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P REFACE

Fundamentals of Nanotechnology is the companion volume to Introduction to 
Nanoscience. Whereas Introduction to Nanoscience addresses the scientifi c aspects 
of nano (e.g., sans technological applications), Fundamentals of Nanotechnology 
explores the practical applications of nano by discussing new materials, chemicals, 
coatings, pharmaceuticals, components, mechanisms, devices and systems. 
Fundamentals of Nanotechnology, although focusing primarily on applications, is 
not devoid of science—it has plenty. Enough scientifi c background is presented 
in order to understand the principles behind the technology.

Teaching Nanoscience and Nanotechnology. The purpose of this book is to serve 
as a one semester generalized text in nanotechnology at the upper division level 
in college. As with Introduction to Nanoscience, teaching a highly interdisciplinary 
topic to an audience with a varied background and mathematical experience is 
quite a challenge. In the preface to Introduction to Nanoscience, we describe the 
challenges that face instructors bent on teaching nanoscience (or nanotechnology). 
In short, the issues facing them include one or all of the following:

 1. Teaching a subject that is growing exponentially with each year.
 2. Teaching a subject that is highly interdisciplinary and that consists of 

contributions from the fundamental monolithic “liberal arts and 
sciences” of physics, chemistry, and biology and those within the realm 
of engineering (electrical, mechanical, chemical) and computer science.

 3. Teaching a course to students that may have varied backgrounds and 
technical and mathematical expertise.

Ideally, teachings from Introduction to Nanoscience should precede teachings 
from Fundamentals of Nanotechnology. Although we recommend this order to 
present the curriculum, it is not absolutely necessary to do so.

Textbook Strategy. The text is divided into fi ve general divisions: (1) Perspectives, 
(2) Electromagnetic Nanoengineering, (3) Mechanical Nanoengineering, (4) Chemi cal 
Nanoengineering, and (5) Biological and Environmental Nanoengineering. 
Similarly to Introduction to Nanoscience, a generalized physics → chemistry → 
biology order is still in effect, but one that is overlain on an engineering scaffold:

Electromagnetics and Mechanics → Catalysis and Composites → Biotechnology, 
Biomimetics, Nanomedicine → Environment

The “Perspectives” division consists of two chapters. In chapter 1, “Introduction,” 
we review defi nitions, discuss the revolutionary (or evolutionary) impact of nano, 
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xviii 

and present a short business course. Traditionally, scientists and engineers are not 
business savvy and vice versa (our apologies upfront to those who have managed 
to span and mingle within each domain successfully!). In this way, this text is 
somewhat unusual. The world is driven by business and markets. Why not expose 
scientists and engineers to some of those aspects of our practical world early on in 
the text? A short essay on nanotechnology, education, and workforce development 
is also presented. Once again, we try to provide a real-world value to the text. We 
are all confronted with career choices at one time or another in our lives. Why not 
place seeds in the heads of students—seeds that may sprout into a career centered 
on nanotechnology directly or upon some fi eld ancillary to the science, R&D, or 
manufacturing? There are many kinds of stimulating and lucrative careers involv-
ing nanoscience and nanotechnology that directly involve the science and the tech-
nology but also those that exist outside the laboratory and production line.

Then there are the buildings that house the science and technology—the 
fortresses of science and engineering, the nuclei from which new ideas and 
developments radiate, the stages where minds act out scenarios ranging from 
the believable to the unattainable. What about them? How have they evolved to 
support the study of the incredibly small? How have they evolved to accommo-
date the new demands placed on research that is highly interdisciplinary and 
must house equipment and instruments that measure dimensions on the order 
of nanometers and less? Lastly, we familiarize the student with the preexisting 
infrastructure (local, regional, national, and global) that centers on nanotech-
nology. As is the case with any other thing, nanotechnology has not developed 
in a vacuum. There is the human infrastructure from which the funding, 
policies, strategies, and levels or organization operate.

Chapter 2 is titled “Nanometrology: Standards and Nanomanufacturing.” 
Intrinsically, we all understand the importance of metrology and standards. In 
this chapter, we present a conscientious and deliberate effort to do so. Without 
metrology, we have no standards and no manufacturing—at least in the way we 
are accustomed. The contribution of nanodevices in particular has opened por-
tals to the quantum domain and the metrology that ensues. Today’s metrology 
has evolved down to the level of the nanometer and beyond. The semiconduc-
tor industry has done much to establish micrometrology over the past 30 years 
or so. Terms such as “critical dimension” and others are now commonplace in 
that industry. With nanoscale devices already existing in computers, nanoscale 
metrology is proceeding at a great clip. There is understandable effort to adapt 
as quickly as possible to the changing paradigm of this new frontier.

Nanometrology dwells at the interface of macro- and microscale metrology 
and quantum measurement. Arguments concerning the degree of “quantum” 
and degree of “bulk” in nanometrology are not necessarily important although 
they do help in defi ning boundaries. Some nanometrologies simply do not 
involve formalized quantum considerations—others by necessity do. The 
metrology of the micron world is well defi ned and the usual embodiment of 
uncertainty is well understood. Certain aspects of the metrology of the nano-
world involve a unique kind of uncertainty—that of the Heisenberg uncertainty. 
Just how important is Heisenberg uncertainty in nanometrology? We can draw 
our own conclusions after studying the text. Nanomanufacturing, some prac-
tices already in place, and molecular nanomanufacturing are also reviewed in 
this chapter.
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The second division of the book, “Electromagnetic Nanoengineering,” is 
composed of three chapters that address electronics, optics, and magnetics, 
respectively. Chapters 3 through 5 are centered on the electromagnetic character 
of components and nanodevices. Each chapter delves into the salient aspects of 
each topic and relates them to nano phenomena and ultimately to their applica-
tions. Chapter 3, “Nanoelectronics,” provides a basic background for electron-
ics, nanoelectronics, as well as for molecular electronics—the conduction of 
electrons through molecules. It is, after all, the electronic behavior of nanoma-
terials that makes them special. The threshold of the transfer of a single electron 
has been reached thanks to nanoscale devices. Nature has been transferring elec-
trons one at a time for quite some time. We provide discussions about band 
structure, semiconductors, and transistors—all physical phenomena and devices 
that make our twenty-fi rst century electronics go round and round.

Chapter 4, “Nano-optics,” addresses topics centered on optical properties of 
nanomaterials—certainly a consequence of the behavior of electrons at the nano-
scale. Topics include interactions of light with matter, the surface plasmon, scattering, 
and the electronic basis of color. Quantum dots are treated prominently in this 
chapter. We will discover how the emission of light is a function of particle size. 
Nanophotonics, of course, is offering new routes to solve technological challenges. 
Chapter 5, “Nanomagnetism,” explores the magnetic properties of zero-, one-, 
and two-dimensional nanomaterials. Of course, applications of electromagnetic and 
optical phenomena via nanomaterials is presented in all the chapters.

The third division of the book is titled “Mechanical Nanoengineering.” It 
consists of chapter 6, “Nanomechanics;” chapter 7, “Nanostructure and 
Nanocomposite Thin Films;” and chapter 8, “Applications of Nanostructure and 
Nanocomposite Thin Films.” The mechanical engineer is a major player on the 
stage of nanotechnology. Many nanoscience and nanotechnology programs are 
grounded in materials science and engineering departments. This is by no acci-
dent. The mechanical engineer has shifted his or her focus from the macroscopic 
world to that of the micro and nano domains.

Chapter 6, “Nanomechanics,” is intense, challenging, and provides a well-
rounded approach to nanomechanics. It describes atomic forces and principles 
and develops insight into molecular dynamics. Two- and three-atom chains, 
interaction potentials, external forces, and dynamic motion comprise the intro-
ductory section and subject matter of this chapter. The latter parts of the chapter 
discuss a variety of topics ranging from carbon nanotube structure and mechanical 
properties, nanomechanical measurements, and nanoindentation to micro-
electromechanical systems (MEMS) and nanoelectromechanical system (NEMS). 
Chapter 7, “Nanostructure and Nanocomposite Thin Films,” is the fi rst part 
of a two-chapter series that covers nanostructure and thin fi lm engineering. 
Part two of this miniseries (chapter 8, “Applications of Thin Films”) focuses on 
the applications of the concepts presented in chapter 7. Chapters 7 and 8 focus 
on coatings technology.

The fourth division of the book centers on chemical topics and is appropriately 
titled “Chemical Nanoengineering.” Chapter 9, “Nanocatalysis,” provides a 
glimpse into the world of catalysis, and chapter 10, “Nanocomposites and 
Fibers,” explores in more detail mechanical engineering principles as they apply 
to nanomaterials. The importance of catalysts in today’s commercialized society 
cannot be understated. And, more than coincidentally, the amount of catalysts 
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that are nanoscale simply add more importance to the previous statement as 
well as to the importance of nanotechnology.

Chapter 10, “Nanocomposites and Fibers,” traces the evolution of composite 
materials from early times to the present in which carbon nanotubes are woven 
together to make the world’s strongest fi bers. Mechanical properties and testing 
are important aspects of any engineering material development. A general over-
view of mechanical (as well as thermal, electrical, and chemical) properties and 
testing is provided in this chapter. We then discuss carbon fi bers, fi laments, and 
nanotubes and review the basic kinds of composite material hosts that utilize 
nanocomponents: polymers, metals, and ceramics. With this chapter, we conclude 
the brief foray into chemical nanoengineering.

The fi fth and fi nal division of the book covers biological, medical, and 
environmental aspects of nanotechnology. The fi fth division consists of four 
chapters. Chapter 11, “Bionanotechnology,” introduces topics related to 
biotechnology with a nano spin. These include both natural and synthetic 
biotechnology systems. Chapter 12, “Biomimetics” represents an interface 
between the natural and synthetic worlds. Although not all of our engineer-
ing developments were inspired by biology, why not try and learn from the 
best. Chapter 13, “Medical Nanotechnology,” deals with topics such as nano-
encapsulated pharmaceuticals; medical imaging to prosthetics of various 
sorts are presented and discussed.

The book concludes with chapter 14, “Environmental Nanotechnology,” 
which is an important chapter. The late professor and Nobel laureate Richard 
Smalley was a major proponent of applying nanotechnology to environmental 
problems. Types of environmental sensors, water and soil quality monitoring 
and mitigation, air quality monitoring and mitigation, and energy are some of 
the broad categories discussed. We leave the students with a consideration of the 
environment—our environment—and a key, perhaps, on how to keep it in good 
shape for future generations.

Thrust of the Text. In addition to its function as a pedagogical tool, Fundamentals 
of Nanotechnology should project a broad application of nanotechnology to 
students. It is our goal to provide interest and to stimulate; to forecast the future 
in some sense; and to open windows to potential careers and business paths. 
Much is at stake in our uncertain world. Geopolitical and economic forces drive 
our future. Nanotechnology will play a role. Let us make sure that role is productive 
and serves to enhance the human condition without neglecting (or damaging) 
our house.

Links to Other Books. 
www.nanoscienceworks.org/textbookcommunity/introtonanoscience
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INTRODUCTION

 I never think of the future—it comes soon enough.

ALBERT EINSTEIN

Chapter 1
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4 Fundamentals of Nanotechnology

1.0 PERSPECTIVES OF NANOTECHNOLOGY

We start this adventure in 1959, at the onset of the modern age of nanotechno-
logy, with Richard Feynman’s lecture “There’s Plenty of Room at the Bottom.” It 
was in this lecture that Feynman alerted the consciousness of the scientifi c com-
munity about the untapped potential of nanomaterials. In Introduction to 
Nanoscience, we discussed the important historical contributions to nanotech-
nology and the remarkable observations of nature, wittingly or unwittingly, that 
were made throughout the ages and the scientifi c aspects of nano. We now strive 
to maintain focus on applications, integrated structures, and devices. However, 
before we embark, a small amount of reorientation is required. We start by recycling 
a few core defi nitions.

THREADS

Fundamentals of Nanotechnology is about technology—
the manufacturing of high-tech (and not so high-
tech) goods. It is about converting nanoscience into 
products. It is not so much about science although 
we do not refrain from relating to scientifi c principles, 
concepts. Our focus is on topics associated with 
materials, manufacturing (fabrication), devices, and 
applications. It is, in every way, a complement to 
Introduction to Nanoscience, a text that focuses primarily, 
as the title suggests, on the science and not on the 
technology. The format of the text is that of a coop-
erative, interdisciplinary effort that is typical of 
nano—albeit with emphasis on engineering—
where biology, chemistry, and physics (and computer 
science) come together to contribute to this very 
broad subject.

The chapter opens with a short course on how to 
start, maintain, and exit a business. Although it applies 
to nearly any kind of business, it most certainly 
applies to nanobusiness. This is an unprecedented 
approach, to include such a topic in a technology 
textbook, but it has to be done in order to keep pace 
with our changing world. We accomplish our due 
diligence by offering this material in this chapter as 
well as a section on education and workforce devel-
opment. It is one thing to understand the technology 
and pass the course with fl ying colors; it is quite 
another thing to know what to do with it or plan a 
career centered on its impact.

Nanometrology, nanomanufacturing, and research 
have to be conducted somewhere. Where they take 
place is actually quite important. As one might 
gather from the prefi x, nano implies things that are 
very small, and being small, working with nano-
materials, measuring them, and making them all 
require special facilities and considerations. We 
discuss nanometrology and nanomanufacturing 
in chapter 2 but we also turn our attention to the 
buildings that house them—the buildings for 
advanced technology. This is a rather unusual sec-
tion in that material of this ilk is not usually found 
in science and engineering texts—but we have 
already broken that rule by adding a short course 
in business development and operation. However, 
by understanding what it takes to make nano 
happen, the student should acquire an even broader 
appreciation of the subject matter—and perhaps 
interest in a career path along the lines of architec-
ture and engineering buildings for advanced tech-
nology may just be a benefi cial byproduct of this 
chapter.

Lastly, we provide a catalog of nanotechnology 
institutions and products. We highly recommend 
that you visit some of the Web site links provided 
so that a broader perspective of nanotechnology 
can be acquired. Following this chapter, a special 
chapter on nanometrology is presented.
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  Introduction 5

1.0.1 Review of Defi nitions

In 2003, Dr. Rachel Brazil of the Royal Society of Chemistry stated quite succinctly 
her defi nition of a powerful but relatively nonspecifi c term—nanotechnology [1].

At present, the term is used to encompass a wide spectrum of nanoscience, from 
nanoparticles in sunscreen to the production of ‘nanobots’ for in vivo medical 
applications. In defi ning nanotechnology, distinctions need to be made between 
‘science’ and ‘technology’. A narrower defi nition of the type of ‘technology’ covered by 
the term may also be considered, limiting nanotechnology to technology producing 
functional devices fabricated and operating on the scale of nanometres.

The National Science and Technology Council, Committee on Technology, 
Sub committee on Nanoscale Science, Engineering, and Technology (NSET) 
formally established the following boundaries of nanotechnology in the year 
2000 [2].

Research and technology development at the atomic, molecular or macromo-
lecular levels, in the length scale of approximately 1–100 nanometer range, to 
provide a fundamental understanding of phenomena and materials at the 
nanoscale and to create and use structures, devices and systems that have novel 
properties and functions because of their small and/or intermediate size. The 
novel and differentiating properties and functions are developed at a critical 
length scale of matter typically under 100 nm. Nanotechnology research and 
development includes manipulation under control of the nanoscale structures 
and their integration into larger material components, systems and architec-
tures. Within these larger scale assemblies, the control and construction of their 
structures and components remains at the nanometer scale. In some particular 
cases, the critical length scale for novel properties and phenomena may be 
under 1 nm (e.g., manipulation of atoms at ∼0.1 nm) or be larger than 100 nm 
(e.g., nanoparticle reinforced polymers have the unique feature at ∼200–300 nm 
as a function of the local bridges or bonds between the nano particles and the 
polymer).

It is always a diffi cult matter to draw a hard line but one has to be drawn so that 
we can obtain the proper perspective and orientation. It also helps us navigate 
in the real world, specifi cally if funding and contractual issues are at stake. Let’s 
move on and introduce (or reintroduce) the fundamental and defi ning charac-
teristics of words and phrases that include the prefi x nano.

In order to provide the necessary perspective, the following working 
defi nitions of nanotechnology, and its distinction from nanoscience, are listed 
below [3].

Nanoscale 
The nanoscale, based on the nanometer (nm) or one-billionth of a meter, 

exists specifi cally between 1 and 100 nm. In the general sense, materials 
with at least one dimension below one micron but greater than one 
nanometer can be considered as nanoscale materials.

Nanoscience
Nanoscience is the study of nanoscale materials—materials that exhibit 

remarkable properties, functionality, and phenomena due to the infl uence 
of small dimensions.
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6 Fundamentals of Nanotechnology

Nanoscience is similar to materials science in that it is an integrated 
convergence of academic disciplines. There exist a couple of major 
distinctions between the two: size and biology. The size we understand 
by now but we also understand that materials science traditionally 
does not include biological topics.

Nanotechnology
Nanotechnology, based on the manipulation, control, and integration 

of atoms and molecules to form materials, structures, components, 
devices, and systems at the nanoscale, is the application of nanoscience, 
especially to industrial and commercial objectives.

Nanotechnology is a horizontal enabling convergent technology that 
cuts across all vertical industrial sectors while nanoscience is a hori-
zontal integrating interdisciplinary science that cuts across all vertical 
science and engineering disciplines.

Nanotechnology is a disruptive technology with a high barrier of entry 
that will impact the development of enhanced materials and devices. 
Nanotechnology will require that a new genre of partnerships be formed 
among and between business, academe, and government. It will focus 
study and effort on potential societal implications of a new and certainly 
disruptive technology. Nanotechnology is predicted to signifi cantly 
impact the wealth and security of nations. Nanotechnology is the next 
industrial revolution.

Nanotechnology is considered to be, more so than ever, a technology 
that will have great impact on all aspects of culture and society.

Nanotechnology is the application of nanoscience—plain and simple. You will 
see many different forms of the above defi nitions in the media and scientifi c 
literature, but essentially all the defi nitions, after distillation and purifi cation, 
crystallize into a few key forms—in particular that nanotechnology consists of 
materials with small dimensions, remarkable properties, and great potential.

1.0.2 Technology Revolution or Evolution?

Technology (from the Greek teknikos meaning “art, artifi ce; to weave, build, join” 
and tekton meaning “carpenter”) has played a major role in the history of civiliza-
tion. There is not much question that technology is one of the pillars (and drivers) 
of civilization. After all, isn’t it new technology that offers the developers of that 
technology an advantage in the game of life (survival)? However, a revolution 
implies rapid and dramatic change. What exactly are those technological advances 
that changed our civilization and in such a so-called revolutionary manner?

From agriculture, the practice of growing and harvesting food, sprung civili-
zation. Indeed, one must agree that this is true. Early human lifestyle was 
altered forever as nomadic ways adapted by the hunter–gatherer gave way to 
the sedentary form of the farmer—truly a revolutionary change. However the 
processes of agriculture and irrigation were deliberately developed over an 
extended period of time—perhaps several thousand years. Innovations in 
agriculture continue as we speak—genetically modifi ed organisms (GMOs) 
provide an excellent example of our high-tech foray into that arena. Although 
change in agricultural technology progressed quite slowly, even the gradual 
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  Introduction 7

development of agriculture must be considered to be a revolutionary one based 
on its impact on civilization.

Other technological breakthroughs such as the advent of metal tools, implements, 
and weapons and the discovery of fi re may have occurred rather spontaneously, 
for example, by accidental discovery (as in the case of fullerenes). These revolu-
tionary breakthroughs are based on the discovery of a specifi c type of material—
stone, copper, bronze, or iron. We can only speculate that the spread of these 
technologies, however, still proceeded rather slowly. There was no rapid-fi re 
means of disseminating information (perhaps only by conquest) due to limita-
tions in population and communication several millennia ago. Today no such 
barriers exist. High population density is a worldwide phenomenon, and infor-
mation is spread globally in the blink of an eye. Revolutions can now be very 
fast. The Industrial Revolution of the 1800s ushered in the modern technological 
era. The emerging availability of hydrocarbon fuels in particular launched 
mechanization, mass production, transportation, and communication to levels 
never seen before. The telephone, television, computer, cell phone, and Internet 
have all changed our lives forever.

How does one then superimpose a scale of measure on a technological 
revolution? And what kinds of scales are relevant to nanotechnology? Revolutionary 
developments are measured in terms of speed, population, and impact (eco-
nomic and cultural) or by weighing the overall fl ow of resources (in and out). For 
example, what percentage of a population is engaged directly in a technological 
revolution? “Engaged” in this case indicates the number of people working in 
the fi eld, so to speak. With regard to agriculture, the percentage of population 
engaged in the fi eld early on was quite low. As the practice spread over several 
thousands of years, greater than 90% of a population may have been rooted in 
the agrarian lifestyle, for example, in the Middle Ages. The pure technology 
sectors (R&D and manufacturing) of today may employ fewer that 10% of the 
total workforce but the impact (in terms of sales, use, and lifestyle) is quite 
enormous.

And what of nanotechnology? Is it really a revolution or is it just a natural 
progression in miniaturization? The advent of the transistor, integrated circuits, 
and the computer age certainly changed the way we accomplish our daily tasks. 
The Biotechnological Revolution added biological materials into the mix. The 
Nanotechnology Revolution is right on the back of this “revolution” inspired by 
biology. Many consider biotechnology to be a component of nanotechnology. 
All these pseudo-issues boil down to semantics and boundaries. We already 
have stated our opinion on boundaries. Within a generalized fi eld such as nano-
technology that is highly interdisciplinary in nature, boundaries are consequently 
trampled and blurred—to a great extent.

Nanotechnology is expected to change the way we live. In that sense, it can be 
considered to be revolutionary. Nanotechnology is also the product of the natu-
ral evolutionary process of miniaturization. It is actually with the perception of 
nanotechnology (hype or not) that many are concerned. However, we should 
not belabor what is in essence a pseudo-dilemma—whether or not nanotech-
nology is the Next Industrial Revolution. Let’s leave that discussion to the pundits, 
the politicians, and the omnipresent media. Rather, we should simply try and 
understand why these materials have remarkable properties—and within the 
context of this text, how nanomaterials are converted and integrated into appli-
cations. In this volume of course, we stress the applications of nanotechnology 
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8 Fundamentals of Nanotechnology

products and those enhanced (enabled) by nanotechnology. It is somewhat artifi -
cial to designate a technology to be revolutionary before it has run its course. 
Table 1.1 outlines some of the salient features of a revolution.

TABLE 1.1 The Next Industrial Revolution Compliance Check List

Criterion Yes No Comments
Basis X Nanotechnology is fi rmly grounded in reality—the physical properties and 

phenomena associated with nanotechnology are real and signifi cant—they are 
the drivers behind the “revolution.”

Speed X Although speed is not the only major component of a revolution, the faster it 
happens, the more revolutionary is its impact and the more profound its legacy. 
Nanotech has hit the mainstream since the mid-1990s—not that long ago.

Changes nowadays are expected to occur quickly.
Track record X Outside of computers, pharmaceuticals, and nanoparticles, the glamorous and 

highly touted quantum-dots, carbon nanotubes, and drug delivery nanomateri-
als have not yet made a signifi cant impact on the economy but are making 
headway as we speak.

Research papers, 
conferences

X The scientifi c community has fully embraced nanoscience and nanotechnology. 
There is no single scientifi c conference in physics, chemistry, engineering, 
biology or medicine that does not have presentations, posters, sessions or 
the whole conference dedicated to nano.

Nanocompanies X There are more and more nanocompanies every year. Small Times Magazine 
lists 3500 nanocompanies just in the United States [4]. Nearly all Fortune 500 
companies have some involvement in nanotechnology.

Patents X The number of patents (and the trend) is burgeoning—if anything, this trend 
indicates revolutionary proportions.

Stock market X Not big yet.
Institutions X About 500 institutions ranging from nonprofi ts, industry associations, research 

labs, economic development organizations, and university and educational 
institutions are registered with Small Times Magazine as nano groups [4].

% Workforce X Technology workforce contributes less than 10% of the total U.S. workforce in 
general. Nanotechnology, in its broadest sense (computers, pharmaceuticals, 
etc.), is already involved in many sectors. By 2015, 2 million more “nanotech” 
jobs are expected to emerge.

Education X Concerted efforts are underway to promote nanotechnology in K-12 and higher. 
Although a great proportion of the U.S. population knows about nanotechnol-
ogy through movies, it is not considered to be a signifi cant part of curricula at 
this time, but this too is changing.

Products X X Nanosized transistors are already part of computer chips—although developed 
rather quietly without much fanfare via the natural evolutionary process of 
miniaturization. There is no doubt that more products will undergo enabling/
enhancement from nanotechnology.

Evolutionary 
component

X Evolutionary components are not considered to be revolutionary. In this case, 
nano is very evolutionary—emerging from micro- and biotech industries—a 
natural, nonrevolutionary process of miniaturization, ever since the fi rst 
timepiece was developed.

Hype X Since the days of the “turbo,” nothing has been hyped more than nanotechnology.
Upside X The reality-based upside and promise of nanotechnology is tremendous.
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1.0.3 Outlook

What Is the Status Quo of Nanotechnology in the United States? Zyvex Labs, LLC, 
has recently spun out nanotube composites that are integrated into baseball 
bats, golf clubs, sailboat masts, ballistic armor, and radiation shielding [4]. The 
energy industry in collaboration with universities has developed new solar cells 
and new high-performance batteries. The medical industry in collaboration 
with universities has developed dendrimer-based viricides and advanced diag-
nostic instrumentation [4]. According to Jim Von Ehr, II (CEO of Zyvex), 
societal impacts need to be studied and carefully weighed before the release of 
products containing nanomaterials and devices. Encounters with luddites, 
nano-pretenders, and obstructionists must be sifted from those with legitimate 
environmental understanding and legitimate health and safety concerns. The 
U.S. government in the form of the National Nanotechnology Initiative (NNI) 
has taken a leadership role in addressing issues confronting the development of 
nanotechnology. Positives include the leadership role of the NNI, interdiscipli-
nary cooperation, support of university research, and interagency cooperation 
between and among the agencies and departments of the federal government. 
Negatives include insuffi cient focus to the NNI’s nine “focus areas”—and that 
science and discovery, although a wonderful couple, are not enough.

Invention and innovation are required to transform those discoveries into 
products. There is not enough focus on product development. The National 
Institute of Standards and Technology’s (NIST) ATP opportunity (Advanced 
Technology Program) is one of the few government agency programs that is able 
to “fund the gap” between a new idea and a fundable prototype. Why is this 
important—because nano is a global competition—a competition with foreign 
governments (and their complementary economies) that do stress and fund 
commercialization.

According to Jim Von Ehr, II of the Zyvex Corporation, university funding is 
doing well but is unfocused; commercialization is not working as well as it 
should; the (costly) national lab system and its relationship to the economy 
should be redefi ned; and patent reform should occur sooner than later to avoid 
creating “patent thickets” that impede innovation [4]. The government’s role in 
technology is to regulate and tax when required. He believes that the U.S. 
government is not supporting industry very well. Tax codes, accounting rules, 
fi nancial reporting, liability procedures, and regulations should not be changed 
every year. The acquisition of talent by limiting foreign visas forces jobs overseas 
and losses to foreign competition. The U.S. industrial policy has become “come 
to school here, create new technology, go back to your home country, and 
commercialize it there.”

In 2005, London outpaced New York in the number of initial public offer-
ings (IPOs) and the United States received none of the largest 25. The Sarbanes–
Oxley (SOX) Act of 2002 had a devastating effect on foreign investment in the 
United States. Before SOX, 90% of foreign funds were raised in the United States. 
Post-SOX, 90% of foreign funds are raised outside the United States. This dem-
onstrates clearly how the government can impact the economy. The combination 
of the SOX policy and the inability to import high-tech talent drives jobs to other 
countries and companies out of business here. In summary: (1) move towards 
engineering, applications, and commercialization, (2) intensify focus on energy, 
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10 Fundamentals of Nanotechnology

healthcare, and nanomanufacturing; fund social impact studies when nanotech 
has a larger impact; and study environmental issues in a science-driven manner, 
and lastly, (3) industry will respond to incentives [4].

1.0.4 The Nano Perspective

We can safely say that without manufacturing there would be no nanotech-
nology—at least according to our defi nition. Upon implementation of the 
technology, we ask ourselves is it for the greater good? Will society as a whole 
benefi t from this technology? Societal implications and technology have always 
been linked. We therefore should make things for everyone—at least in theory. 
In the perfect world, everybody should win. Nanotechnology is no different. We 
develop products for the greater good, for defense, for profi t, for barter, and for 
numerous other reasons. Where does nanotechnology fi t into this age-old rela-
tionship? The diversity of products, a few mentioned earlier, shows no signs of 
slowing. While reading, and hopefully studying, this text, please keep in mind 
how this new technology impacts products, develops new ones, and enhances 
our security and quality of life. Think also how this new technology can impact our 
fears as well as our hopes.

1.1 THE BUSINESS OF NANOTECHNOLOGY

Although most will not admit it in public, and we do not indicate anything by 
stating this, most scientists are not particularly business savvy, and to be fair to 
scientists, most business folks do not know a hoot about science or technology—
at least beyond the fundamentals. Although there certainly are exceptions to 
this general conundrum, do you all essentially agree? We therefore have decided 
to include a short course in business in this textbook. The age of the scientist as 
entrepreneur is upon us as more and more universities interact with the commer-
cial sector. Biotechnology fi rst and now nano have pushed the envelope of inter-
action between academia and industry. As a future scientist or engineer, one 
must start thinking in terms of a career in nanotechnology, and even better, start 
thinking in terms of starting a business.

There are companies and there are nanocompanies. A nanocompany is not 
necessarily a small company. It may actually be a big company, perhaps a 
Fortune 500 company. What kinds of companies are drawn to this new technology? 
What differences are there between creating a nanotechnology company from 
say a biotech one? Nanotechnology has a high barrier of entry—unlike that 
faced by the “dot-coms” of the 1980s and 1990s—where all that was needed 
were a couple of geniuses, a PC, and a garage. Nanotechnology requires 
expertise (e.g., PhD level), costly equipment (e.g., transmission electron 
microscopes, ultrahigh vacuum), clean rooms, and highly trained tech people. 
Development and manufacture of nanomaterials, more than ever, also requires 
partnerships between and among government, business, and academia. 
Because nanotechnology is a worldwide phenomenon, competition is intense 
on a global scale.

The people and entities that support nanotechnology—the intellectual prop-
erty managers, the patent attorneys, the building designers, the consultants—are 
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all faced with new challenges brought on by nanotechnology and the interdisci-
plinary nature of the subject matter. Hopefully we will be able to raise questions, 
pose challenges, and explain some of what surrounds this global phenomena in 
the following sections of the text.

1.1.1 Background

Throughout history, humans have sought improvement by innovative approaches 
to the various tasks of living. Although the invention of stone arrowheads and 
spear points, the wheel, and a host of other early innovations precede written 
record, they were in by some perspectives more impressive in their impact on 
society than the invention of the electric light and telephone in the late nineteenth 
century. One characteristic of each of those early inventions is that someone 
accomplished the equivalent of starting a business. With the wheel, for instance, 
the wheelwright developed his skills to be able to make a consistently round 
product of a standard size.* The specialists able to run with these innovations 
were the forerunners of modern businesses.

The modern concept of a business, (e.g., a company with employees, products, 
a board of directors, a CEO, and shareholders) dates back only a few hundred 
years. Throughout history, however, the purpose of business was to sell products 
and services to buyers—the customers. From the time that early humans graduated 
from a simple hunter–gatherer status to increased levels of stratifi cation with 
diverse skill sets, the equivalent of business was established. After all, what is the 
difference between a fl int-knapper making arrowheads and spear points in 
exchange for food and shelter and a modern multinational corporation making 
electronic components in exchange for money? In terms of the lowest common 
denominator, the answer is nothing—both are trading one item of value for 
another at an agreed rate of exchange.

Over the millennia, this simple form of proto-business, essentially a sole 
proprietorship, began to evolve and grow into defi ned organizations offering a 
range of goods—from a bread maker with a few employees and several different 
products to a modern multinational corporation with thousands of products 
and tens of thousands of employees. At the same time, various restrictions, 
requirements, and other hurdles were put into place to make certain types of 
businesses more diffi cult to enter than others. From early on, businesses began 
to need some sort of registration with civil authorities, if for no other reason 
than tax assessment. Today, a business must register with the appropriate gov-
ernmental agency in the country or state that it operates and must have various 
tax account numbers for payment of a variety of taxes. It also is responsible for 
various reporting requirements, depending on its structure.

Nanoscience and nanotechnology have already and will continue to yield 
many new and wonderful discoveries and inventions. But, as has been the case 
throughout history, these inventions remain interesting curiosities unless they 
are applied to develop products and/or processes that make their way into the 
mainstream of commerce. Take the wheel, for example. It is easy to understand 
that many applications, from the simple wheel/axle wagon to more complex 

* Imagine what it would be like to have a chariot with different-sized wheels. If it were 
somehow impossible to make wheels consistently, would it have ever developed?
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applications like block-and-tackle, watches, and precision gearing were made 
possible by applying the basic principle of the wheel. These are merely direct 
applications of the wheel. Indirectly, the wheel has led to many support products 
and even whole industries. For example, because wheels require lubrication, 
someone started manufacturing, marketing, and distributing lubricants. Others 
developed new materials to make the wheel last longer and perform better. 
Today, it is diffi cult to imagine a product or process that doesn’t have a wheel 
somewhere within its mechanism. Nanotechnology has the potential to do the 
same. Indeed, many observers have stated emphatically that nanotechnology-
based companies will engender another Industrial Revolution that is expected 
to exert profound effects on the world economy and society.

The U.S. National Science Foundation (NSF) has estimated that the world 
nanotechnology industry will grow from approximately $35 billion in 2005 to 
$1 trillion in 2015, employing over 2 million workers.* Such rapid growth is 
unprecedented but refl ects a conviction that nanotechnology will affect and 
become a part of nearly every segment of industry over the next decade.

1.1.2 Companies

What Makes a Company? A company is not just a good idea, but is also a fi ne 
starting point. A company is a provider of goods and/or services that customers 
are willing to buy. It is also a person or a group of people able to supply those 
goods or services. This implies that the company is meeting some need, either 
existing or created.

The concept of an existing need is obvious, but what is a created need? The 
history of invention is the history of created needs. Nearly every adopted 
technology is either superior to an existing technology or it can outperform 
the previous technology. For example, conventional stoves and ovens are quite 
adequate for food preparation but the microwave oven provides an additional 
feature—convenience and speed in food preparation. Its development spawned 
an industry of prepackaged foods ready to “be popped into the microwave” and 
ready to eat in minutes. Later models were developed with oscillating or spinning 
cooking surfaces. A series of secondary products including “microwavable” 
cookware and special splatter covers appeared. Today, roughly a half century 
after the fi rst microwave oven was introduced, most home kitchens and break-
rooms in the United States have one.

The relevance of the example above is that not only can an inventor create a 
product and then a need for it, but also the acceptance of that product can spur 
the creation of a whole new industry. The entrepreneur needs to open his or her 
mind to the myriad possibilities for products, and therefore businesses, that can 
manifest themselves with the advent of new technologies, and their support. It 
will help the entrepreneur to consider exploitable market niches and products 
that will appear as the fi eld of nanotechnology develops and expands its impact 

* These numbers appear in Roco, M.C., Journal of Nanoparticle Research, 5, 181–189 
(2003) and other sources from the same author. While this is a generally accepted 
fi gure, other sources place the market by the middle of the second decade of the 
twenty-fi rst century as high as $2.6 trillion.
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on society. Conversely, it will help the entrepreneur to understand what is 
displaced (and even disappears) as a result of a new technology.*

Successful entrepreneurs do not simply invent wondrous gadgets. They look 
at the gadgets they (or others) have invented and ask what could be needed to 
improve and to fully exploit and support them.

What Is a Nanotechnology Company? This seemingly simple question is 
actually a very complex one. One defi nition of a nanotechnology company is 
that it manufactures a product less than 100 nm in at least two dimensions, or 
that the manufacturing process itself is controlled at that size or smaller. The 
two-dimensional requirement would rule out companies making, for example, 
graphite lubricant because while sheets of graphene are one carbon atom thick 
(less than 1 nm), the other two dimensions are generally much, much larger 
than 100 nm. If a company were manufacturing coatings with particle sizes of 
consistently less than 100 nm, they would also qualify. However, we can safely 
call companies that manufacture thin fi lms nanocompanies regardless of the 
lateral dimensions of their product. The process control issue would exclude 
bulk chemical manufacturers from joining the ranks of nanocompanies. 
Although chemical synthesis, as represented on paper, consists of reaction 
between atoms and molecules, the reality is that it occurs in 10,000 L reactors. 
The only real controls of these processes are physical in nature, for example, 
temperature, pressure, rate of mixing, rate and order of reactant addition, etc. By 
contrast, manufacturing an integrated circuit with components that are 65 nm 
in size do qualify as a nanotechnology process.

Nanotechnology companies also arise from the service sector. For our 
purposes, we defi ne the service sector as comprised of companies that are 
not directly involved in developing or manufacturing a technology. Examples 
include:

Consulting engineers specializing in the development of processes • 
that fi t the above defi nition
Technology transfer professionals who seek out nanotechnology • 
clients
Patent law fi rms or agents having experience in fi ling and prosecuting • 
nanotechnology-related patents
Toxicology laboratories with the ability to study the effects of nano-• 
technology products on living organisms and the environment
Contractors who were experienced in building the specialized manu-• 
facturing facilities needed or indeed a host of other service providers.

1.1.3 Sources of Nanotechnology Inventions

Although many discoveries and applications arise from work in laboratories of 
companies, a signifi cant proportion, probably a majority of them, will originate 

* For example, what happened to the typewriter industry when personal computers 
with word processors, such as the one used to write this book, became affordable and 
nearly universal? What about the typewriter repairman or ribbon and carbon paper 
manufacturers?
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in academic and government laboratories, including both basic discovery and 
product development. However, these venues are not equipped to develop and 
commercialize products. The federal government mandates that research funded 
by the U.S. government be commercialized by a U.S. company. As a result, and 
over the years, institutions and laboratories have established bureaucratic struc-
tures and procedures for transferring newly developed technologies and prod-
ucts to U.S. companies. The general approach starts with the fi ling of a patent.* 
The university or national lab normally covers the cost of the patent fi ling. The 
invention is then licensed either exclusively or nonexclusively, usually for some 
fee plus royalties based on product sales, to a promising company. The terms for 
licenses vary considerably.†‡

Of course, many entrepreneurs who receive licenses from academic or gov-
ernment labs are in partnership (or will be soon) with the inventors employed 
by the institutions. Although the inventors understand the potential of the 
invention, not many have a clear idea of how to go about founding, registering, 
funding, and operating a company. The remainder of this section will provide a 
general overview of these subjects.

1.1.4 Founding a Company—What to Do First?

Most of the details you encounter below is nothing new—it applies to any and 
all businesses. Although nanotechnology is revolutionary in many ways, the 
structure of the business and the process required to move forward are relatively 

* When examining the patent status of the invention, the entrepreneur should keep in 
mind that nanotechnology is a worldwide effort and the fi lings need to be prepared 
such that they can be fi led as geographically broadly as possible. A U.S.-only patent, 
commonly fi led by universities and government labs, limits the value since anyone 
outside the United States can simply copy the technology and potentially produce 
products for sale in worldwide markets. The reason for limited fi lings by these institu-
tions is not lack of understanding but lack of budget. The subject of patents is covered 
elsewhere in this book.

† License terms and negotiations are beyond the scope of this book and the reader is 
referred to the Association of University Technology Managers (AUTM, www.autm.
org) and the Licensing Executives Society (LES, www.les.org) for more information 
about license terms and negotiations. Both offer courses on these subjects, for a fee.

‡ In the last decades of the twentieth century, many companies began to actively seek 
inventions and technologies from academic, government, and even other industrial 
sources and established professional positions devoted to the process of in-licensing 
of technology of potential value and secondarily out-licensing (or outright selling) of 
those no longer of internal interest. As a result of their experiences, a number of these 
technology transfer professionals have offered their services as consultants to compa-
nies seeking to acquire technologies. They can be found either by Web searches or 
through listings with the AUTM and LES. The entrepreneur with limited (or no) expe-
rience in this arena should seriously consider having professional help in negotiating 
terms to acquire rights to technologies and inventions. The role these professionals 
play is to help establish terms, generally fi nancial and business terms (due diligence 
requirements, termination rights, and a host of other issues), but most of them are 
not attorneys and while they will also participate in contract negotiations they are 
not responsible for the actual contract drafting and language. An experienced com-
mercial attorney is essential for this important task, with preference for one who has 
written contracts for closely related technologies.
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ubiquitous and require a modicum amount of common sense. Students who 
receive degrees in science become good scientists but not necessarily good 
business people.

Before embarking on your entrepreneurial journey (always a wild ride), 
several questions need to be addressed. In doing so, the entrepreneur defi nes 
the company in order to decide what structure to use when registering it. These 
questions include:

What type of company?• 
Manufacturing• 
R&D—contract or grant-based• 
Consulting• 
Service provider• 

How much fi nancing is required to launch the company?• 
Fees, including legal, to set up the company and obtain operating • 
licenses
Salaries for entrepreneur, partners, and any initial employees• 
Facilities cost• 
Licensing fees for technology• 
Operational setup costs: supplies, Web site, offi ce and laboratory • 
equipment, and furnishings—everything that may be needed 
from paper clips and business cards to atomic force microscopes
Running costs until other sources of fi nance are available• 

How will it be fi nanced?• 
Entrepreneur alone• 
Insiders and family/friends• 
Angel/venture funding• 
Eventually through IPO• 
Product or service sales (with no need for outside fi nancing)• 

How will ownership be distributed?• 
Entrepreneur alone• 
Entrepreneur and partners or family members• 
Entrepreneur and fi nancial backers• 
Employees through stock incentives• 
Large shareholder base through public offering• 

Where will the company be registered?• 
If in the United States, which state?• 
If outside the United States, where?• 

All of these factors plus many others, including personal biases, play a role in 
the choice of structure. A good way to make certain these issues are considered 
is to write a business plan.

The principle purpose of a business plan, at least in the fi rst draft form, is to 
focus the entrepreneur on defi ning the company in terms of products and mar-
kets, hurdles to success, fi nancial needs, revenue and cash fl ow, personnel, facili-
ties, and equipment needs. It will later be useful in raising money, whether from 
venture or angel sources or from banks but its greatest value to the entrepreneur 
is to his own understanding. It should include:

Executive summary (actually written last)• 
Company description—when, where, and by whom founded, assets, etc.• 
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Market served, including a market analysis• 
Products• 
R&D• 
Manufacturing issues• 
Management team• 
Other personnel needs• 
Hurdles and key milestones, with estimated dates and costs• 
Financial analysis• 

Revenues and timing• 
Expenses and their timing• 
Break-even• 
Pre-revenue fi nancing needs• 

It should be detailed enough to show that the potential entrepreneur has 
thought out the issues well but should not be too long (or no one will read it). 
As a rule of thumb it should be under 50 pages including fi nancial tables and 
executive summary—that by itself should be a maximum of two pages.*

1.1.5 Business Structures

There is a wide variety of business structures in the United States. Since busi-
nesses are incorporated at the state rather than federal level, some variation in 
available structures that the entrepreneur in nanotechnology may consider are 
as follows:

Various type of corporations• 
Various forms of partnerships• 
Limited liability companies• 
Sole proprietorships• 

There are a few major characteristics that differentiate them. These include:

Taxation status• 
Liability to the owners• 
Governance requirements (i.e., management and reporting require ments)• 
Number of shareholders permitted• 
Ease of raising capital• 

For instance, if the company requires a large capital budget to build the capacity 
to manufacture products, the most likely source would be through venture 
fi nancing followed by a public offering of stock. This is best done with a General 
C Corporation. Venture capital funds, angel investors, and banks are familiar 

* There are many sources of information and hints on writing business plans. Entering 
“business planning” into any search engine will turn up a large number of sites that 
will, sometimes with no fee, offer to help an entrepreneur with preparing business 
and marketing plans. Business plan software is available from several sources and can 
be found in many software stores. Reviews of business planning software can be 
found at www.homeoffi cereports.com/Business%20Plan.htm. There are also numerous 
books available from any bookseller. One that provides a good overview is T. Berry, 
Hurdle: the Book on Business Planning, Palo Alto Software (2002).
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and comfortable with this structure. Investment bankers, for example, have expe-
rience with IPOs. Governance and reporting requirements for C Corporations 
provide a degree of confi dence to investors that the company will be managed 
responsibly, or at least with shareholder and board of directors oversight, so as 
to provide the best possible return on the investments. The C Corporation fi ts 
the general image of a “company” in the minds of most: it has a CEO who 
reports to a board of directors, other corporate offi cers responsible for fi nance, 
R&D, manufacturing, HR, etc. To investors, it has two other important character-
istics. The C Corporation can have an unlimited number of shareholders and a 
variety of classes of stock,* making it attractive as an investment assuming it 
also has products or potential products that could provide those investors a 
good return. Those products do not have to be ready to go to market in order to 
secure funding, but the company must produce suffi cient data to show that they 
can be producing revenue in a timeframe acceptable to the investors.

A C Corporation also provides, in general, the most fl exibility in offering 
ownership incentives to employees or outside service providers like consultants. 
Their compensation can include share grants either through outright sales or, as 
is more often the case, through so-called option grants to these individuals. This 
subject is an important one in light of recent U.S. Federal laws.†

If the company is a consulting business, the entrepreneur could establish a 
sole proprietorship or, if working with a partner a general partnership. These do not 
require registration but may require business licenses in some jurisdictions.‡ No 
special tax forms are needed because the income from the business fl ows into 
the owner’s personal tax returns. The individual is personally responsible for all 
debts and obligations and therefore all personal property is at risk unless other-
wise legally protected. Partnerships need to be structured very carefully since 
each partner is liable for all business debts and obligations incurred by the other 
partners, and in the case of sole proprietorships, all personal property is at risk 
unless protected by some means. In setting up a general partnership, care should 
be taken in putting together a partnership agreement (PA), a legal contract 
between the partners that governs the relationship. In general, this PA cannot 

* In general, the class of common stock is what is traded on the various stock exchanges. 
Special classes of stock are often used when raising money before a public offering, 
and can have different values and voting rights, can even be interest bearing and 
include rights to convert to common stock at some fi xed rate. When considering special 
classes of stock, legal advice is essential.

† For the interested reader, the Public Company Accounting Reform and Investor 
Protection Act of 2002, also known as the Sarbanes–Oxley Act, was passed in the wake 
of several corporate scandals, ostensibly to restore public confi dence in corporate 
accounting practices. It has been the source of much controversy, with some claiming 
it interferes inappropriately with the operation of corporations, others claiming it 
does not go far enough, and yet others claiming that the arguments on both sides are 
overblown. This important act has had one effect that could be considered positive, the 
creation of a new line of business in software and consultation for compliance. Visit 
http://fl1.findlaw.com/news.findlaw.com/hdocs/docs/gwbush/sarbanesoxley072302.
pdf for a full copy of the Act or use a search engine to fi nd general articles that will 
provide some background.

‡ If the founder does not want to operate under his own name, he should register a trade 
name with his state authorities, the so-called Doing Business As or dba name.
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limit an individual owner’s liability for the business activities of other 
owners.*

Even though there is paperwork involved, instead of a sole proprietorship or 
a partnership, an entrepreneur should consider a structure that has the same tax 
consequences overall to limit their personal liability. Either a Subchapter S 
Corporation or a Limited Liability Company (LLC) will do that. The advice of an 
experienced business attorney should always be obtained before deciding the 
best type of structure for your business.

1.1.6 Registering a Company—Where?

In the United States, companies are incorporated (or registered) under state 
laws, not at the federal level. Each state has its own requirements for paperwork, 
reporting and taxation. While a company can register in any state, it generally 
needs to have an offi ce, or Registered Agent, in the state it chooses. Many U.S. 
companies, especially those expecting to operate in several states, choose to 
register in a state that has advantageous tax or other corporate policies, often 
Delaware or Nevada, though many states are changing business laws to make 
themselves more attractive. Information about these and other potentially 
attractive states can be found on various Web sites to help the entrepreneur 
understand the basics of registration.†

Companies must also register in the state in which they are physically located 
or in which they have offi ces, employees, or other facilities, even if their primary 
registration is in one of the so-called business friendly states. For instance, a 
company with offi ces and manufacturing facilities in North Carolina, may 
choose to register in Delaware but then must register as a “foreign” company in 
North Carolina. If it establishes a research site in South Carolina or a sales rep-
resentative with an offi ce in California it will then register in each of those states 
as a foreign company as well.

An entrepreneur may initially decide to register the company in the state in 
which offi ces and laboratories are located. This may be done to reduce paper-
work, including the fi ling of multiple tax returns and annual reports. If the busi-
ness expands to several states, the primary registration can be relocated to one 
of the business friendly states. However, the list of these states is growing as 
more and more are competing for businesses, so such a move should be care-
fully investigated before any action is taken.

The business of nanotechnology is worldwide and although the above dis-
cussion has centered on U.S. companies and registrations, many of the same 
issues face the entrepreneur who wants to start a business elsewhere in the world. 
Of course, registration and corporate structures, though similar, vary from country 
to country.

* Except that the limited liability partnership can shield each partner from malpractice 
by other partners.

† Two such sites are www.mycorporation.com and www.corporate.com, though a 
search engine will also provide other sources. These sites not only provide information 
but also will aid the entrepreneur in registering his company in one of those states. 
Many business attorneys will assist in preparing registration documents, ownership 
contracts, bylaws, etc. and will act as registered agents for the business.
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The nanotechnology entrepreneur may decide to establish subsidiary compa-
nies in countries other than the one in which he initially establishes his organization. 
Intergovernmental commercial treaties are in place to make the establishment 
of whole- or majority-ownership of corporate subsidiaries in countries other 
than the residence of the parent relatively easy—although various rules and 
restrictions may apply. In general, due diligence must be exercised if an entre-
preneur wishes to establish a presence in multiple countries, for example, con-
sulting legal entities for advice both in the home country and the foreign country 
is recommended. Information about the requirements and costs of registration 
in a wide range of countries is readily available on the Internet.*

Registering a Company—The Process. The Internet has changed the way busi-
nesses are registered. As late as the 1990s, a person wishing to register a company 
in the United States would have to obtain a form, fi ll it out manually, and either 
mail or carry it to the business registration offi ce in his state, along with a check, 
sometimes certifi ed, to pay the fees. Today, most states encourage registration 
via online forms and even charge a premium for using a paper form. Online 
registration has become streamlined so that someone who has registered several 
companies can usually complete the process in 15 min or less, and then pay the 
fees by credit card, never leaving his offi ce.†

Once the company has been formed and registered, the entrepreneur needs 
to prepare the paperwork: company bylaws, employment contracts, quarterly 
(or even more often) and annual reporting to tax authorities, and many other 
details. Regular meeting of the board of directors is required as is an annual 
meeting of all shareholders. There are many more requirements that differ with 
the size of the company. Many of these details are both time consuming and 
tedious, but they have to be done or the company could be liable for various 
penalties. The entrepreneur, especially the scientist, is wise to either be prepared 
for paperwork or consult a business-oriented professional.

* A Web search can be made for individual country registration requirements by using 
a search engine and a simple search string such as “business registration (country 
name).” A World Bank Web site: http://www.doingbusiness.org/ExploreTopics/Starting 
Business/ contains a broad compilation of estimated costs and registration require-
ments for all countries. U.S. embassies around the world have an offi cer known as the 
commercial attaché on their staffs. Many other countries have similar positions. The 
job of the attaché is to assist companies in understanding the business climate in 
these locations and helping businesses make appropriate contacts and negotiating 
the paperwork. These individuals and their staff can be a valuable resource.

† Once the company has been registered in the United States, the next step is to obtain 
an employer identifi cation number from the Internal Revenue Service (IRS). This, 
too, is done online by going to the IRS site, www.irs.gov, and fi lling out and submitting 
Form SS-4, Application For Employer Identifi cation Number. The number is assigned 
at the time of completion and a copy is mailed to the fi ling address. It may be necessary 
to obtain other permits and licenses from the state or states in which the company is 
registered, such as a sales tax license or a tax exemption number. In some jurisdictions 
a city or county tax or other permit may be required. Most of the applications for 
these are now available online and many, if not most, of them can be fi lled out and 
fi led electronically.
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1.1.7 Finances

Financing is the single-most important aspect of a new business. While this may 
seem obvious, one of the biggest problems for the entrepreneur is determining, 
and then acquiring, the amount of money needed to sustain operations until 
the company has suffi cient product sales to pull the load. Unless the entrepre-
neur is already wealthy and can either fund the company from his own pocket 
or has partners, friends or family with money, time needs to be spent, perhaps a 
great deal of time, soliciting interest in his company from groups that do have 
money and who may be willing to invest it. After investing their own money 
and that of partners, family, and friends, most entrepreneurs turn to angel inves-
tors, venture capitalists, and then public equities markets. Angel investors are 
individuals or groups who invest their own money in companies that interest 
them. Usually the investment is small, under one million dollars (and often 
much less), and the investor receives equity in the company, sometimes a board 
position.*

Venture capitalists (VCs) are professionals who seek out investments for large 
funds they manage. These funds tend to be very large and investments they 
make are measured in millions of dollars. Venture capital fund managers have a 
reputation of being very exacting in choosing companies for investment. They 
often will want to participate in governance via board positions and may also 
demand preferred stock.† VCs have extensive contacts in the investment banking 
industry and can provide invaluable assistance when seeking additional fi nance 
via other venture funds, loans, or public stock offerings.

Capital markets, or stock exchanges, were established to provide an avenue 
for raising capital to fi nance major manufacturing businesses. In the United 
States, many business owners and investors are familiar with companies trading 
on the New York Stock Exchange and the NASDAQ system. However, there are 
public equities markets in every country and trading shares, via the Internet, that 
are able to facilitate investment. There is no reason to consider only the major 
U.S. markets (there are other stock exchanges in the United States and globally) 
as sources of capital. Increasingly, companies are choosing to register shares for 
sale on markets in Canada, various European countries, Singapore, Hong Kong, 
and others.

1.1.8 Managing the Company

Management, especially in a technical setting, is a complex and often delicate 
task. Entire racks of books about management can be found on the shelf and in 

* Some entrepreneurs will balk at this. The author’s advice is not to do so, since the 
angel investor usually has been successful in business and can offer valuable help in 
managing the company. Also, he is likely to know other potential angel investors or 
venture capitalists. When seeking more capital, such contacts are indispensable, and 
will provide more credibility than anything else, with the possible exception of a 
marketed product.

† Preferred stock can come in many different forms, but is “superior” to common stock. 
This means that if the company is sold or liquidated, the holders of these types of 
shares receive preference in any distribution.
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the catalog of any bookseller. Numerous case studies have been published about 
successful and unsuccessful management practices. The subject is too large to 
address in this text but from the author’s point of view, the most successful 
approach to management is respect. Employees at all levels who feel they are 
treated with respect will help make a company succeed by working harder and 
longer hours. On the other hand, an atmosphere of disrespect often results in 
underperformance and, sometimes, outright sabotage.

The most important task of the senior managers of any company is under-
standing the strategic goals and plans of the company and keeping themselves 
and their employees focused on them. This is especially important in a small, 
growing company.

1.1.9 Developing and Manufacturing a Product

This complex subject will vary over a wide range depending on the product. 
Product development and process development go hand-in-hand: the world’s 
fi nest mousetrap will not be a success if it cannot be manufactured consistently 
and at a cost that makes it affordable to the consumer while providing a profi t 
to the manufacturer.

For certain products, the development cycle is quite short because of facili-
tated production. A good example is the manufacture of carbon nanotubes 
formed by chemical vapor deposition. If purifi cation and other properties are 
not considered, the cost of production is very low and fairly well understood. 
Thus, a new company entering this fi eld could be selling product within a few 
months.

For others, the cycle may be very long. An example may be a nanoparticle 
drug delivery system. Besides the extensive testing any pharmaceutical product 
requires, that is, years to show both safety and effi cacy, there may well be addi-
tional testing of any effects on the environment that may arise as a result of its 
manufacture or use. Another such product could be a nanoparticulate coating 
for glass to reduce glare or transmission of a certain wavelength. Such nanopar-
ticles are expected to enter the environment as a result of the use of coated glass 
and data on the effects of that exposure could take a signifi cant effort to produce 
and analyze. Such testing should be carried out or the manufacturer could be 
held liable for any problems.*

Building a manufacturing facility will also vary greatly with the product. 
Integrated circuit manufacturers working at the nanoscale will invest billions of 
dollars in manufacturing facilities, equipment and training, as will manufacturers 
of bio-nanotechnology products. A company manufacturing the window coating 
mentioned above may well be able to do so for a much smaller investment.

Product development and manufacturing are areas that the entrepreneur in 
nanotechnology should be very careful when considering. They can be very 
expensive in both time and fi nances and under- or overestimating the time and 
cost is very easy to do. With the advent of numerous and ingenious bottom-up 
fabrication processes, the cost of manufacturing can be driven to reasonable 
levels for start-ups.

* The asbestos litigation is an example.
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1.1.10 Marketing

The old adage that “if you build a better mouse trap the world will beat a path 
to your door” is only partly true. The world needs to know the mousetrap exists 
and where your door is located; and then it needs to know why it is a better 
mousetrap. That is the function of marketing.

For every shelf of management books at a bookseller there are at least four 
shelves of books about marketing, advertising, and sales. These books when 
taken collectively contain confl icting messages and methods about how to go 
about developing a marketing and advertising campaign and then selling the 
product. An entrepreneur with little or no marketing experience may not want 
to indulge in marketing strategies. When the company has a product identifi ed 
and has it under development, the best approach is to hire a professional mar-
keting person—let them develop and execute the marketing plan.

1.1.11 Exits

Once a nanotechnology company is successful, generally by having a product 
either ready for market or actually producing revenue, the founders are often 
faced with a choice: to stay on and manage a commercial operation or move 
on, allowing professional managers with the appropriate experience to take 
over. This is actually a diffi cult subject for many entrepreneurs. They have seen 
their company succeed and they often want to continue to grow the enterprise. 
The problem is that while a start-up company often needs the single-minded 
drive, enthusiasm, direction and, even, charisma of the founder, when it comes 
down to actually producing products and making a profi t, management needs 
to evolve—a condition more evident if the company has become publicly held 
through a stock offering. In this case, the company comes under pressure from 
stock markets to increase revenue and profi ts. The type of executive manager who 
focuses exclusively on that issue, while still supporting new ideas and growth of 
product lines, is needed to manage the company in that environment.

At this point, the founders can choose to remain, perhaps in different roles, 
or leave the company. If they remain, they need to understand the differing 
needs and be willing to put the appropriate management into place: fi nance, 
marketing, R&D, manufacturing, HR, legal/patent etc. They then should act as 
enablers, helping and supporting these managers to do their jobs and make the 
company even more successful.

Leaving, although traumatic perhaps for both the founders and the associ-
ated staff, may be the best choice. Very often, founders leave and use the assets 
they have from their company to start other companies or to act as sources of 
funding for other entrepreneurs.* The successful exit is defi ned by another 
mechanism. Successful small companies (those that actually develop products 
and make a profi t selling them) are very likely to be bought out by another com-
pany. If that small company is publicly-traded, the stock market sets a value 

* In fact, the author has known a number of “serial entrepreneurs” who, having been 
successful with their fi rst company, have gone on to found others based on different 
technologies or applications. Since they have a track record of success they often fi nd 
it easier to attract fi nancial backers in subsequent companies.
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based on share price. How markets value traded companies is generally based 
on a multiple of earnings or potential earnings per share per year. The market 
capitalization is simply the per-share trading price at the close of any day multi-
plied by the number of shares actually issued to shareholders (as opposed to 
being held in reserve by the company) and, therefore, varies with the trading 
price. Usually, when a company is being sold, the total price is more than the 
market-based valuation, with the premium resulting from the negotiating 
acumen of the company being purchased.

If the company is not a public company, the sale price is determined by nego-
tiations. If an entrepreneur is involved in selling a company with a revenue and 
profi t stream it should be possible to calculate a value, taking into account future 
product revenues. If there is no revenue stream, the value is based on a model of 
future cash fl ows. It would be advisable to engage the services of a business 
evaluator with experience in high-technology companies to calculate a market 
value when revenues are either very low or not yet realized. Some of the best 
sources of such evaluators are the large accounting fi rms, who all have consulting 
arms prepared to do this kind of evaluation.

The above description of the founder being successful and able to exit the 
company with signifi cant assets, that is, money or its equivalent, is the dream of 
all entrepreneurs. However, the reality of business is that many do not succeed. 
The technology often times cannot be developed in a commercially feasible 
form due to the lack of money, or that a competing product appears fi rst, or for 
a wide range of other reasons. This situation does not necessarily cause bank-
ruptcy. In fact, most businesses in the United States that close their doors do not 
owe money; they just do not succeed.

When the decision is made to “wind up” a company, that is, close it down, 
there are often assets left in terms of cash, equipment, intellectual property, etc. 
Many of these assets are sold or, as in the case of a lease of space, transferred to 
another company. the resulting cash is usually divided among the shareholders 
pro rata, with holders of preferred shares receiving the distribution fi rst.

Many successful entrepreneurs have been through the closing of a company. 
It is not a refl ection of failure on their part. They learn from the experience and 
then go on to found other companies.

1.2  EDUCATION AND WORKFORCE 
DEVELOPMENT

Societal components collectively and integrally bend, mend, and mold our 
civilization. We now direct our attention to education and workforce develop-
ment. With regard to the broader sense of societal implications, specifi cally 
that new technology brings along changes that are positive, negative, or indif-
ferent, we will do our best to achieve a balanced presentation. We strive in this 
section to stay below and beyond the hype associated with nanotechnology, a 
technology and societal driver that pundits around the globe consider to be 
revolutionary.

As a student, you are standing at the threshold that opens into your future, 
your livelihood, and your potential contribution to society. The underlying purpose 
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of this section is to inform, provoke thought, stimulate, and hopefully, to 
encourage direct action. One must seriously consider the following prediction 
by the NNI to understand the signifi cance of what is to come. Specifi cally, that 
products impacted by nanotechnology are expected to contribute over $1 trillion 
to the global economy by 2015 [5]. The strategic plan released by the NNI in 
December 2004 opens with the following vision [2].

The vision of the National Nanotechnology Initiative is a future in which the 
ability to understand and control matter on the nanoscale leads to a revolution 
in technology and industry.

This vision indicates a revolution (from the Latin revolutus to “turn, roll back,” 
with the “general sense of great change in affairs”) is in the making based on the 
promise of nanotechnology; a revolution that has the potential to radically 
transform both technology and society. We need to simply look back a few years 
to the twentieth century to understand the impact of new technology. The legacy 
of the automobile, the television, and the computer are well understood. Are 
nanoscience and nanotechnology capable of exerting such historical changes? 
The NNI strategic plan goes on to state [5]

… the NNI will expedite the discovery, development, and deployment of nano-
technology in order to achieve responsible and sustainable economic benefi ts, to 
enhance the quality of life, and promote the national security.

The expectations for nanotechnology are quite lofty. Goal 3 of the strategic plan 
is centered on the development of education and workforce development. The 
introductory paragraph of Goal 3 emphasizes the important link between edu-
cation and workforce development and the all-important tangible infrastructure 
that must be in place, seemingly a priori:

A well-educated citizenry, a skilled workforce, and a supporting infrastructure of 
instrumentation, equipment, and facilities are essential foundations of the initiative. 
Nanoscale science, engineering and technology education can help to (1) produce 
the next generation of researchers and innovators, (2) provide the workforce of 
the future with math and science education and technological skills they will 
need to succeed, and (3) educate the citizenry capable of making well-informed 
decisions in an increasingly technology-driven society.

For any responsible strategy, the vision, goals, objectives, and the timetable are 
identifi ed well before any reasonable action is to take place. Our hope is to convince 
you that a career in nano or related fi elds will offer challenge, accomplishment, 
and most importantly, responsible change in society. We repeat once again the 
inspirational statement attributed to Nobel Prize winner Dr. Richard Smalley, 
“Be a scientist—Save the world” [6].

1.2.1  Technological Revolutions—The Workforce 
Point of View

Education, workforce development, infrastructure, and industry are intimately 
intertwined and have collectively defi ned much of our civilization for thousands 
of years. Once again we are confronted with a familiar conundrum—what is the 
exact meaning and potential impact of nanotechnology and why would it be 
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considered revolutionary? In order to gain a relevant perspective, we must review 
some basic history. Several thousands of years ago, developments in agriculture 
and irrigation transformed the nomad into the farmer. Prehistory ended with 
the birth of civilization. Agriculture is a practice that is defi ned as the production 
and distribution of food. With the creation of sessile agrarian societies, the livelihood 
of the majority of the population was based on farming and affi liated occupations. 
With the accumulation of assets, and eventually wealth, the need for armies, 
rulers, merchants, and clerics followed suit as a division in classes ensued.

On the other hand, the Industrial Revolution was based on a single-minded 
manufacturing philosophy, more specifi cally, the mass production of products. 
The invention of the printing press by Johannes Gütenberg in 1447 was an 
incipient form of mass production. The Industrial Revolution happened rela-
tively quickly compared to the fundamental one of agriculture, but there was 
still plenty of time to adapt. Although all offspring of the Industrial Revolution, 
products such as the television, automobile, and computer have sprung minirevo-
lutions of their own. Throughout history, we have had revolutions based on a 
practice (agriculture), based on a manufacturing philosophy (industrial), based on 
a fuel (oil), based on products (steam engine, railroad, automobile, telephone, 
and computer), based on nature (biotechnology), and based on size (micro and 
nano).

The currently burgeoning revolution in biotechnology is so because of our 
greater understanding of the disciplines of biology, biochemistry, and genetics. 
And what of the contributions of micro and later on, nano? What brand do we 
place on the micro- and nano-revolutions? Micro and nano are of course pre-
fi xes that relate to size. We now actually have revolutions, micro earlier and now 
nano, based on SIZE and size alone! The drive to manufacture smaller and 
smaller components materialized in the fi rst portable watch, created by Peter 
Heinlen in 1524. The integrated circuit became the embodiment of miniaturiza-
tion that has now morphed into nanocircuits.

Because nanotechnology has the capability to affect every type of product 
made (to the best of our knowledge, everything is still made of atoms and mol-
ecules), new jobs are certain to follow suit once a great idea leaves the lab—at 
least to countries that value education and innovation (is that us?). Will we 
have to overhaul our compartmentalized approach to education to one that is 
fundamentally interdisciplinary? According to an accepted defi nition of revolu-
tion, these changes are supposed to represent radical and far-reaching conse-
quences, both of a technological and social nature. With each and every 
revolution throughout our history, the time scale of change has been diminished 
from that of its predecessor—overall, from several thousands of years to a few 
decades today. Is a revolution in education and workforce development needed 
or should we plod on with the status quo?

1.2.2  The State of Education and Workforce 
Development

It is widely viewed that the status of science and engineering education in the 
United States, and perhaps the Western world for that matter, is in a state of 
decline. According to Nobel laureate Richard E. Smalley [6], the United States in 
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particular is falling behind developing nations such as China, India, and indus-
trialized nations such as Japan with regard to the generation of new scientists 
and engineers. There is not enough space in this section to offer proper treat-
ment of the multifold and complex factors responsible for the apparent decline. 
Without the addition of tedious detail, it is generally accepted that (1) the 
United States is producing fewer engineers and scientists; (2) although still 
the leader, more and more intellectual property is being produced outside the 
United States than ever before; (3) more and more high-technology jobs are 
being shipped overseas; (4) the structure of K-12 education is not optimized to 
promote science and engineering; (5) higher education is generally considered 
to be under funded with increasingly higher tuition; (6) the infl ux of foreign 
intellectual talent is limited due to current emphasis on security and increased 
prosperity in other nations; and (7) signifi cant commitment in time and effort 
with diminished employment expectation results in fewer home-grown graduate 
students in science and engineering. According to Richard Florida, the author of 
Flight of the Creative Class, global competition for creative talent will be the defi ning 
issue of the twenty-fi rst century [7]. Please acknowledge that this brief list is not 
apocalyptic in its message, just a statement of accepted trends. Isaac Asimov is 
noted for stating

Science can be introduced to children well or poorly. If poorly, children can be 
turned away from science; they can develop a lifelong antipathy; they will be in 
a far worse condition than if they had never been introduced to science at all.

At the juxtaposition of any revolution, especially one that is suddenly upon 
us, opportunity abounds for those that are prepared. There are many means 
of navigating the impending maelstrom based on two generalized factors: 
(1) acknowledgement that the world is changing and (2) adapting by necessity 
to that change just like our predecessors did thousands of years ago. Economic 
develop ment groups across the country have three goals: (1) jobs, (2) jobs, 
and (3) jobs. A civilization without jobs is incomprehensible, intangible, and 
actually unimaginable. Without employment there is no prosperity, at least 
within the existing paradigm—the paradigm that defi nes our quality of life. 
Along with each revolution, job descriptions have changed, oftentimes 
drastically.

In 1958, Congress passed the National Defense Education Act following the 
launch of Sputnik. In 2005, Louis V. Gerstner, Jr., a former chairman and CEO 
of IBM, stated in a Newsweek article [8]

America is no longer winning the skills race. South Korea, with one sixth of the U.S. 
population, graduates as many engineers as the United States. China graduates four 
times as many; India, fi ve times as many. Just as more than half of America’s current 
science and engineering work force is approaching retirement, the fl ow of foreign 
talent is starting to dry up. For the fi rst time in my memory, we’re at the wrong end 
of a brain drain, as foreign-born grads in science, technology and engineering 
either return home after getting U.S. degrees or stay home in the fi rst place.

According to RAND Corporation reports, alarms concerning potential skilled labor 
shortfalls oftentimes are not always justifi ed [9]. However, they go on to say that

… although previously anticipated STEM workforce shortages have not material-
ized in the economic sense, the implications of a shortage of skills critical to U.S. 
growth, competitiveness and security justify continued examination.
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1.2.3 Current Workforce and Education Programs

Awareness about the current state of education and the workforce is at a high 
level, especially with the onset of nano. New programs available to attract or 
create scientists and engineers are springing up in every nation. Factors such as 
the age of the existing workforce, dependence on foreign nationals and out-
dated curriculum coupled with declining federal funding, and the accelerated 
pace of science and discovery bolster the case for urgency. There is a fi erce global 
competition to commercialize nanotech-based products. The United States does 
not necessarily have the lead. The NNI has defi ned the needs for education and 
development of a workforce of the twenty-fi rst century, and is backing up their 
proposal with funding initiatives. Emphasis on nanoscience and nano technology 
must begin in the K-12 school system and extend through community college, 
university, and vocational schools [10].

Programs developed by the Nanotechnology Institute (NTI) in Pennsylvania 
serve as excellent examples of advanced thinking and multilevel partnerships 
forged among business, academia, and government that promote nanotechnol-
ogy education and workforce development. The organization is a collaboration of 
academic and research institutions with a state-funded economic development 
group, the Ben Franklin Technology Partners of Southeastern Pennsylvania. The 
following excerpt from their Web site summarizes the NTI workforce develop-
ment mission (http://www.nanotechinstitute.org/nti/index.jsp).

A highly-skilled, technically trained, nanotechnology workforce will be needed 
if the region is to gain full value from the commercialization opportunities that 
nanotechnology will generate. The NTI is partnering with regional community 
colleges to anticipate this need by building the partnerships and securing the 
tools and resources to develop and implement education, training and work-
force development strategies.

Nanotechnology as we have learned has a high barrier of entry. Nanotechnology 
will require highly trained scientists and technicians, but those jobs need to be 
in place to attract these special graduates.

1.2.4 The Workforce of the Future

The knowledge worker, a phrase invented by Peter Drucker in 1959, identifi ed the 
emergence of a changing workforce, one that relied more on brains than brawn [11]. 
Robert E. Kelley wrote an infl uential book in 1985 called The Gold Collar Worker: 
Harnessing the Brainpower of the New Workforce [12]. In it he writes that American 
business is suffering from a brain drain due to severe mismanagement of its most 
valuable resource—brainpower. If you recall, the 1980s was the decade of the infor-
mation age (a.k.a. revolution). Kelley stated that the gold-collar worker should

… engage in complex problem-solving, not bureaucratic drudgery or mechanical 
routine; they are imaginative and original, not docile or obedient. Their work is 
challenging, not repetitious, and their results are rarely predictable or quantifi able 
especially if they’re scientists or researchers. Gold-collar workers are everywhere …

According to Dr. Mary Ann Roe, the author of Cultivating the Gold Collar Worker, 
nanotechnology along with the other emerging technologies, will require a special 
workforce. She states that [13]
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Complex powerful currents swirl through the nation and the world, altering the 
economic landscape, while offering extraordinary opportunities for well-prepared 
individuals … Technology-driven, these currents propel dynamic change, force 
innovation and create new types of work in the private sector.

According to Dr. Roe, this belongs to the techno-professional who wears a gold-
collar—an individual with a white-collar mind but blue-collar hands; a worker 
who is able to create as well as operate and think as well as do.

We try to envision the future and the worker therein. Within the lexicon of 
social prognosticators of this day and age, we are told often that the average 
employee changes job description, or the job itself, every fi ve years. We predict 
that the new workforce, whether of white, blue, or gold collar, will have fl exibil-
ity in the job market, a high level of training and education, an interdisciplinary 
background, advanced communication and computer skills, and perhaps an 
understanding of the international education and economic community. We 
boldly predict that the face of K-12 must change in order to accommodate the 
new age of technology. Instead of teaching to the test in a compartmentalized 
fashion, classrooms must open curricula to new ideas and effi ciently teach inter-
disciplinary programs in the sciences. Partnership and close communication 
between educational institutions, the universities and community colleges in 
particular, and industry is necessary to ensure that there is balance between the 
needs of industry and a supply of educated and trained students. We are all 
aware of the shortage of trained technicians in the biotechnology sector.

1.2.5 Planning Ahead and Potential Career Paths

There is no guarantee of success. That key ingredient is always up to the indi-
vidual. Contemplate for a moment the vast complexity of today’s economy. 
Surely there are numerous paths to a fulfi lling career. Make a list of potential 
paths for your future career. Then, try and integrate those paths with a nano-
technology theme.

The best approach begins with planning now. It is never too early to make 
plans. Therefore, start a journal to keep track of any ideas, thoughts, or references 
that happen your way. Flexibility is always a survival advantage. Omnivorous 
species like crows tend to out compete counterparts that rely on a limited food 
sources. Devour knowledge. Consider also that many of us end up doing work 
that we never intended to do. Nonetheless, a good strategy is to place your focus 
on one academic discipline such as chemistry but learn enough about physics, 
engineering, and biology to be able to understand your coworkers of the future. 
Networking, a good way to achieve that good strategy, is perhaps one of the most 
powerful tools that an individual can acquire. It really is “who you know” much 
of the time. Attend conferences—as many as physically possible. Open your hori-
zons and partnerships to include business, academia, and government, the big 
three that are currently working together to pave the road for the nanotech revo-
lution. Traditionally, business folks do not mingle much with academics. That 
tradition is changing drastically as universities are acquiring the entrepreneurial 
spirit and commercializing intellectual property like never before.

Research all available funding sources. Conduct investigations to fi nd federal, 
state, local government, and private sources. For example, funding for women 
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scientists and underrepresented groups are out there just waiting to be tapped. 
Stay abreast of societal implications, understand social and global trends, and 
track investments into nano-based businesses. Take a serious look into careers 
that are tangential to the science and technology. For example, there is a great need 
for a new generation of patent lawyers who possess interdisciplinary skills and 
knowledge. Health and safety, job sourcing and staffi ng, education at all levels, 
economic development, public policy, regulation, international commerce, and 
investment are but a few examples of jobs outside the technology. Lastly, and 
certainly of some great importance, make plans now to start a nanobusiness. Take 
care of your education (perhaps an MBA in the plan), do the research, conceive 
a novel product or process, make the contacts, establish the necessary partner-
ships, locate and secure funding and, yes, then you are in business. Although 
things “do come to those that wait,” it is a much better policy to get informed 
and go after it. We wish the best of luck to you all.

1.3 BUILDINGS FOR NANOTECH

We now jump from creating and operating a business and fi nding and securing 
employment to buildings that house them. Nanotechnology along with bio-
technology are placing exceedingly stringent demands on laboratory design, 
manufacturing strategy, and construction. This section presents a short intro-
duction into another world—the domain of architecture and construction—
where our new facilities try to keep pace with the Nano Age.

Old buildings are constantly being replaced due to wear and tear, but a new 
paradigm of building design, construction, and operation is upon us nonethe-
less and on many fronts. New buildings need to be designed and constructed to 
accommodate the rapid changes brought about by new technologies in the 
fi elds of biology and nanotechnology, new technologies that rely on interdisci-
plinary cooperation in a big way. New designs also include more effi cient means 
to improve indoor air quality, electricity production, energy effi ciency (heating), 
waste management, water conservation, and daylight lighting designs—some 
already enhanced by the new technologies.

New buildings also include environmentally approved technologies and prac-
tices that include use of recycled materials and reduction of toxic material compo-
nents. Although we can spend a signifi cant amount of time discussing new building 
philosophies and practices, we must focus on the relevant thrust of this chapter—
how building and facility design and construction conform to the needs of nan-
otechnology and biotechnology—and conversely, how nanotechnology can 
contribute to new buildings. Now more than ever, the goals of research centers, 
are to conduct world class research, attract researchers and students, attract 
money, attract industry, provide jobs and, at the same time, be fl exible [14].

Several “monuments to science and technology” have been constructed 
worldwide to support nanotech and biotech R&D. A few notable buildings are 
mentioned in this text: the Center for Integrated Nanotechnologies (CINT) of 
Sandia and the Los Alamos National Laboratories in Albuquerque, New Mexico; 
the Birck Nanotechnology Center at the University of Purdue in West Lafayette, 
Indiana, and the state-of-the-art leader amongst all buildings that support 
advanced technology—the NIST’s Advanced Measurement Laboratory (AML) in 
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Gaithersberg, Maryland. We shall focus primarily on NIST’s AML facility. Please 
refer to www.HDRInc.com, aml.nist.gov and www.nanobuildings.com for com-
plete information concerning all of their advanced technology facilities.

1.3.1  Nanotechnology in Buildings—Environmental 
Aspects

Although we will present the strategy and design elements required in constructing 
buildings to support nanotechnology research, development, and manufacturing, 
it is only fair that we reserve this section to discuss the impact of the nanotechnology 
on building materials and construction in general. The construction business is 
estimated to be on the order of $1 trillion per year worldwide [15]. Many kinds of 
building materials already take advantage of nanomaterials [15]:

The Now
Flexible solar panels• 
Self-cleaning windows• 
Self-cleaning concrete using catalytic TiO• 2

Wi-Fi paint (an additive mixed with paint that reduces transmission • 
of radio waves through walls)
Selective absorbing–refl ecting solar windows• 
Scratch-resistant fl ooring• 
Antimicrobial steel surfaces• 
TiO• 2 and AgO antimicrobial coatings (public places)
Nano-cement (enhanced physical properties)• 
Nansulate coating (corrosion prevention, insulation)• 
Translucent concrete (enables transit of light)• 
Nanotech-enabled gypsum drywall (water resistant, durable, stronger, • 
lighter)
Nanotech-enabled steel (corrosion resistant, higher strength, high • 
plasticity)
Aerogel glasses (high R-value thermal insulation, acoustic insulation)• 
Nanogel (Cabot Corp.) traps air at the molecular level • → thin insulating 
layers

According to the USDA Forest Service Research Laboratory, nearly 2 million 
housing units were constructed in the United States in 2004 [16]. Wood com-
prised, by volume, 80% of all the building materials used. Half of the wood 
products are engineered wood composites. Nanotechnology is expected to con-
tribute to the next generation of wood-based products that exhibit enhanced 
strength, properties, and endurance similar to those of carbon-based composite 
materials [16]. The new materials are designed to be biodegradable [16]. And of 
course, nanotechnology will promote the development of “intelligent wood”—
biocomposite products with built-in arrays of nanosensors. By the way, wood is 
a natural nanomaterial. According to the USDA [16]:

Building functionality into lignocellulosic surfaces at the nanoscale could open 
new opportunities for such things as self-sterilizing surfaces, internal self-repair 
and electronic lignocellulosic devices. The high strength of nanofi brillar cellulose 
together with its potential economic advantages will offer the opportunity to 
make lighter weight, strong materials with greater durability.
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The U.S. Department of Energy’s Twenty Year Plan identifies strategies for 
environmental friendly buildings—try and select the ones you believe 
involve nanotechnology. The United States has 5% of the world’s population 
but consumes 25% of the world’s resources and discards 40% of the world’s 
waste, of which 50% is due to construction activities [17]. If we can at least 
optimize our buildings, perhaps a dent can be made on some of these 
statistics. We listed a few current innovative products enhanced by nano-
technology earlier. Let us continue by painting a picture of the near and 
far futures.

The Near Future
Cellular building materials• 
Disaster-resistant materials• 
Intelligent materials (e.g., self-repairing, self-adjusting)• 
Superior moisture barrier materials• 
Nontoxic materials• 
Resource-effi cient materials• 
Superior insulating materials• 
Superior weather-resistant capability (e.g., low maintenance)• 
Smart materials with sensors able to detect loads, temperatures, decay, • 
fi re, etc.
Fiber-cement siding (self-cleaning, thin layer of silica)• 
Anti-bacterial house fi ttings (Ag particles or light-activated particles)• 
Fire retardant materials that incorporate clays• 
Easy-clean water repellant surfaces• 
UV-resistant paint coatings• 
Thin fi lm coatings for roofi ng materials• 

Other aspects of construction include household devices. Home and laboratory 
products enabled by nanotechnology include [18]:

Water treatment systems (nanofi ltration, light-activated nanoparticles)• 
Energy-effi cient lighting, LED, and electroluminescent lighting• 
Solar energy generation and advanced energy storage• 

Buildings in the Not-So-Far Future [19]
Earthquake-proof buildings using carbon nanotube reinforcement• 
Nano-reinforced glass structural and enclosure elements• 
Quantum dot lighting• 
Next generation nanosensors• 

The interior lighting paradigm will also be impacted by nanotechnology—by 
solid-state lighting devices made with nanocomposite materials. Carbon nano-
tube-based organic composites, known as “ultra-low energy high brightness” 
(ULEHB) lights, are expected to produce the same quality light with a fraction 
of the energy. Many other materials are under development: self-healing con-
crete, UV-IR radiation blockers, smog-mitigating coatings, and LEWs and LECs 
(light-emitting walls and ceilings). According to George Elvin of Nanowerk.
com, the “smart home” is also on the horizon. Smart homes are decorated with 
nanotechnology-based sensors that monitor temperature, humidity, and toxins 
as well as transmit medical information to your doctor. From larger structures to 
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appliances, sensors would be able to monitor vibration, stress, crack propagation—
the foundation for “intelligent buildings” [15,19].

There is no doubt that nanotechnology will impact (and has already 
impacted) the way buildings are constructed, the materials selected for building 
structure and function, and the way people interact within buildings. It is not 
hype. It is due to the remarkable properties of nanomaterials that there is the 
excitement and anticipation. Yes, there is hype out there and the nano-pretenders 
abound, but atoms and molecules do not spin tall tales—they just spin.

Through nanotechnology, we will be able to develop the building materials of 
the future—those that absorb and radiate heat, offer earthquake-proof stability, the 
electrical wires that conduct over long distances effi ciently, windows that refl ect or 
absorb radiation depending on the current need, solar cells that power our instru-
ments, and cooling systems and lighting that do not damage our environment. Yes, 
it is possible to accomplish all of the above. Yes, much of it will, and already has, 
come from our knowledge of nanotechnology. The materials and processes just 
have to be cost-effective and competitive—complete with an analysis of long-range 
recovery of costs and comfort with environmental friendly interactions.

In the United States, buildings consume 39% of the total energy, 12% of the 
total water, 66% of the total electricity, and contribute to 38% of the total carbon 
dioxide emissions [20]. What can nanotechnology (and our own policies) do to 
help mitigate these numbers?

Environmental Protection Agency’s (EPA) Elements of Green Building
Energy effi ciency and renewable energy• 
Water stewardship• 
Environmentally preferable building materials and specifi cations• 
Waste reduction• 
Toxic material reduction• 
Indoor environment mitigation• 
Smart growth and sustainable development• 

In addition to renewable energy sources, equipment and appliances should 
conform to EPA’s Energy Star program—the Building Design Guidance [21,22]. 
Designers, architects, and builders should consider the following:

Include statement of energy design intent•  (SEDI)—describes the energy 
performance outcome of your building in the bid package
Specify design team participation• —during construction to ensure that 
energy performance features are incorporated
Include approval process for change orders• —accountability!
Document construction methods• —include manufacturer’s literature, 
summary of energy effi cient features, and explanation of anticipated 
functions to assist construction team
Select qualifi ed manufacturers• —rejection of unapproved alternatives 
and coordination of manufacturers to enhance compatibility
Seek incentives• —local utility company incentives and government 
incentives to offset costs
Communication of superior design intent• —label with Energy Star mark

What is a green building material [23–26]? A green material is made of renewable 
resources. The use of green building materials reduces the environmental 
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impact of extraction, transportation, processing, fabrication, installation, reuse, 
and recycling and disposal [26]. Green building materials reduce maintenance-
replacement costs over the life of the material, provide for energy conversation, 
improve occupant health and productivity, lower costs associated with changing 
space confi gurations, and offer greater design fl exibility [26]. Material selection 
criteria, in addition to its suitability for the intended function, include resource 
effi ciency, indoor air quality, energy effi ciency, water conservation, and affordability 
[25,26].

The Leadership in Environmental Design. The Leadership in Environmental 
Design (LEED) is a green building rating system developed by the U.S. Green 
Building Council. The LEED concept sprung from the Natural Resources Defense 
Council (NRDC) in 1994 and a consortium of nonprofi ts, government agencies, 
architects, engineers, builders, developers, product manufacturers, and others 
[27]. Buildings are rated according to the following six criteria: sustainable sites, 
water effi ciency, energy and atmosphere, materials and resources, indoor environ-
mental quality, and innovation and design processes. Certifi cation categories 
start at the baseline with “Certifi ed” and then progress from “Silver” to “Gold” 
to “Platinum” with Platinum being the best possible rating.

1.3.2  The Needs of Scientists and Engineers 
(And Equipment and Instrumentation)

Architects and designers need to know what engineers and scientists require. 
There are, for example, several challenges that arise from integrating technolo-
gies. The transfer of energy across multiple length scales; optical amplifi cation 
of quantum dots in a two-dimensional crystal; combining top-down with 
bottom-up fabrication; interfacing biological and synthetic systems; and inter-
facing mechanical force and fl uid transport (e.g., nanomechanics and nanofl u-
idics) at the nanoscale. Such integrated nanotechnologies are expected to 
impact our world, according to N.D. Shinn of Sandia National Laboratory in 
New Mexico, who states “… connecting scientifi c disciplines and multiple 
length-scales is the key to success,” and require special buildings to house 
processes and procedures [28].

The CINT model is a prime example of an integrated building in which inte-
grated science is accomplished. CINT makes use of a “core-gateway model” that 
emphasizes interaction between two national labs (Sandia and Los Alamos) 
and universities. More about CINT is presented later in this chapter.

Nanotechnology research requires observations of reactions in real time (at 
femtosecond time scales or lower). Nanotechnology research requires increased 
resolution—the capability to see atoms and gauge the level of material behav-
ior at the molecular level without interference from the outside world [29]. 
The underlying goal of every new advanced technology building is to, of 
course, have built-in fl exibility [14]. Collaboration, interaction, and integration 
are key components of any new design—and these ingredients must all coexist 
within one building or complex. A case in point is the interdisciplinary col-
laboration among multiple disciplines and interaction between academia, 
business, and government. In addition, new buildings, need to accommodate 
technology transfer like never before, evolve into a technology transfer user 
facility [14].
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Interactive Spaces. A state-of-the-art research and manufacturing center is com-
posed of many kinds of spaces—the result of forethought, adaptability, and an 
effective fl oor plan design. Technical spaces are places where characterization, 
laboratory work, and manufacturing are accomplished. These include clean 
rooms, imaging facilities, production (e.g., lithography), and metrology. 
Nontechnical spaces include offi ces, meeting rooms, libraries, conference rooms, 
and auditoriums. These spaces must be strategically placed around, within, or 
between technical spaces to enhance interaction between and among scientists, 
entrepreneurs, and managers.

A key element of advanced building design that is acquiring exponentially 
more importance with each passing year is the following—how do the architect 
and engineer accommodate the increasing level of interdisciplinary needs 
required for nanotechnology? We will need dry labs, wet labs, semiconductor 
clean rooms, bio-clean rooms, quiet labs, ultraquiet labs, labs for metrology and 
imaging, offi ce spaces, interactive spaces, and spaces for support. Potential users 
may arise from numerous university departments—chemistry, physics, biology, 
chemical engineering, mechanical engineering, agronomy, mathematics, biophysics, 
computer sciences—and from industry and government.

Environmental Considerations [29]. Environmental stability is important in 
any laboratory or manufacturing facility. Factors that contribute to environmental 
stability include temperature, humidity, contamination, air velocity, and vibra-
tion. Environmental stability is defi ned over space (uniformity) and over time 
(drift) [29]. Uniformity is infl uenced by the amount of “in and out” of a room, 
the distribution scheme, and the room design. Drift is infl uenced by measure-
ment and control systems, sensor locations, and equipment placement.

Temperature and Humidity. Temperature control for a room that houses a 
TEM is a challenging prospect. The room temperature surrounding a high-
powered (+300 kV) TEM should conform to 20 ± 0.01 to 0.25°C. The drift of 
temperature should be no more than 0.5°C·h−1 (fl uctuation 0.05°C·min−1) 
and air velocity less than 5 m·min−1. The heat generated from a generic TEM 
column and support equipment is 500 W and 800–1200 W respectively. In 
order to achieve ca. control, internal sources of heat gain need to be mini-
mized (e.g., lighting), a high air exchange rate needs to be maintained 
(>300 AC·h−1), and heat transfer through walls needs to be minimized [29]. 
Added features such as a heated fl oor pad aid in maintaining such a tight 
rein on temperature.

Humidity control, obviously, is vital for several highly sensitive measurement 
techniques. For example, the temperature and humidity requirement for JEOL’s 
JXA-8200 electron probe microanalyzer is ±1°C and 60% rh or less so that dew 
does not condense on the cooling water hose. At NIST’s AML, humidity control 
is exerted to a level of ±1% in metrological areas and ±5% in other laboratories.

Clean Rooms. A clean room (or cleanroom) is an isolated space within which 
a high level of particulate contaminant control is in effect. A clean room envi-
ronment is designed to reduce environmental pollutants such as dust, microbes, 
aerosol particles, and chemical vapors [30]. According to ISO-14644 (The 
International Standards Organization)
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Cleanrooms and associated controlled environments provide for the control of 
airborne particulate contamination to levels appropriate for accomplishing con-
tamination-sensitive activities. Products and processes that benefi t from the control 
of airborne contamination include aerospace, microelectronics, pharmaceuticals, 
medical devices, healthcare, food, and others. Many factors besides airborne 
particulate cleanliness must be considered in the design, specifi cation, operation, 
and control of cleanrooms and other controlled environments.

This is no easy feat to accomplish considering that the air outside in a typical 
city has on the order of 3.5 × 107 particles ⋅ m−3 500 nm or larger. Microprocessors, 
for example, are assembled in a clean room. Other aspects of clean rooms such 
as temperature, humidity and pressure are also strictly regulated.

According to Federal Standard 209E, a Class 10000 clean room should have 
no more than 10,000 particles larger than 0.5 µm in a cubic foot of air. A Class 
100 clean room should have no more than 100 particles larger than 0.5 µm in a 
cubic foot of air. A Class 1 clean room should be essentially contaminant free 
(Table 1.2). Hard disk manufacturing requires a Class 100 clean room. The ISO, 
headquartered in Geneva, Switzerland, also recommends standards for clean 
rooms based on a logarithmic scale.

ISO-14644-1 Standards. Following normalization between cubic feet and 
square meters, clean room standards are converted accordingly: Class 1 = ISO 3, 
Class 10 = ISO 4, Class 100 = ISO 5, Class 1000 = ISO 6, and Class 10,000 = ISO 7 
(Table 1.3). Other standards are also in existence.

TABLE 1.2 United States Clean Room Standards

US FED STD 209E ≥0.1 mm ≥0.2 mm ≥0.3 mm ≥0.5 mm ≥5 mm
1 35 7 3 1

10 350 75 30 10
100 750 300 100

1,000 1,000 7
10,000 10,000 70

100,000 100,000 700

Source: US FED-STD-209E Cleanroom Standards. With permission.

TABLE 1.3 International Standards Organization Clean Room Standards

ISO-14644-1 ≥0.1 mm ≥0.2 mm ≥0.3 mm ≥0.5 mm ≥1 mm ≥5 mm
ISO 1 10 2
ISO 2 100 24 10 4
ISO 3 1,000 237 102 35 8
ISO 4 10,000 2,370 1,020 352 83
ISO 5 100,000 23,700 10,200 3,520 832 29
ISO 6 1,000,000 237,000 102,000 35,2000 8,320 293
ISO 7 352,000 83,200 2,930
ISO 8 3,520,000 832,000 29,300
ISO 9 35,200,000 8,320,000 293,000

Source: International Organization for Standardization (ISO-14644). With permission.
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Air entering a clean room is fi ltered for dust and the air inside is recirculated 
through high effi ciency particulate air (HEPA) and ultra-low penetration air 
(ULPA) fi lters. Employees in a clean room facility must enter through airlocks 
that may contain an air shower and wear bunny suits that cover all of the person 
including hands and shoes. Any fi brous or particulate materials are prevented 
from entering the clean room (e.g., pencils, fabrics, soda pop). Clean rooms also 
maintain a positive pressure within to prevent egress of unfi ltered air. The support 
equipment infrastructure and maintenance of a clean room (air conditioning, 
fi lter systems, etc.) may be enormous and complicated respectively.

Electricity. According to the IEEE (Institute of Electrical and Electronics 
Engineers) Std. 1100–1999

Power quality is the concept of powering and grounding electronic equipment in 
a manner that is suitable to the operation of that equipment and compatible with 
the premise wiring system and other connected equipment.

Power disturbances arise from external or internal sources. External sources 
include lighting, faults, and utility switch surges such as voltage reduction and 
line maintenance. Internal sources arise from mechanical equipment (chillers, 
fans, pumps), elevators, shop equipment, and laboratory equipment. There are 
several means of reducing electrical disruptive effects by applying power condition-
ers, transient voltage surge suppressors reduction (dedicated circuits minimize 
line noise, transients), shielded-isolation transformers, uninterruptible power 
supplies (UPS), and standby generators [31].

Common and normal mode transients from line and load side sources, noise 
from and between lab equipment, stray ground currents, ELF (extra or extremely 
low frequency) and EMI (electromagnetic interference) sources, acoustic noise 
sources, vibration sources, irregular voltage and frequency, and sources of heat 
are some common problems facing architects and engineers who design any 
laboratory. With nano-capable equipment, such issues are exacerbated and special 
care must be taken to minimize electrical disruption so that they do not infl uence 
data acquisition and measurements. System wiring confi gurations also play an 
important role in reducing electrical disruptions. For example, grounding systems 
include lightning protection, safety wiring, communication system grounds, 
signal reference grounds, and instrument reference grounds. Isolated grounding 
of individual equipment is recommended [31]. For more information, please 
refer to www.HDRInc.com.

Vibration and Acoustics. Structural and mechanical design of advanced technol-
ogy facilities must address vibration-sensitive issues [32,33]. Mechanical vibra-
tions in general, depending on energy and their potential targets, can be detrimental 
to human health, comfort impairment, sensitive equipment, and structural com-
ponents [34]. Many laboratory operations are sensitive to vibrations. These 
include metrology, high-end imaging (TEM, SEM), photolithography, and probe 
development [32,33]. Other methods and procedures are impacted by vibrations 
to some degree. These include optical microscopy, mass spectrometry, and other 
characterization methods. Low-end imaging, theory and modeling instruments, 
and nontechnical spaces, of course, are less sensitive to vibrations. The bottom-line, 
like for any requirement, must be balanced with cost-effectiveness, facility mis-
sion, aesthetics, facility operation costs, and future fl exibility.
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Sources of external vibration are numerous. Machinery, road traffi c, and continuous 
construction activity are considered to be sources of continuous vibration. In this 
form, vibration continues uninterrupted for a defi ned period. Impulsive vibrations are 
infrequent and sporadic and are defi ned as “three distinct vibration events in an 
assessment period” (e.g., dropping heavy equipment and loading and unloading 
supplies). Rapid buildup to a maximum level followed by a damped decay of short 
duration is a characteristic of impulsive vibrations. Intermittent vibrations arise due to 
trains, passing heavy vehicles, and intermittent construction activity. Intermittent 
vibrations can be interrupted periods of continuous vibrations or repeated periods 
of impulsive vibrations that arise from continuous or repetitive sources.

Internal sources arise from periodic excitations (e.g. constant speed rotating 
equipment), footfall (e.g. from the scientists), AVAC, fl uid transmission in pipes, 
and low-frequency airborne acoustic noise (e.g. chit-chatting) [34]. The effect of 
mechanical vibrations depends on the vibration amplitude, frequency range, 
duration, the predominant component, and time of day [34]. There are several 
standards that describe recommended vibration criteria (VC).

VC Curves. Generic vibration criteria curves are provided to architects and 
engineers who design housing for vibration-sensitive instruments [35]. With the 
onset of the microelectronics, medical, and biopharma industries in the 1980s, 
criterion curves were developed to lay down generic standards for vibration for a 
wide range of instrumentation, equipment, and tools.

The VC curve is represented in the form of a set of one-third octave band velocity 
spectra [34,35]. The curves are defi ned in terms of constant velocity (RMS) within 
the 8–80 Hz frequency range. The energy-averaged RMS velocity is calculated 
within proportional bandwidths, for example, a one-third octave bandwidth 
spectrum at each frequency range that lies within 23% of the center frequency 
(or 71% of the peak value) and is considered in all three orthogonal directions 
[34]. RMS velocity (as opposed to the “peak” or “peak-to-peak” criteria) is mea-
sured in terms of µm·s−1. The RMS velocity is related to the product of the fre-
quency f and the wavelength l (displacement) of the vibration. Displacement, 
velocity, and acceleration are all interrelated.

 = π2 fu l  (1.1)

VC curves extend from 4 to 100 Hz. Pneumatic isolation systems (e.g., for AFMs) 
may resonate with fl oor vibrations in the 1–3 Hz range. There is usually less 
concern for vibrations above 100 Hz. Relevant generic vibration criteria for 
advanced buildings are as follows: VC-A/B → 50 to 25 µm·s−1; VC-D/E = 6 to 
3 µm·s−1; NIST-A → 0.025 µm displacement for 1 ≤ f ≤ 20 Hz or 3 µm·s−1 for 
20 ≤ f ≤ 100 Hz; and NIST-A1 → 6 µm displacement for f ≤ 5 Hz or 0.75 µm·s−1 
for 5 ≤ f ≤ 100 Hz [35]. Each instrument has a unique RMS u versus f profi le. For 
example, Omicron AFM VC criteria lie within 0.5 and 1 µm·s−1 (1 ≤ f ≤ 10 Hz); a 
Mann 3696 Stepper is 0.8–80 µm·s−1 (1 ≤ f ≤ 100 Hz); a Hitachi S-4700ii SEM 
range is 10–20 µm·s−1 (1 ≤ f ≤ 10 Hz); and a JEOL 2010 HRTEM and 6400 and 
5800 SEMs are 6–20 µm·s−1 (1 ≤ f ≤ 10 Hz).

For offi ces and theory and modeling facilities, RMS velocities between 
400–800 µm·s−1 are tolerable. General labs fall into the range of 50–100 µm·s−1 
(VC-A±). Clean room levels depend on the designation of the clean room: Class 
1000 → 25 µm·s−1 (VC-B); Class 100 → 6 µm·s−1 (VC-D); Class 10 → 3 µm·s−1 
(VC-E). Metrology lab VC criteria range from 3–6 µm·s−1. AFM and atom pushing 
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≈3 µm·s−1 (VC-E or NIST-A) and nano-instrument development is defi ned under 
1.25 µm·s−1 [32,33]. Vibration limits in general for nanolabs of 0.75–3 µm·s−1 
are not unusual [36]. More information about vibrational concerns, criteria, 
and recommendations can be found on www.colingordon.com.

Electromagnetic Shielding. Electromagnetic fi eld (EMF) shielding is the pro-
cess of reducing the intensity of EM radiation between two areas. Placing a bar-
rier made of a conducting material is able to accomplish this task. In particular, 
sensitive equipment needs to be shielded from radio frequency-electromagnetic 
sources (RF-shielding). Such shielding (e.g., Faraday cages) diminishes the inter-
action between radio waves and electrostatic fi elds. Magnetic shielding may also 
be required. TEMs, SEMs, E-beam writers, and semiconductor inspection systems 
are some examples of sensitive equipment that require shielding.

Mechanical Noise. Noise is measured in terms of decibels (dB). A decibel is a 
dimensionless unit of measure that gauges the intensity of sound. It is a mea-
sure that is used in electronics, signal transfer, and communications. The dB is 
the logarithm of a ratio—the ratio may be that of power, sound pressure (acous-
tics), voltage, or other indicators of intensity. The sound-intensity-level dB(SIL) 
decibel reference is standardized to the level of threshold intensity of hearing in 
humans in air—ca. 1 kHz with an intensity of Io = 10−12 W·m−2. One decibel is

 

⎛ ⎞
= ⎜ ⎟⎝ ⎠

1 dB 10 log
o

I

I
 (1.2)

or in other words, 1 dB equals ten bels. The exponent of the power of ten in the 
fi nal log term is known as the bel.

The dB(SPL) is the decibel (sound-pressure-level) relative to 20 µPa (2 × 10−5 
Pa), the minimum sound a human can hear in air (e.g., a mosquito at 3 m distance). 
Other symbolism is used depending on the frequency scale used for calibration. 
The dB(A), dB(B), and dB(C) are based on different frequency weighting. For 
example, dB(A) is based on the A-scale range. Some nighttime zoning restrictions 
call out a maximum of 45 bB(A). Ambient noise is not to exceed 55 dB (10 Hz < 
f < 10 kHz) within 0.5 m surrounding an electron microscope as specifi ed by the 
manufacturer [36].

The primary source of mechanical noise arises from HVAC (heating, ventilation, 
and air conditioning) noise and vibration. Equipment operation (e.g., pumps) and 
air movement through ducts (aerodynamic noise) cause signifi cant noise if not 
constructed properly. Air turbulence is the cause of high vibration levels at low 
frequencies (59 dB @ 31.5 Hz) in air ducts (lined plenum). The problem disap-
pears by installing silencers, changing the duct size (made smaller), and reducing 
the air duct velocity. Adding acoustical tiles to the walls and acoustical transparent 
curtains help to mitigate the effect of the refl ective electron microscope suite doors. 
Fan defi ciencies (static pressure, airfl ow, and fan speed) should also be addressed. 
Most advanced technology buildings place as much mechanical equipment as pos-
sible outside the building. These include cooling towers, exhaust fans, scrubbers, 
and pumps. What is known for certain is that conventional noise control solutions 
don’t necessarily work for advanced technology buildings [36].
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1.3.3 Advanced Facilities That Support Nano and Biotech

National Institute of Standards Advanced Measurement Laboratory. The NIST has 
recently opened the doors to the most advanced measurement laboratory in the 
world—the NIST Advanced Measurement Laboratory. According to NSET (National 
Science and Technology Council, Executive Offi ce of the President) in 2004

NIST has recently constructed the most technologically advanced facilities in 
the world, the Advanced Measurement Laboratory, which will support industry 
in the conduct of this research with new ways to more accurately measure, quantify 
and calibrate important processes and properties.

The NIST’s AML, costing $235 million to construct, is a 49,843 m2 (536,507 sq. ft) 
facility that is composed of fi ve separate wings, two of which are buried 12 m 
(39 ft) underground [37,38]. The facility, under the auspices of the Department 
of Commerce, will provide

… sophisticated measurements and standards needed by U.S. industry and the scien-
tifi c community for key 21st century technologies such as nanotechnology, semicon-
ductors, biotechnology, advanced materials, quantum computing and advanced 
manufacturing. NIST research efforts planned for the new facility range from improved 
calibrations and measurement of fundamental quantities such as mass, length and 
electrical resistance to the development of quantum computing technology, 
nanoscale measurement tools, integrated micro-chip-level technologies for measur-
ing individual biological molecules, and experiments in nanoscale chemistry.

The minimum standard criteria for air quality, temperature control, vibration, 
and humidity control are cutting edge (Fig. 1.1). Air quality is controlled to 3.5 
particles per liter (100 particles per cu. ft) as compared to 3,500 particles per 
liter (100,000 particles per cu. ft) in most modern labs. In standard cu. ft. terms, 
this converts to 100 particles per cu. ft. Temperature is controlled from ±0.1 to 
0.01°C as compared to ±2°C in most labs [37].

The NIST’s AML consists of fi ve interconnected units. The fi ve buildings are 
united with above ground walkways and underground tunnels. The AML is envi-
ronmentally stable with regard to humidity, temperature, vibration, electromag-
netic interference, and contamination. Metrology activities are conducted in two 
underground facilities.

There are two single-fl oor analytical characterization laboratories (housing 187 
labora tory modules). Most of the analytical labs are controlled to 20 ± 0.25°C, a few 
to ±0.1°C. Two underground metrology laboratories (housing 151 laboratory 
modules) are located 9 m (40 ft) below ground level. There are two types of labs: 
“quiet” metrology labs are dedicated to measurement, and “rotating or dynamic” 
labs involve some kind of moving equipment. Selected labs are isolated on concrete 
slabs (equipped with air springs that are able to cancel out even the slightest of 
vibrations) to reduce any level of vibration. A multi-fl oor nanofabrication facility 
serves as an ultra-clean room.

The Nanofab building has a 18,000 sq. ft “raised-fl oor” Class 100 clean room—
adaptable for upgrade to Class 10 if required. A sub-fabrication area is located 
beneath the clean room, and an interstitial space separates the clean room fl oor 
from the mechanical suite. NIST has invested in a completely new set of equipment 
dedicated to producing 150 MM wafers. The equipment includes furnaces, LPCVD 
(liquid phase chemical vapor deposition), rapid thermal annealers, three reactive 
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ion etchers (RIEs), three metal deposition tools (thermal evaporator, electron 
beam evaporator and ion sputterer), contact lithography capability, electron beam 
lithography and focused ion-beam lithography. Field emission SEM, spectroscopic 
ellipsometers, contact profi lometers, microscopes, and image capture instrumen-
tation support product and research monitoring and metrology.

A selection of incredible images acquired at AML are displayed in Figure 1.2.

FIG. 1.1

The level of environmental control in NIST’s new AML is compared to other laboratory 
facilities. The NIST facility has 338 reconfi gurable modules. A 8.520 m2 (91,700 sq. ft) 
nanofab facility Class 100 clean room is rated at <3.5 particles·L−1. Enhanced air quality 
is achieved with HEPA (high effi ciency particulate air) fi lters for general-purpose laboratories. 
Most laboratories have baseline temperature control within ±0.25°C and 48 laboratories 
have control to within ±0.1 or ±0.01°C. Vibration isolation is achieved to a level of 
3 mm·s−1 or less and down to 0.5 mm·s−1 in 27 low-vibration modules. Humidity control 
is held at ±5% relative down to ±1% in special laboratory sections. Electrical power 
fi ltering provides institute-wide uninterruptible power and counter measures of voltage 
spikes, drop-outs and other dirty power problems that limit accuracy and precision, reduce 
analytical sensitivity and cause long-running experiments to crash. Green building 
features include natural daylighting, energy conservation, and recycling.
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Source: Image courtesy of HDR, Inc. With permission.
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FIG. 1.2

(a) Silicon step rulers that range in height from 10s to 100s of nanometers to a single mono-
layer measuring 0.3 nm. The microscope used to make the image sits on an isolated concrete 
slab equipped with air springs to cancel the smallest vibrations. (Image courtesy of J. Fu, 
NIST.) (b) 12 cobalt atoms in a circle on copper. The interference of electron waves produces 
a daisy pattern. An instrument autonomously picks up and places the atoms. (Image cour-
tesy of J. Strocio and R. Celotta, NIST.) (c) A microheater is used to detect toxic gases. 
Variations in the thickness cause changes in color. NIST’s ALM facility will produce arrays 
of these sensors. (Image courtesy of NIST.) (d) MgO cubes decorated with gold nanoparticles 
are imaged by a new 3-D chemical imaging method using a scanning TEM, a tilting stage, 
and sensitive detectors. (Image courtesy of J. Bonevich and, J.H. Scott, NIST.) (e) Magnetic 
domains of new generation logic devices are depicted. Changes in color correspond to changes 
in the direction of the magnetic fi eld. This image was taken 12 m underground by the high-
est resolution magnetic imaging instrument in the United States. (Image courtesy of 
J. Unguris, NIST.) (f) Interference colors indicate the thickness of a clear organic fi lm. Deep 
blue-brown indicates ~1 mm thickness that corresponds to the thickness required to embed a 
particle for analysis. The work was accomplished in NIST’s ultraclean room. (Image courtesy 
of C. Zeissler, NIST.) (g) An infrared image illustrates temperature variations as a round 
swipe cloth is heated to detect the presence of explosives. Dark areas correspond to 40∞C. 
Lightest areas are around 200∞C. (Image courtesy of G. Gillen, NIST.)

(a) (b) (c)

(d) (e)

(g)(f)
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Center for Integrated Nanotechnologies (CINT). The CINT (also designed 
by HDR Architecture, Inc.) is located in Albuquerque, New Mexico and was 
constructed in 2006.

The vision of CINT is to become a world leader in nanoscale science by develop-
ing the scientifi c principles that govern the design, performance, and integration 
of nanoscale materials.

CINT emphasis is to take scientifi c discovery and the integration of nanostruc-
tures into the micro- and macroscopic worlds.

CINT’s core facility is a $9.8 million 35,600 sq. ft gateway located near two 
national laboratories: Sandia and Los Alamos. CINT is called a gateway facility 
because it is able to link two national laboratories with collaborative users 
from universities and industry. Nanophotonics, nanoelectronics, complex 
nanomaterials, nanomechanics, and nanoscale bio-micro interfaces are some 
of the divisions within the CINT facility. From the description of the focus 
areas given above, one can conclude that integration is indeed a prime directive 
at CINT—and revisiting the challenges defi ned  earlier in this chapter, attempts 
to accommodate energy across multiple length scales, combination of top-down 
and bottom-up fabrication strategies, and interfacing biological and synthetic 
systems was certainly accomplished in good faith.

CINT has allocated 20,000 sq. ft for offi ce suites, visitor accommodations, 
computer bays, and communication links. The synthesis wing consists of 
15,000 sq. ft and houses chemical benches, hoods, equipment, and bench-top 
characterization tools. A 12,000 sq. ft integration wing possesses a Class 100 
clean room equipped with fl exible fabrication. The characterization wing is a 
vibration-isolated 15,000 sq. ft facility that houses scanning probe microscopes, 
nanomechanics tools, laser optics, and microelectronics. Utilities, storage, and 
service space account for 20,000 sq. ft of the total space. The CINT overall is over 
90,000 sq. ft.

Purdue’s Birck Nanotechnology Center. We shall present one more facility, the 
recently constructed Birck Nanotechnology Center at Purdue University (by 
HDR Architecture, Inc.). The facility cost $45 million to build. It is 220,000 sq. ft 
and contains Class 10, 100, and 1000 clean rooms. There are over 100 labs and 
modules and nearly 100 faculty from 24 schools or departments participate in 
research at the facility.

1.4  NATIONAL AND INTERNATIONAL 
INFRASTRUCTURE

We have reviewed business development, education, careers, and buildings. 
One more cog in this mechanism that requires introduction is a topic about 
how all these buildings (and people) are organized. Nanotechnology has 
brought about, more than ever before, the need for cooperation between and 
among academia, industry, and government, and between and among nations 
of our world. In the next few paragraphs, we review a few organizations and 
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infrastructure that support advanced technology research, development, and 
societal implication awareness.

The logical step in the hierarchy is to create an infrastructure of user facilities 
(buildings, equipment, and instrumentation). There are several statewide and 
few nationally recognized infrastructure networks dedicated to nanoscience 
research and development. The new generation facilities in general support a 
collaborative environment and incorporates sustainable design solutions with 
fl exible, modular designs.

1.4.1 Research and Development Organizations

The National Nanotechnology Infrastructure Network (NNIN). The NSF 
released a solicitation in 2003 to invite universities to submit proposals for 
membership in the NNIN. On March 1, 2004, the NNIN was offi cially 
launched. The NNIN is an integrated partnership of 13 user facilities that is 
dedicated to support nanoscale fabrication, synthesis, characterization, mod-
eling, design, computation, and hands-on training [39]. The NNIN supports 
academia, small and large industry, and government in the capacity of a 
research facilitator with open access by providing leading edge tools, instru-
mentation, and expertise.

The member institutions include Cornell Nanoscale Facility, Stanford 
Nanofabrication Facility, University of Michigan Solid State Electronics Laboratory, 
Georgia Institute of Technology Microelectronics Research Center, University 
of Washington Center for Nanotechnology, Penn State Nanofabrication 
Facility, Nanotech at the University of California at Santa Barbara, the Minnesota 
Nanotechnology Cluster (MINTEC), Nanoscience at the University of New 
Mexico, the Microelectronics Research Center at the University of Texas, the Center 
for Imaging and Mesoscale Structures at Harvard, the Howard Nanoscale Science 
and Engineering Facility, and the Triangle National Lithography Center at North 
Carolina State University [40].

The NNIN, according to its Web site, “provides unparalleled opportunities 
for nanoscience and nanotechnology research.” The NNIN provides extensive 
support in nanoscale fabrication, synthesis, characterization, modeling, design, 
computation, and hands-on training [39]. The NNIN embraces and promotes 
educational programs to inform the public, educate K-12 students, employ and 
train undergraduates, develop curriculum, develop technological workforce, 
train teachers, and numerous other programs and objectives.

The Department of Energy’s National Science Research Centers (NSRC). The 
U.S. Department of Energy (DOE) has fi ve centers for nanoscience (Fig. 1.3). 
(1) the Molecular Foundry (Lawrence Livermore National Laboratory) is involved in 
advanced light sources, electron microscopy, and the “nanowriter”; (2) advanced 
proton source, intense pulsed neutron source, and an electron microscope center 
for materials research are found at the Center for Nanoscale Materials (Argonne 
National Laboratory); (3) there is the Center for Functional Nanomaterials at 
Brookhaven National Laboratory; (4) the Center for Nanophasic Materials Sciences 
(Oak Ridge National Laboratory); and (5) Los Alamos and Sandia’s Center 
for Integrated Nanotechnologies is involved with semiconductor research, 
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microelectronics, combustion research, and magnetic fi eld laboratories. All of 
these facilities, and those of the NIST and other facilities in Europe and Asia, 
are concerned with integrating science and engineering across all scientifi c disciplines 
and across all size scales [28].

DOE’s investment in nanotechnology is expected to exceed $500 million 
from 2007 to the present [40]. The Molecular Foundry, located near U.C. Berkeley, 
is a new center of high-powered nanotech R&D. The center contains clean room 
facilities, high-powered computing capability, highly sensitive equipment and 
instrumentation, and top-notch researchers [40].

1.4.2 Economic Development Organizations

The NanoBusiness Alliance (NBA). The NanoBusiness Alliance (www.
nano business.org), known as the “world’s leading nanotechnology trade orga-
nization” made the national scene in nanotechnology business ca. 2002. The 
organization was founded by Mark Modzelewski and others who realized that 
nanotechnology was fast coming of age. The current executive director is Sean 
Murdock who recently testifi ed before the House Science Committee in April 2008 
in support of the National Nanotechnology Initiative Amendments Act of 2008.

1.4.3 Organizations Centered on Societal Implications

National Nanotechnology Initiative. The NNI (at www.nano.gov) was established 
in 2001. Mihail C. Roco is its executive director. The goals of the NNI are quite 
comprehensive and far-reaching:

FIG. 1.3
The Department of Energy’s Nanoscale Science Research Centers (NSRCs) are depicted. 
The National Renewable Energy Laboratory (NREL) in Golden, Colorado also accomplishes 
a signifi cant amount of work at the nanoscale.
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Advance a world-class nanotechnology research and development • 
program
Foster the transfer of new technologies into products for commercial • 
and public benefi t
Develop and sustain educational resources, a skilled workforce, and • 
the supporting infrastructure and tools to advance nanotechnology
Support responsible development of nanotechnology• 

Although the NNI is involved in many other areas (e.g., the NNIN and other 
programs), its efforts have spearheaded recognition of the importance of societal 
implications of nanotechnology. A number of excellent resources are available 
from the NNI Web site. Please consult this Web site often and in detail. Inter-
governmental agency and department efforts are under the auspices of the 
National Nanotechnology Coordination Offi ce (NNCO).

Center for Responsible Nanotechnology (CRN) [41]. The Center for Responsible 
Nanotechnology is a nonprofi t research and advocacy group that is focused on 
the major societal and environmental implications of nanotechnology. The group 
was formed in 2002 by Mike Treder and Chris Phoenix. They also stress the 
development, evaluation, and implications of molecular manufacturing (e.g., 
fourth generation nanotechnology). Their mission statement reads as follows.

The mission of CRN is to: 1) raise awareness of the benefi ts, the dangers, and 
the possibilities for responsible use of advanced nanotechnology; 2) expedite 
a thorough examination of the environmental, humanitarian, economic, 
military, political, social, medical, and ethical implications of molecular man-
ufacturing; and 3) assist in the creation and implementation of wise, compre-
hensive, and balanced plans for responsible worldwide use of this transformative 
technology.

Foresight Institute. The mission of the Foresight Institute is to “ensure the bene-
fi cial development of nanotechnology.” The foresight institute is essentially a 
think tank and public interest institute, this according to their Web site at www.
foresight.org. The group was founded in 1986 and lists as the foremost challenges 
(with solutions through nanotechnology):

Providing renewable clean energy• 
Supplying clean water globally• 
Improving health and longevity• 
Healing and preserving the environment (and maximizing produc-• 
tivity of agriculture)
Making information technology available to all• 
Enabling space development• 

In January of 2008, the Foresight Institute released a roadmap for nanotechnology 
development [42,43].

1.4.4 Nanotechnology News Services

A great way to keep abreast of nanotech news is to subscribe to a variety of free 
news services. Several notable services are listed below.
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Nanoscienceworks Newsletter (www.nanoscienceworks.org)• 
Nanotechnology Now (www.nanotech-now.com)• 
Nanotechweb.org, IOP Publishing (www.nanotechweb.org)• 
Nature Nanotechnology (www.nature.com/nano/index.html)• 
Nano Vip Newsletter (www.nanovip.com/nanotechnology-newsletter)• 
Nanotechnology.com, the international small technology network • 
(www.nanotechnology.com)
Small Times Magazine (www.smalltimes.com and www.nanotechnews.• 
com)
Nanowerk Nanotechnology News (www.nanowerk.com)• 
The A to Z of Nanotechnology (www.azonano.com)• 
Nanodot (www.foresight.org/nanodot/)• 
Nanotechnology News Network (www.nanonewsnet.com)• 
Chemical & Engineering News (www.pubs.acs.org/nanofocus/)• 
Nano Techwire (www.nanotechwire.com)• 
Nano World News (www.nsti.org/news/)• 

The list keeps on growing and growing.
For business, the Forbes/Wolfe Nanotech Reports (www.newsletters.forbes.

com), Scott Livingston’s Axiom Capital Management (www.axiomcapital.com), 
and Lux Capital (www.luxcapital.com) should keep you updated about the 
investment aspects of nanotechnology.

1.4.5 International Organizations and Institutes

There are numerous organizations overseas. Europe has several that are involved 
in every aspect of nanotechnology. The list is by no means complete. Please fi nd 
out what is going on in your world.

North America
Nanotechnology—National Research Council Canada (www.nrc-cnrc.• 
gc.ca)
NRC National Institute for Nanotechnology (www.nint-innt.nrc.gc.ca)• 
National Institute for Nanotechnology—University of Alberta (www.• 
uofaweb.ualberta.ca/nint)
Canadian NanoBusiness Alliance (www.nanobusiness.ca)• 

Europe
Nanoforum.org: European Nanotechnology Gateway (www.• 
nanoforum.org)
Nanotechnology (cordis.europa.eu/nanotechnology)• 
ENTA—European Nano Trade Alliance (www.euronanotrade.com)• 
Institute of Nanotechnology (www.nano.org.uk)• 
Swiss Federal Institute of Technology (Ecole Polytechnique Fédérale • 
Lausanne, EPFL) (www.epfl .ch)

Asia
Asian Institute of Technology (www.ait.ac.th)• 
National Nanotechnology Center (NANOTEC) (www.asia-nano.org)• 
Asia Nano Forum (www.asia-nano.org)• 
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The Australian Research Council Nanotechnology Network (www.• 
ausnano.org)
Nanotechnology Research Institute (NRI) (unit.aist.go.jp/nanotech)• 
Nanotechnology India (www.indiannanotechnology.com)• 

Africa
South African Nanotechnology Initiative (SANi) (www.sani.org)• 
Focus Nanotechnology Africa, Inc. (www.fonai.org)• 

South and Central America
Laboratorio Nacional de Nanotecnologia (LANOTEC) in Costa Rica • 
(www.cenat.ac.cr/cenat)
Brazilian Nanotechnology Networks• 
Development of Nanoscience and Nanotechnology (Brazil)• 
Nanoscience Millennium Institutes (Brazil)• 
Fundacion Argentina de Nanotecnologia (FAN) (www.fan.org.ar)• 

1.5 NANOTECHNOLOGY PRODUCTS

Fundamentals of Nanotechnology is about applications of nanoscience to commerce 
and industry. In other words, nanotechnology is about development and manu-
facturing of products enhanced by the remarkable properties of nanomaterials. 
We therefore present, to conclude the perspectives aspect of this text, a list of 
some products that you may or may not be aware that are associated with 
nanotechnology. Most of the products were found on the NNI’s Web site, www.
nano.gov. In addition, please consult www.nanotechproject.org/ for an extensive 
list of hundreds of products that have been enhanced with nanotechnology.

Automotive Industry
Step assists, bumpers, paints, coatings, glare reduction, catalytic converters• 
Cooling chips to replace compressors with no moving parts• 

Recreation
Lighter stronger tennis racquets, long-lasting tennis balls, smart golf • 
balls
Nanotube reinforced masts for sailboats, new materials for hull and • 
deck
Golf shafts, skis, fog eliminators• 

Personal Use and Food
Sunscreens, cosmetics, stain-free clothing• 
Silver nanoparticle food storage containers, cutting boards, pans• 
Nonstick bake ware• 
Umbrella (based on lotus leaf)• 

Medicine, Therapeutics, and Hygiene
Dental-bonding agents, burn and wound dressings• 
Medical imaging with quantum dots• 
Targeted drug delivery and gene therapy• 
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Water fi lters• 
Lab-on-a-chip diagnosis• 
Sanitized toilets• 

Structural Materials and Industrial Applications
Stronger, lighter polymers; enhanced concrete, enhanced steel• 
Wear-resistant nanoceramic coatings• 
Catalysts• 
Carbon nanotube-reinforced materials• 
Various nano glues, nanoseal wood, nano-enhanced insulation• 
Self-cleaning glass• 
Exterior paint• 

Electronics and Computing
Sub-100 nm transistors (old technology)• 
Carbon nanotube triodes• 
Organic LEDs and organic electroluminescent displays• 
Cordless power tool batteries• 
Carbon nanotube displays• 
Protective self-assembling fi lm layers for displays• 
Cellular memory• 

Satisfy your own curiosity and research the amazing number of products out 
there that have already been enabled or enhanced with nanotechnology.
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 1.1 What is the combined decibel level if you 
are talking in a restaurant at 70 dB and 
the adjacent noise from the kitchen 
contributes another 70 dB?

 1.2 With regard to vibrations—acceleration, 
velocity, and displacement are all related 
by simple equations. How so?

 1.3 Vibrations that infl uence equipment 
range from 1 to 100 Hz. Give examples 
of sources of 1-, 25-, 50-, and 100-Hz 
vibrations.

 1.4 Clean rooms of Class 100 indicate that 
there are no more than 100 0.5-µm parti-
cles per cubic foot. What applications 
would require such tight control and why?

 1.5 What products can you think of that 
cannot be enabled or enhanced by 
nanotech nology?

 1.6 a. If someone is exposed to sound inten-
sity of 1 × 10−12 W ⋅ m−2, how does this 
translate into decibels? b. What is the 
intensity of sound in terms of W ⋅ m−2 of 
jet plane noise at takeoff if the recorded 
decibel level is 140?

 1.7 What is your vision of a building (research 
center) of the future?

 1.8 List all potential employers that involve 
nanotechnology but are not involved in sci-
ence, technology, or manu facturing—for 
example, an intellectual property attorney.

Problems

48031_C001.indd   5048031_C001.indd   50 10/30/2008   6:27:58 PM10/30/2008   6:27:58 PM



  Introduction 51

 1.9 List three reasons why it is not a good 
idea to place a TEM room next to a load-
ing dock. (Hint: There is one subtle 
reason you might miss).

 1.10 Is nanotechnology an industrial revolu-
tion in the making?

 1.11 When starting a nano-based business, 
discuss the importance of partnerships.

 1.12 Research the economic cluster model in 
Arizona. What do you think?

 1.13 Do you agree that government should be 
heavily involved in funding nanotech? 
Why or why not?
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NANOMETROLOGY: 
STANDARDS AND 
NANOMANUFACTURING

 Whether you can observe a thing or not depends on the theory which you use. 
It is the theory which decides what can be observed.

 I think that a particle must have a separate reality independent of the measurements.  
That is an electron has a spin, location and so forth even when it is not being 
measured. I like to think that the moon is there even if I am not looking at it.

ALBERT EINSTEIN

Chapter 2
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THREADS

Nanomanufacturing is where the “rubber meets 
the road.” It is one manifestation of the proverbial 
“moment of truth.” It is the point of “put up or shut up.” 
It is the reality check of nanoscience. It is the discri mi-
nator between hype and reality. Nanomanufac turing 
is the process of transforming nanoscience into a 
useful material, an application. Standardization of 

practice, product performance and packaging spec-
ifi cations accompany any manufacturing process, 
and products that are made or will be made by 
nanomanufacturing are no exception to this rule. 
The fi rst chapter introduced nanotechnology and 
its relations to business development, education 
and workforce development and provided some 

FIG. 2.0

James R. Von Ehr, II is a nano-entrepreneur. As the CEO and chairman of Zyvex Corporation, 
he was a major contributor and founder of the NanoTech Institute at the University of 
Texas at Dallas, and the founder of the Texas Nanotechnology Initiative in 2000. He was 
a major force behind the twenty-fi rst century Nanotechnology Research and Development 
Act signed into law on December 3, 2003. Jim von Ehr is, and in no uncertain terms, one 
of the prime movers of nanotechnology in the United States.
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THREADS

(CONTD.)
insight into where nanotechnology is housed and 
how it is trekking across our globe. This chapter, 
the second chapter in the Perspectives division of 
the text, provides relevant background in metrology, 
standards and manufacturing.

One of the links between and among science, tech-
nology and commerce is metrology. Nanometrology 
is no exception to this rule and is the embodiment 
of measurement at the nanoscale. Nanometrology 
and nanomanufacturing go hand in hand. Industry 
standards forge a necessary link between the two 
and are therefore an integral part of any commercial 
process. In this chapter, we introduce all three and 
dwell on their interrelationship. Metrology at the 

nanoscale presents new operational paradigms—
ones that link the macroscopic and quantum world 
like never before. Quantum standards of all things! 
Our science and technology now exist in a world 
where quantum standards are required. How far we 
have come indeed! Measurement of long held stan-
dards such as the meter and kilogram are now 
defi ned from the bottom-up, from quantum 
mechanics and quantum phenomena.

Following the “Perspectives” division, the next 
three chapters delve into the electromagnetic 
manifestations of nanotechnology that comprise 
the “Electromagnetic Nanoengineering” division of the 
text.

Nanomanufacturing is the next great threshold of nanotechnology. As our capabilities 
move beyond creating simple aggregations of “nano-stuff”, we fi nd ourselves 
wanting to control quality and repeatability, just as we do in conventional 
manufacturing. It is not enough to simply make small things; we need to control 
the process that makes those things so the things perform the right functions. Ideally, 
we want to control nanotechnology to the point where we can make large quantities 
of identical things, using the discreteness of matter at the atomic scale to achieve 
our goal of adaptable, affordable, atomically precise manufacturing. Living cells 
make proteins in this manner, getting every atom in the right place, using 
molecular-scale manufacturing factories called ribosomes. The fl exibility of living 
systems in manipulating molecules to transform the sun’s energy into useful 
chemical forms, and to use those chemicals to transform inert minerals into 
structures as varied as diatom shells, oak trees, or elephants, gives us an existence 
proof that this technology is both feasible and valuable.

Metrology is important to manufacturing at any scale. We must be able to 
measure what we’re building, if we hope to control our manufacturing processes. 
With nanotechnology, this is more challenging than normal, due to the size 
scales. We can’t use light-based observation, since the structures we want to 
observe are usually smaller than the wavelength of light. We either need exotic 
techniques like high-energy accelerators, or must build probe-based tools that 
reach into the nanoworld in order to touch, manipulate, and measure objects. 
As an action-oriented company, Zyvex has chosen the “reach into the nanoworld 
and manipulate it” approach.

The challenge for tools companies in the nano space is to survive and grow 
on what are still tiny markets. We will advance the fi eld quickly and all thrive if 
we can innovate new tools and new markets. Innovative companies can quickly 
become market leaders. As we move to a world of “digital matter”, innovation 
and speed of execution become increasingly important to a company’s success. 
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Opportunities abound, and as we get better at nanomanufacturing, we will 
come to fi nd that “imagination is our only limit.” Physics and chemistry provide 
constraints, but human ingenuity lets us work within those constraints to achieve 
our aims, whether those are fl ying hundreds of people across the ocean at nearly 
the speed of sound, videoconferencing to someone on the other side of the world, 
or my personal favorite, eating fresh red raspberries in the middle of winter. We 
accomplished all those because creative people said “I can…”

JAMES VON EHR, II, 
CEO and Chairman, Zyvex Corporation

2.0 THE TRANSITION, THE NEED

Many great ideas sit on shelves in university labs, offi ces, and libraries—great 
ideas that never make it to the next level due to a variety of factors: (1) the idea 
was ahead of its time, e.g. the manufacturing technology required was not avail-
able, (2) gap funding to develop defi nitive proof-of-concept was not acquired in a 
timely manner and the idea melded into oblivion, (3) the transfer of technology 
between the university and a commercial venture was not facilitative or effective, 
(4) although characterized as a valid realistic technology, its shelf life expired, or 
(5), the road to commercialization is too long (Fig. 2.1). Unavoidably, some ideas 
turn out to be not so great, not so practical. There are numerous examples.

FIG. 2.1

An idea, a concept, a process, a device, or an invention is valued highly by the scientist or 
inventor (and the university) who developed it (red line). A businessperson, on the other 
hand, views that same idea, invention, etc., as a project that requires investment and 
development, complete with all the ancillary business trimmings. In other words, that 
same idea, concept, or invention is not worth much as much to the business developer as 
it is to the inventor—a disconnect—even though it may show great promise down the road 
(blue line). It is important that these two extremes meet somewhere at sometime—preferably 
early on. As time goes by and as the product is developed, it gains in value (blue line). If 
it sits on a university shelf, it loses value over time (red line).
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Intellectual property, technology transfer, and business development are just 
several facets of the process. There are also practical aspects of transferring a 
laboratory prototype into a real application that involve aspects such as mea-
suring, standardizing, scale-up, manufacturing, reliability/testing, and packaging. 
For a nanoscience to become a nanotechnology, we need to understand 
metrology, and engineering and manufacturing practices as they apply to nano-
technology and how best to construct the equipment, instrumentation, facilities, 
and buildings that accommodate them. Numerous metrology and manufacturing 
challenges must be addressed before we are ready to place our stamp on the next 
industrial revolution.

2.0.1 Background to Nanometrology

Metrology has been with us forever. Our need to measure and standardize made 
civilization what it is today. Nanometrology is a natural extension of metrolo-
gies that sprung from microscale R&D and manufacturing. However, like never 
before, the face of metrology is changing dramatically—in a way that is driven 
by nanotechnology and the need to measure parameters that reside on the fringe 
of the limits of uncertainty and theory. Welcome to the Nano Age.

History. In antiquity, the length of one’s forearm was known as a cubit. Many 
cultures adopted unique versions of the cubit. Day-to-day things were measured 
and recorded by comparing them to various parts of the body. The human 
experience is rich with examples of such whimsical measurement. The Greeks 
popularized the foot as a means of placing physical dimensions on paper. Of 
course, the measure depended on the size of an individual’s foot—hardly a 
standardizable commodity. Horse height (at the shoulder) is still measured to 
this day in terms of hands—the height of which depends, however, on whose 
hand is abstracted for the measurement. One of the best systems developed to 
measure length (down to ∼1.7 mm resolution) is credited to cultures inhabiting 
the Indus Valley several millennia ago. With the onset of commerce that went 
beyond simple barter, the need for standardization assumed greater importance.

The Romans popularized the natural cubit, about 1.5 ft. The Roman foot was 
divided into twelve unciae (inches), each about 25 mm in length [1]. The mille 
passus (or 1000 paces, each pace equal to 5 ft) and the mile (5000 ft) were 
adopted by the early Britons during the Roman occupation [1]. The mille passus 
was changed later into the statute mile (5280 ft) by edict of Queen Elizabeth I. 
Mass was measured fi rst in terms of the grain (of wheat?). The Romans intro-
duced the libra (one pound) from which the symbolism lb is obtained. The 
Roman pound was divided into twelve uncia (ounces). Imperial units became 
offi cial following passage of the British Weights and Measures Act of 1824. To this 
day, with small modifi cations here and there, the Imperial system survives. The 
sexagesimal system of numbers dates back to the ancient Babylonians who 
divided the circle into 360°. Hence, we refer to degrees, minutes, and seconds 
much like cultures did so in antiquity.

Ironically, the metric system was fi rst defi ned by John Wilkinson of England 
in 1668. The French adopted this system, based on the number 10, in 1791, with 
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some infl uence from Benjamin Franklin two years after the onset of the French 
Revolution. The rest is history. Mixing the Imperial system with the metric 
system, however, has caused disasters. In 1983, metric conversion errors resulted 
in a Boeing 767 jetliner to run out of fuel. The pilots, according to the New York 
Times, were able to make a dead-stick landing [2]. In another notorious incident, 
NASA’s Mars $125 million orbiter landed (crashed) prematurely due to metric-
to-Imperial units conversion errors [3].

Metrology. Metrology is the science of weights and measures [4]. According to 
the U.S. Military Dictionary [5], metrology is

… the science of measurement, including the development of measurement 
standards and systems for absolute and relative measurements.

According to the International Bureau of Weights and Measures, IBWM (or Bureau 
International des Poids et Mesures)

Metrology [from Greek metron ‘measure’, and logos ‘study of ’] is the science of 
measurement. Metrology includes all theoretical and practical aspects of mea-
surement… the science of measurement, embracing both experiment and 
theoretical determinations at any level of uncertainty in any fi eld of science and 
technology.

Metrology therefore has a scientifi c (fundamental) component as well as an 
industrial (applied) one. According to the IBWM [6]:

Scientifi c or fundamental metrology concerns the establishment of measure-
ment units, unit systems, the development of new measurement methods, reali-
sation of measurement standards and the transfer of traceability from these 
standards to users in society. Applied or industrial metrology concerns the appli-
cation of measurement science to manufacturing and other processes and their 
use in society, ensuring the suitability of measurement instruments, their cali-
bration and quality control of measurements.

OK, we get the picture. We now defi ne nanometrology. An excellent resource is 
available from Ref. [7], Nanometrology, IBWM, bipm.org/en/home/(2007) [7].

Nanometrology. Nanometrology, of course, is metrology at the nanoscale [8].

… or particles to self-assemble at the nanoscale to form new materials with 
unusual properties. Nanometrology, i.e., the ability to conduct measurements at 
these dimensions, to characterize the materials—that, together, will form the 
metrological infrastructure essential to the success of nanotechnology. The 
MSEL Nanometrology Program incorporates basic measurement metrologies to 
determine material properties, process monitoring at the nanoscale.

MSEL is the acronym for the Materials Science and Engineering Laboratory at NIST, 
the National Institute of Standards and Technology (formerly the National Bureau of 
Standards, NBS).

According to MSEL [8],

No previous materials technology has shown so prodigiously a potential for 
concurrent advances in research and industry as does the fi eld of nanomaterials 
in mechanical devices, electronic, magnetic and optical components, quantum 
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computing, tissue engineering and other biotechnologies, and as-yet unanticipated 
exploitations of as-yet undiscovered novel properties of nanoscale assemblies 
and particles.

The MSEL Nanometrology Program to develop nanometrology infrastructure 
is straightforward—to incorporate preexisting basic measurement metrologies 
applied for material properties, process monitoring, nanomanufacturing, 
analy tical techniques, advanced imaging, and multiscale modeling [8].

The MSEL effort, obviously, is intended to cover a wide range of nanometro-
logical domains: (1) mechanical property measurement such as elastic properties, 
plastic deformation, adhesion, friction, stiction, and tribological behavior; 
nanoindentation (thin fi lms and nanostructures); the use of AFM, acoustic 
microscopy, surface acoustic wave spectroscopy, and Brillouin light scattering; 
development of micro- and nanoscale structures and test methods to measure 
strength and fracture behavior of interfaces and materials having very small vol-
umes, (2) chemical and structural characterization and imaging with neutron and 
x-ray beams, scattering and spectroscopy methods, chemical bond identifi cation 
and orientation, polyelectrolyte dynamics, and equilibrium structures; and 
development of electron microscopic techniques for 3-D imaging, advanced scan-
ning probe microscopies, and physical probing of cell membranes with carbon 
nanotubes, (3) fabrication and monitoring of nanomanufacturing processes such as 
electrochemical and microfl uidic fabrication methods; nanocalori metrics to study 
interfacial reactions, in situ observations of nanoparticle and nanotube disper-
sion, and alignment and advanced instrumentation for nanotribological experi-
mentation, and (4) theory modeling to predict material behavior from the nanoscale 
to the macroscale; development of fi nite-element analysis, multiscale Green’s 
function methods, classical atomistic simulations, ab initio and quantum mechan-
ical density functional theory (DFT); and interfacing of models at different length 
scales to ensure accuracy of physics of components and systems [8].

Terminology. There are several terms associated within the domain of 
metrology that one should become familiar. We list a few important ones.

 1. A measurand is the quantity that is subjected to measurement—electric 
current, length, density, etc.

 2. Accuracy is the ability to obtain the true value of a measurement. It is 
the agreement between measurement and the true value. It does not 
refl ect upon the quality of an instrument [9].

 3. Precision is the ability to repeat measurements in the same way. 
Precision reveals information about the quality of an instrument.

 4. Uncertainty is a parameter associated with the result of a measurement—
a confi dence level within which the measured value is thought to 
reside. It is the interval around the value that is reinforced by further 
measurement. The combined distribution of measurements is assumed 
to take normal form. Experimental uncertainty due to random 
measurement effects is different from systematic errors manifested by 
equipment or independent sources. Uncertainties and probabilities go 
hand in hand, for example, the measured value has the stated prob-
ability to lie within the confi dence interval [10].
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 5. Error is the disagreement between a measurement and the true value 
of a measurand. In some ways, it is the opposite of accuracy. Errors 
arise from a number of scenarios: Abbe error, thermal expansion, 
repeatability, human error, vibrations, and surface contacts. These are 
not the same as uncertainties. Do not confuse error with uncertainty, 
for example, a measurement with a large uncertainty may have 
negligible error.

 6. Calibration is the process of determining and documenting the devia-
tion of a measured result from that of an accepted standardized “true” 
value [10].

 7. Traceability is a process whereby the measured result can be compared 
to a standard for the specifi c measurand at one or subsequent stages. 
The tolerance on a product is usually looser than that of the primary 
standard, shown below [10].

Product → Manufacturer’s Test Equipment → In-House Calibration Labo-
ratory → Accredited Calibration Laboratory → National or International 
Standard

Measurements derived with a scanning probe microscope provide an 
example of a traceability chain. The chain, starting with the defi nition of 
the meter and ending with SPM (scanning probe microscopy) measure-
ments, proceeds as follows [11]:

Defi nition of the SI unit, the Meter → Realization of the Meter → Calibration 
of the Laser Frequency → Interferometrically Traceable AFM → Calibration 
of Physical Transfer Standards (1-D pitch, 2-D pitch, fl atness, and step-height 
standards) → SPM Calibration → Traceable SPM Measurements

 8. Accepted values are values generally agreed upon as the standard. 
Accepted values may not be the true values. Question everything 
(within reason of course)!

We leave it up to the student to review other concepts and axioms of statistics 
such as signifi cant fi gures, the mean, the median, relative uncertainty, and the standard 
deviation.

The number of tools involved in nanometrology is enormous and we will 
cover a few general kinds. Electron beam and scanning probe instruments, 
considered to be the workhorses of nanotechnology research and development, 
will be discussed in more detail of course. These instruments are in every way 
the purest methods of nanotechnology. Specialized spectroscopic techniques 
continue to serve nanotechnologists.

The fi eld of nanometrology is enormous but of appropriate magnitude to 
support this apparently vaster fi eld of nanotechnology. Although we are inter-
ested in measuring that which is very small, we are also interested in measuring 
things well beyond the smallness of nanoparticles—the single bond, the single 
molecule or atom, and the single electron transfer. We are also interested in 
how these collective atomic and molecular events come together to determine 
the behavior of bulk materials—from the bottom up. Metrology unconsciously 
takes place in all of nature. Metrology, for us humans, is required at ALL 
levels of complexity within the material continuum with which we deal on a 
daily basis.
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2.0.2 Background to Nanomanufacturing

Nanofabrication and nanomanufacturing processes are, in many ways, the natural 
evolutionary extension to the nanoscale of preexisting manufacturing and 
micromanufacturing practices. The terms “synthesis” and perhaps “nanofabrica-
tion” are more appropriately applied in the laboratory setting, while the term 
“nanomanufacturing” resides as the exclusive domain of nanotechnology—in 
the factory and assembly line.

Several recently developed techniques are unique to nanoscale fabrication 
and manufacturing, and therefore must be considered to be innovative (if not 
revolutionary). Nanofabrication and nanomanufacturing are processes by which 
nanoscale materials or components are produced from the bottom up (from 
atoms and molecules), from the top down (from bulk materials) in small steps 
of high precision or by various mixtures of the two [12]. Molecular manufacturing 
(via the molecular assembler route) is a subset of the general fi eld of bottom-up 
nanomanufacturing and is discussed in more detail later on in the text.

The National Science Foundation (NSF) established the NanoManufacturing 
Program in 2001 [13]. The NSF program objectives include (1) scale-up of nano-
technology for high rate production, reliability, robustness, yield, effi ciency, and 
cost, (2) integration of nanostructures in functional microdevices and meso/
macroscale systems and interfacing across dimensional scales, (3) interdisciplin-
ary research, multi-functionality across energetic domains (mechanical, thermal, 
fl uidic, chemical, biochemical, electromagnetic, and optical), (4) systems 
approach encompassing nanoscale materials, structures, fabrication and integra-
tion processes, production equipment and characterization, theory, modeling, 
simulation and control tools, biomimetic design, and (5), nanomanufacturing 
education and training of the workforce, involvement of socio-economic sciences, 
addressing the health, safety, and environmental implications, development of 
manufacturing infrastructure, as well as outreach and synergy of the academic, 
industrial, federal, and international communities. The program has a special 
interest in environmental, health, and safety aspects, as well as ethical, legal, and 
societal implications of nanomanufacturing [13].

Several centers for nanomanufacturing have cropped up around the globe 
(chapter 1). The mission of the NSF Center for High-Rate Nanomanufacturing 
(CHN) centered at Northeastern University in Boston, Massachusetts (plus the 
University of Massachusetts at Lowell and the University of New Hampshire) is 
to develop tools and processes that enable high-rate/high-volume bottom-up, 
precise, parallel assembly of nanoelements and polymer nanostructures [14,15]. 
Their fundamental purpose is to develop means of bridging the gap between 
nanoscience and nanotechnology and to provide education about nanomanu-
facturing and its surrounding concerns—environmental, economic, societal 
implications, and development of an emerging workforce [14,15]. The CHN 
has constructed a state-of-the-art facility within which to accomplish its 
twenty-fi rst century manufacturing—the George J. Kostas Facility for Micro and 
Nano fabrication [16].

Metrology and manufacturing are bound tightly to one another—it would be 
impossible to manufacture any material or device without guidelines that are 
embedded in previous metrology and previous manufacturing. During the 
Industrial Revolution (ca. 1800 to 1920), a manufacturing process known as 
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“mass production” was introduced. Clearly in order to mass produce a product, 
the product has to be the same size, shape, and function, all within some degree 
of uniformity. The low-limit tolerance specifi ed by designers in those bygone 
days was in the neighborhood of 1 mil (25 µm) [17]. Clocks, fi rearms, auto-
mobiles, sewing machines, and numerous other machines of the industrial 
revolution were manufactured whole scale within such low tolerances. Manufac-
turing processes included machining, stamping, casting, forging, and other 
techniques that assembled interchangeable machine parts—all doable within a 
1-mil tolerance [17]. The mechanical Vernier caliper was the measurement 
device of choice used to transfer design specifi cation metrology to the stamp, 
gauge block, cast, and cutting tool [17].

The Semiconductor Revolution arrived on the scene in the early 1950s and its 
metrology was based on the micron, for example, the microcircuit. As we all know 
so well, the entire computer industry is based on semiconductor materials and 
integrated circuits. Manufacture of the integrated circuit requires planar multi-
leveled lithographic processes that in turn require accurate patterning, transfer, 
and alignment [17]. Operational length scale down to 100 nm was made possible 
by optical laser interferometer technology. The optical-based laser early on and 
electron-based beam later were the vehicles of choice employed to transfer design 
specifi cation metrology to the mask and the resist materials. Micromanufacturing 
has since employed more sophisticated pattern transfer technology that utilizes 
ion beams and higher energy optical sources. The evolution of these technologies 
helped prepare the way to the domain of the nanoworld.

The Nanotechnology Revolution has, in essence, just begun. Who can say with 
certainty that the nanotech revolution sprung into the scientifi c mainstream in 
1990, 1995, or 2000 or whenever? We shall leave that debate to science and 
industrial historians. Regardless, we are on the verge of mass-scale production of 
nanosystems that consist of electronic, photonic, magnetic, mechanical, chemical, 
biological materials, and devices and all possible permutations and combinations 
thereof [17]. We have actually already breached that threshold with the sub-
100-nm computer transistor since 2003 and as Intel’s latest transistor is a 
remarkable 30 nm in size.

With nanotechnology, we no longer operate in the pure world of classical 
phy sics. The length scale is now that of the nanometer. Like with anything else, 
asso ciated uncertainties exist at the nanometer level but also at that of the sub-
nanometer. Accuracy is transferred to products by optical, electron, and atomic 
imaging; and microscopes capable of viewing the nanodomain. Our cutting tools 
have most certainly changed over the past hundred years or so—when exactly was 
the transition between one that was purely mechanical to one that is based on 
focused ion beams?

2.0.3 The Nano Perspective

No matter how one adheres to the evolutionary theme, traditional challenges 
assume special “revolutionary” signifi cance as we attempt to interface more inti-
mately with the nanoworld. According to the NNI (National Nanotechnology 
Initiative) report Instrumentation and Metrology for Nanotechnology [18], revolutionary 
advances are required in order to realize products and manufacturing processes 
based on nanotechnology. What form will these revolutionary developments 
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take? Are there undiscovered analytical techniques beyond the current para-
digms or will techniques and instrumentation evolve from preexisting 
technology with enhanced (revolutionary) capabilities? A combination of both 
is most likely.

Serious advances have contributed to nanocharacterization over the past few 
decades [19]. Atomic scale chemical sensitivity and mapping, structure and 
morphology determination (by tomography), electron holography (for electrical, 
magnetic, and thickness properties at high resolution), dual-characterization 
and fabrication tools, and higher data collection rates and sample analytical 
throughput are just a few of the numerous advances—above and beyond the 
development of the scanning and transmission electron microscopes and 
the scanning probe techniques.

There are a handful of key challenges facing nanomanufacturing and nano-
metrology [14,15,19]:

R&D Laboratory
Development of communication between nano- and micro (and • 
macro)-domains
Assembly and connection between and among nano-elements and • 
-devices

Made of similar or different materials• 
2-D interfaces• 
1-D electronic or mechanical connections• 

Integration of top-down and bottom-up processes• 
Development of higher-capacity computing systems and advanced • 
modeling techniques
Reproducibility and repeatability from lab to lab• 
Blending of classical physics and quantum properties• 

Quantum entanglement• 
Heisenberg uncertainty issues• 
Scaling laws• 

Characterization methods and instrumentation that require• 
Multifaceted instrumentation development• 
Enhanced 3-D characterization• 
Signifi cantly enhanced characterization speed• 
Nondestructive interfacial characterization• 
In situ characterization• 
Quantitative measurement of dispersion of embedded nano materials• 
Complete in situ identifi cation and tracking of cellular processes• 
Greater resolution, accuracy, and precision• 
Data recording without artifactual interference• 
Enhanced computer interfaces• 

Physical properties• 
Ohmic contact• 
Heat transfer• 
Sticking and friction• 
Fluidics• 
Cooling• 
Surface area mitigation• 
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Manufacturing
Manufacture of nanocomponents and devices with high throughput• 
Uniformity (bottom-up fabrication has high throughput but domain • 
size is limited)
Reliability (although progressive, relatively unknown at this time for • 
many processes)
High rate scale-up potential• 
Contamination (do we need better than 100-class cleanrooms?)• 
Effi cient detection of defective elements and domains and their • 
subsequent mitigation
Packaging and stability• 
Development of more nanometrology standards• 

Societal
Technology transfer (systems need to be streamlined to keep up • 
globally)
Patent processing (new intellectual property paradigms with stream-• 
lined processing)
Skilled workers? engineers and scientists? Where will they come from?• 
Redefi nition of partnerships and funding increases• 
Occupational health and safety concerns• 
Environmental safeguards• 
Other societal elements• 

How does one make a device that is governed by quantum behavior, one that is 
susceptible to weak van der Waals forces, one that is infl uenced by thermal fl uc-
tuations in its immediate vicinity, or a device that may not comply with the 
second law of thermodynamics like we are accustomed? Does Nature possess 
inherent metrology that is able to provide quality inspection to all of its machi-
nations? What happens to defective nanostructures in the biological domain? 
I think we are well aware of the answer to the last query. Nanotechnology has 
already made the scene in the academic realm and is contributing more and 
more to industrial applications. The precise control and transfer of materials 
and devices to nanodimensions is a key concern as sub-nanometer control is 
becoming more frequent.

The National Science and Technology Council in their report “Science for the 
21st Century” stresses the need for nanometrology development and standards 
[20]. Along with this need, a parallel requirement to build laboratories and 
nanofabs is imperative. Nanometrology requires special facilities—facilities that 
have rooms without vibration, with enhanced electromagnetic shielding and 
thermal control to tolerances less than 0.1–0.01°C [21]. Nanotechnology is 
tagged with the moniker “revolutionary.” This may or may not be true across the 
board, but it is most certainly setting the world of metrology on its head.

2.1 NANOMETROLOGY AND UNCERTAINTY

“The history of science is the history of measurement,” so stated James M. 
Cattell, one of the founders of modern psychology [22,23].
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If Professor Cattell had the opportunity to read Porter (1995, 2003)[24], then he 
might have extended his statement by saying that the history of measurement is 
also the history of commerce and government as well as the history of many 
other signifi cant aspects of modern social and political life.

… so stated George Englehard, Jr., author of Historical views of the concept of 
invariance in measurement theory [23]. Without measurement we have no quanti-
tative information. We only have information based on purely qualitative 
descriptions. This is, however, not to understate the importance of qualitative 
observation and recording. Standardized quantitative measures are extremely 
important and are usually the gateway to in depth analysis of a phenomenon or 
property.

Metrology is divided into four general groups: (1) theory, (2) techniques, 
(3) instrumentation, and (4) legislation (standards) [25]. The demands on the 
range of knowledge and metrological skills of engineers and scientists have 
increased dramatically. Ironically, this was stated in 1986, more than 20 years 
ago [26]. One can just imagine the importance placed on accuracy and precision 
in acquiring measurements at the nanoscale.

SI Units. The seven SI base units are the meter (length, x, l, r, or m), the kilogram 
(mass, m or kg), the second (time, t or s), the ampere (electric current, I, i, or A), 
the Kelvin (temperature, T or K), the mole (amount of substance, n or mol), and 
the candela (luminous intensity, IV or cd). These parameters, however, rely on 
one another in several ways and are therefore not entirely independent. The 
ohm (Ω), for example, is in terms of m2 ⋅ kg ⋅ s−3 ⋅ A−2. All of these base SI units are 
directly relevant in nanometrology. We are now interested in how our perspec-
tive of them may become altered.

We are mostly familiar with the means and methods that such standards 
were set in the past, but new methods that radically differ from them are making 
the scene. These new methods, making an analogy with experimentation, represent 
proof-of-concept of measurement from an independent approach—a practice 
that is always good for good science. For example, the ohm can now be defi ned 
with extremely high accuracy from experiments involving the quantum Hall 
effect (QHE) and the value of the von Klitzing constant—that RK-90 can be used 
to establish a reference standard of resistance with one standard deviation esti-
mated to be 1 × 10−7 and a reproducibility that is signifi cantly better than values 
obtained from traditional methods. The BIPM(Bureau International des Poidset 
Mesures) in 2000 has admitted as much. The QHE provides an “invariant refer-
ence” for resistance that is derived from physical constants with reproducibility 
better than two orders of magnitude than the best uncertainty derived from 
traditional SI units [27]—the power of the quantum domain!

There are several reasons for this kind of validation in addition to having 
roots in natural constants: (1) measurement results do not depend on external 
parameters (e.g., ambient conditions), (2) the values do not drift with time, and 
(3) the measures can be reproduced anywhere, a condition that “simplifi es and 
improves traceability of any measurement to the primary standards” [27]. The 
discovery of the QHE and the Josephson effect (more about them later) made 
available to the scientifi c community two quantum standards from which the 
other basic seven standards can be derived [27]. Truly revolutionary! A bottom-up 
approach to metrology is making its mark.
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2.1.1 Nanometrology

Norio Taniguchi, the person who coined the term nanotechnology, stated in 1974 
that uncertainties between 100 and 1 nm would become the standard required for 
measurement and manufacturing [28]. According to J. B. Bryan in 1979, again 
somewhat prophetically, “sophisticated instrumentation and ultra-precise dimen-
sional metrology” would be required [29]. From the days of mechanical machining 
to microlithography, the drive towards miniaturization, better precision, and 
better accuracy followed a steady drumbeat (Fig. 2.2). The need for accurate 
positioning along with precise carving tools led to the development of smaller 
and smaller actuators, motors, and sample stages that relied on the development 
of new materials and thin fi lms and new methods of fabrication, but also now 
require the participation of disciplines such as chemistry and biology [30].

Traditional engineering materials (metals and alloys, ceramics, semiconduc-
tors, organics and polymers, and composites), all enhanced by nanotechnology, 
now include biological components. Nanoscale development has got us into 
intimate contact with natural biological processes—a domain where all materi-
als and functions are based on nanoscale phenomena. Objects and devices have 
undergone miniaturization over the past several decades. Nanometrology 
evolved, was reinvented, then evolved further to keep up. Nanometrology is 
rapidly expanding its sphere of infl uence and will soon establish the rules of 
engagement at the nanoscale.

2.1.2 Uncertainty

A new age of metrology is upon us. Assignment of uncertainty to nanoscale 
materials and phenomena presents a new set of metrological challenges that has 
evolved from traditional challenges [31]. New models and procedures are 
needed to analyze and interpret new data.

Measurements are approximations of the true value of a physical quantity 
(the measurand), and therefore the result is reliable only when defi ned in terms 
of the uncertainty of the measurement [32]. Uncertainty can be statistical in 
nature (evaluated by statistical methods) or deterministic (evaluated by other 
means). Uncertainty arises from random effects. The student should review 
some of these terms by consulting any general statistics text. Standard uncer-
tainty (standard deviation) mi is usually derived from the square root of the vari-
ance mi

2 [32]. A popular method to determine standard uncertainty is statistical 
analysis of independent observations that employ the method of least squares 
to fi t a curve. Analysis of variance (ANOVA) can be applied to identify and quan-
tify random effects.

The NIST relies on the combined standard uncertainty mc(y) in the defi nition of 
many measurement results (commercial, industrial, and regulatory). Combined 
uncertainties result from individual standard uncertainties (e.g., subject to the law 
of propagation of uncertainty and the method of root sum squares, RSS). Combined 
uncertainties are used in conjunction with the determination of fundamental 
constants, fundamental metrological research, and international comparisons 
and realizations of SI units [32]. However in cases of health and safety (or perhaps 
nanometrology?), expanded uncertainty is required—an extra confi dence level U 
surrounding the measurement y of the measurand Y such that
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 = ( )cU km g  (2.1)

 − ≤ ≤ + = ±orU Y U Y Ug g g  (2.2)

The factor k is the called the coverage factor. If there is a quantity z described by 
a normal distribution with expectation mz and standard deviation s, the interval 
mz ± ks represents the interval of confi dence. For example, k = 1, k = 2, and k = 3 
for 68.27%, 95.5% and 99.73% of the distribution of values, respectively [32].

Uncertainty in a measurement depends on many factors. For example, NIST 
in conjunction with Mitutoyo America Corporation achieved “remarkable low 
uncertainty” in their quest to control roundness [33]. They were successful in 
measuring roundness with an uncertainty of less than 3 nm. According to 
Theodore Doiron of NIST’s Engineering Metrology Group, the heralded devel-
opment was due to “a special error separation measuring method, a tight tem-
perature controlled environment and the stability of the Mitutoyo RA-H500 
roundness tester” [33].

2.1.3 Heisenberg Uncertainty

The Heisenberg uncertainty principle limits what we can do in metrology. A new 
brand of physics, bolstered by nanotechnology and quantum mechanics, explores 
in more depth what can be done with quantum principles within the sphere of 
infl uence of the Heisenberg limit [34]. The Heisenberg uncertainty principle 
presents a lower limit on the product of standard deviations (e.g., for position and 
momentum and other complementary couples). The Heisenberg uncertainty 
principle governs the theoretical limitation of the combined accuracy of pairs of 
simultaneous but related measurements. In other words, the combined uncer-
tainty of such complementary measurements cannot be less than Planck’s constant 
h (or more specifi cally, h/4p). Specifi c complementary measurement pairs include 
position–momentum and energy–time couples. The Heisenberg uncertainty 
principle does not place limitations on the accuracy of single measurements, 
nonsimultaneous measurements, or of simultaneous measure ments of other types 
of related couples outside those restricted by the Heisenberg principle [35].

The Heisenberg Uncertainty Principle. The standard quantum limit scales as 
1/√N, where N can be the number of atoms, ions, electrons, or photons, and 
the Heisenberg limit is defi ned as scaling with 1/N. One consequence of the 
Heisenberg uncertainty principle is that measurement of atoms and subatomic 
particles is governed by statistics and probability rather than by actual physical, 
observable measurements. The Heisenberg uncertainty principle, in other words, 
restricts what we can do. However, with the dawn of quantum information sci-
ence, this state of affairs may undergo a drastic change and soon.

We have, for all practical purposes, the ability to measure the position of a 
macroscopic object with 100% certainty and that the uncertainty is for all practi-
cal purposes equal to zero (∆x → 0). If we also know the velocity (and mass) of 
the macroscopic object, we can usually predict where it is going, where it has 
been, and vice versa. Such is the case in classical physics [36]. In the domain of 
classical physics, exact simultaneous values can be assigned to all physical quan-
tities [37]. These are tools that allow us to make predictions about the physical 
characteristics of a classically physical object, for example, the fl ight of a jet 
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plane. As objects assume smaller dimensions, however, the Heisenberg limit 
assumes more importance. The question to ponder is at what point does the 
Heisenberg limit, or the standard quantum limit for that matter, become a seri-
ous consideration in metrology.

In order to observe (measure) the position and/or the momentum of an 
electron, the electron must undergo a perturbation—perhaps one caused by an 
interaction with a photon that is used for the measurement [36]. Therefore, by 
probing the position of the electron (e.g., so that ∆x → 0), more than likely you 
have (or rather the photon has) altered the electron’s momentum, perhaps drasti-
cally and bumped that parameter into the domain of the unknown. The momen-
tum of the photon (or electron, atom, or other materials) is known from

 
= h

p
l  (2.3)

and the change in the electron’s momentum following collision results in an 
uncertainty

 
∆ ≈

∆
h

p
l  (2.4)

where ∆l is the uncertainty in the electron’s position. The product of the uncer-
tainty in position and the uncertainty in momentum results in the Heisenberg 
uncertainty principle*

 
( )( ) ⎛ ⎞∆ ∆ = = → =⎜ ⎟⎝ ⎠ 4 2

h h
x p hl

l p
�  (2.5)

or, since the value of the uncertainty represents a minimum

 
( )( )∆ ∆ ≥ =

4 2
h

x p
p
�

 (2.6)

The h-bar version of Planck’s constant is a more accurate rendition of the uncer-
tainty principle. The exact value (with uncertainty) is

 
− −= = × ⋅ = × ⋅34 161.054  571 628(53) 10 J s 6.582  118  99(16) 10 V s

2
h

e�
p

 (2.7)

In simple terms, the measurement process itself limits the ability to measure 
position and momentum simultaneously [36]. If, at the subatomic scale we 
were to know position, say of an electron, exactly (e.g., ∆x → 0), then the uncer-
tainty in its momentum must approach infi nity (∆p → ∞).

Energy and time also form a complementary pair of uncertainties [36].

 ( )( )∆ ∆ ≥
4
h

E t
p

 (2.8)

* x-space with a characteristic linewidth of ∆x is also localized in k-space (e.g., the par-
ticle’s wave number) with a characteristic width of 1/(2 ∆x) and then ∆x∆k  ≥  1/2. 
Since measurement of a particle’s wave number is equivalent to measuring its momen-
tum p and that p = hk, the uncertainty in k of order ∆k translates to an uncertainty in 
p of order ∆p = h∆k. Therefore, ∆x∆p ≥ �/2 (or h/4p).
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70 Fundamentals of Nanotechnology

Detection of an electron can be accomplished by bombarding the electron with 
a photon of velocity c, the speed of light. The position of an electron is known 
with an inherent uncertainty ∆x ≈ l. The time it takes for this photon to traverse 
the distance equal to the uncertainty of the position of the electron is

 

∆ ≈ = ∆x
t

c c

l
 (2.9)

A free electron (such as one found in an electron beam) has kinetic energy equal to 25 eV. What is the 
velocity of the electron? If this velocity is known to within 0.5% accuracy, what is ∆x of the position of the 
electron?

Solution: 
Electron velocity

− −⎛ ⎞= × = ×⎜ ⎟⎝ ⎠
19 18J

25 V (25)1.6 10 C 4.0 10 J
C

e

( )− −= × = ×1 12 18 31 2
2 2KE ; 4.0 10 J 9.1 10  kge e e em u u

−

−

⎛ ⎞×
= = ×⎜ ⎟×⎝ ⎠

18
6

31

4.0 10 J
2 3.0 10

9.1 10  kg se

m
u

The uncertainty in position is 0.5%.

Therefore, the uncertainty in momentum is
− − − −∆ = ∆ = × × ⋅ = × ⋅ ⋅31 1 26 19.1 10  kg [(0.005) (3.0 106m s )] 1.4 10  kg m sep m u

The uncertainty in position follows from
−

− −

× ⋅
∆ ≈ = =

∆ × ⋅ ⋅

34

26 1

6.6 10  J s
47 nm

1.4 10  kg m s
h

x
p

EXAMPLE 2.1 Measurement of an Electron’s Position

A 22-caliber bullet with mass 2.6 g is able to achieve a velocity of 390 m ⋅ s−1. If we are able to determine its 
velocity to ±0.02% (υ = 390 ± 0.078 m ⋅ s−1), what is the minimum uncertainty in its position? Is this value 
consequential?

How does this value compare to that of the electron in Example 2.1 above?

Solution:
Calculation of ∆u

− − −= ± ⋅ ∆ = × ⋅ = ⋅1 1 1390 0.078 m s , 2 0.078 m s 0.16 m su u

( )( )
−

−
− −

× ⋅
∆ = = = = ×

∆ ∆ × ⋅

34
31

3 1

6.6 10 J s
2.5 10 m

2 2 ( ) 2 2.6 10  kg 0.16 m se

h h
x

p mp p u p

The uncertainty in position of the electron is signifi cant—on the order of several nuclear diameters. The 
uncertainty in position of the bullet is of little consequence to the measurement.

EXAMPLE 2.2 The Position of a High-Speed Projectile
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Also, since = = ∆ =; ,hc hcE Eh lln  the Heisenberg uncertainty with regard to energy 

and time reduces to

 
( )( ) ⎛ ⎞ ⎛ ⎞∆ ∆ ≈ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

hc
E t h

c

l
l

 (2.10)

What is the physical meaning of this expression? It means that in order to mea-
sure the energy of a particle exactly, an infi nite amount of time is required [36,38]. 
The measurement of the frequency n of a photon is a measure of its energy. A 
suitable experiment, for example, is the measure of the energy of an excited state 
of an electron. The energy (frequency) can only be determined during the lifetime 
of the excited state, and the observed emission line, therefore has a characteristic 
energy width, ∆E = h∆n. The diffraction limit in optics corresponds to this 
Heisenberg uncertainty limit.

2.1.4 Quantum Entanglement

We decided to include a section on this interesting phenomenon although its 
rigorous understanding is beyond the scope of this text. Nonetheless, please try 
and get a feel for what is presented.

An interesting quantum phenomenon that has potential effects on metrol-
ogy, and one that has assumed greater importance over the past few years, is the 
phenomenon of quantum entanglement. Entanglement is a quantum phenome-
non in which two or more quantum states are intimately linked—however sepa-
rated in space—that leads to correlations between observable physical properties 
of systems—some that are remote with regard to one another [39]. Quantum 
entanglement, from the universal perspective, is actually the vehicle that serves 
to link the quantum world to that of our macroscopic classical world of physical 
observables. We espouse the concept of continuum throughout this text and in 
our sister book, Introduction to Nanoscience, whether it be in the form of an 
energy continuum, a material continuum, or the artifi cial “academic discipline” 
continuum. Here we have yet another continuum to consider, that of a metro-
logical quantum mechanical–classical physics continuum. Traditionally, we 
have not needed to make direct links between the quantum domain and macro-
scopic physical properties. We do today and the phenomenon of quantum 
entanglement helps supply that link, and uncoupling that entangled couple 
may just allow for a whole new generation of applications.

Thomas Durt of Vrije University in Brussels believes that entanglement is 
omnipresent [40].

When you see light coming from a faraway star, the photon is almost certainly 
entangled with the atoms of the star and the atoms encountered along the way … 
and the constant interactions between electrons in the atoms that make up our 
body are no exception. … We are a mass of entanglements.

It was Erwin Schrödinger who coined the word entanglement [40]:

When two systems, of which we know the states by their respective representa-
tives, enter into temporary physical interaction due to known forces between 
them, and when after a time of mutual infl uence the systems separate again, then 
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72 Fundamentals of Nanotechnology

they can no longer be described in the same way as before, viz. by endowing 
each of them with a representative of its own. I would not call that one but rather 
the characteristic trait of quantum mechanics, the one that enforces its entire 
departure from classical lines of thought. By the interaction the two representa-
tives [the quantum states] have become entangled.

Albert Einstein, although awarded a Nobel Prize for his work on the photoelec-
tric effect, could not accept the probability-based nature of quantum mechanics, 
for example, “God does not play dice with the universe,” so he said. Or, making 
his point with more aplomb, Einstein stated that

I fi nd the idea quite intolerable that an electron exposed to radiation should 
choose of its own free will, not only its moment to jump off, but also its direction. 
In that case, I would rather be a cobbler, or even an employee in a gaming house, 
than a physicist.

Einstein believed that something more deterministic existed underneath the 
probability, and hence, the concept of entanglement emerged in 1935 [41,42]. 
Einstein called quantum entanglement “spooky action at a distance.” From a 
deterministic perspective, by evaluating the spin of one electron, only then does 
one know exactly the spin of the other electron. Before that point in time, electron 
spins exist, only within a range of probabilities. In other words, it is only after a 
direct observation that spins become fi xed [41,42]. Entanglement does not min-
imize the principle of cause and effect, but it does underscore the importance of 
quantum particles, particles that are usually defi ned by probability values rather 
than fi xed values [41,42].

The Fano effect is a characteristic of atomic spectra, bulk solids, and semicon-
ductor heterostructures that offers clues about the relationship between the 
quantum and a bulk observable characteristic—the spectrum. The Fano effect 
describes the relationship between quantum interference of two competing 
optical pathways: the fi rst pathway that couples the energy of a ground state 
with an excited state, and the second that connects the ground state with a con-
tinuum of energy states. It is actually a common phenomenon that occurs when 
a discrete quantum state (of an atom or molecule) interacts with a continuum 
state (of a surrounding host material) [43]. The effect is easily observed in spectra 
that display asymmetric lineshapes. In other words, the Fano effect infl uences 
the way an atom or molecule absorbs light and is expressed in its spectral 
response [43].

Experiments with small nanoscale systems, however, are made diffi cult by 
factors related to the Heisenberg uncertainty principle—in that the interaction 
of a nanoscale system and the continuum state that surrounds it may not be 
detected easily [43]. However, M. Kroner et al. have shown that photons scattered 
from a quantum dot with increasing laser intensity enabled them to observe 
weak interactions related to the Fano effect, for the fi rst time, to a nanoscale 
phenomenon [43].

Two-Photon Correlation and Parametric Down Conversion. A means of generating 
a two-photon entangled system is shown in Figure 2.3. Quantum correlation of 
paired photons is made by an incident photon of higher energy impinging on a 
nonlinear optical crystal. A nonlinear optical material induces dielectric polar-
ization P response in a nonlinear way to the applied electric fi eld E. Usually a 

48031_C002.indd   7248031_C002.indd   72 10/29/2008   6:23:29 PM10/29/2008   6:23:29 PM



  Nanometrology: Standards and Nanomanufacturing 73

function of intense laser exposure, an example of a nonlinear optical phenom-
enon is second harmonic generation from such a crystal.

According to Alan Migdall, a physicist in the Optical Technology Division of 
the NIST in Gaithersberg, Maryland [44],

… such quantum correlation promises metrologists something of a free lunch: 
absolute measurements that don’t require absolute standards.

As a matter of fact, quantum correlation techniques provide a method of deter-
mining the quantum effi ciency of detectors without the need of calibration 
standards [44]. Migdall goes on to state that measurements of absolute infrared 
radiance without calibrated standards and without an infrared detector are also 
possible due to this phenomenon. This statement should cause same entangle-
ment in your thinking.

Parametric down conversion is a process by which entangled photons are 
produced (Fig. 2.3). Input photons decay into entangled photons through the 
action of a nonlinear crystal. Therefore, if one knows the energy of the input 
laser and one of the output photons, then information about the entangled pair 
is known. And, even more interestingly, if measurements were made on the fi rst 
photon of the entangled pair, it would be possible to predict the outcome of 
measurements on the second photon [44]. In other words, detection of one 
photon predicts the existence and properties of the second photon such as wave-
length, emission time, direction, and polarization—all at a distance [44]. 
Measurement of the quantum effi ciency of a detector is an important aspect of 
metrology (refer to chapter 14). By such methods, 150 × 10−18 s level of resolution 
has been achieved that approached the Heisenberg uncertainty limit on the 
simultaneous creation of photon pairs—and all this occurred in 1999, the Stone 
Age of nanotechnology.

We won’t spend more time on this aspect but in general a quantum mechanical 
entangled state (photons) is referred to as a NOON state.

FIG. 2.3

A schematic representation of parametric down-conversion is depicted. A single photon 
that impinges upon a nonlinear optical crystal is converted into two photons with lower 
energy. The energy and momentum of the fi rst photon are preserved by the two output 
photons.

Higher-energy
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Lower-energy
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Lower-energy
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One can see immediately from where the acronym NOON originates. The equa-
tion represents a superposition of N particles in mode a with zero particles in 
mode b and vice versa. NOON states are exploited to measure precise phase 
shifts in optical interferometers. A Mach–Zehnder interferometer, for example, 
is used to measure phase shift when one beam of a pair of collimated beams is 
perturbed. Applications of such two (or more) entangled photon systems 
include lithography, quantum sensing, quantum imaging, “quantum Rosetta 
stones,” [45] and quantum metrology.

In 2007, T. Nagata et al. demonstrated super-resolution and sensitivity with 
four-photon (N = 4) NOON-states [46]. Optical phase measurements are rou-
tinely employed to determine distance, position, displacement, orientation, 
acceleration, and optical path [46]. The standard quantum limit, however, exists 
without consideration of quantum entanglement. Nagata et al. achieved higher 
precision by the exploitation of entanglement [46].

Recently, J.L. O’Brien et al. of the Centre for Quantum Photonics of the 
H.H. Wills Physics Laboratory and Department of Electrical and Electronic 
Engineering, University of Bristol in the United Kingdom reported control of 
single photons via an optically controlled NOT gate. A NOT gate is a gate based 
on digital logic that operates on the principle of a truth table, for example, input 
“A,” output “NOT-A” [47,48]. Most photonic quantum technology relies on 
large-scale assemblies fi xed to optical tables and complex interferometers (for 
subwavelength control). O’Brien and his team devised a milliscale device from 
silica waveguides on a silicon chip (an entire optical table). The characteristics 
of their apparatus are as follows, according to the authors [47,48]:

… high visibility (98.5 ± 0.4%) classical interference, high-visibility (94.8 ± 
0.5%) two-photon quantum interference, high-fi delity controlled-NOT entan-
gled logic gates (logical basis fi delity, F = 94.3 ± 0.2%) and on-chip quantum 
coherence confi rmed by high fi delity (>92%) generation of two-photon path 
entangled states… . We fabricated 100s of devices on a single wafer.

We add this information to demonstrate the relative simplicity of the setup. 
Quantum metrology measurements utilizing four-photon communication have 
already demonstrated by O’Brien and his colleague Takeuchi in 2003 (Hokkaido 
University, Japan) [47,48]. The team also claims that exotic quantum processes 
are not necessary to reach the ultimate limits of measurement [49].

Without nonlocalized entanglement, standard interferometers are limited by 
statistical shot-noise that scales with 1√N where N is the number of particles 
(photons) passing through the interferometer over time. With quantum correla-
tions (entanglement), the interferometer sensitivity is improved by a factor of 
√N to scale as 1/N—the limit imposed by the Heisenberg uncertainty principle. 
Exploitation of quantum entanglement is used to overcome quantum projec-
tion noise (QPN) (noise due to fl uctuations in population of a “fi xed number” 
of atoms or, alternatively, QPN arising from statistical nature of projecting a 
superposition of two states into one state when a measurement is made). The 
use of cold atoms and precise spectroscopy measurement has enhanced the fre-
quency measurement accuracy of atomic clocks, but the measurement is limited 
by QPN of ensembles of uncorrelated particles [50].
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For example, noise can be reduced by a process called “squeezing” (amplitude 
or phase squeezing). Photons are the best choice for quantum metrologies, 
because they deliver a small amount of noise (decoherence). Photons are good 
candidates for quantum bits in quantum communication, quantum lithography, 
quantum computing, and of course, quantum metrology [46]. Other topics not 
discussed in detail can be elaborated upon in excellent references.

Unentangled Photon Metrology? According to B.L. Higgins et al. at the Center 
for Quantum Dynamics at the Griffi th University in Brisbane, Australia, advances 
in precision measurement have always been the gateway to scientifi c discoveries 
[51]. He also states that entangled states are not necessary for precise and 
accurate measurements. For example, he replaces entangled input states with 
“multiple applications of the phase shift on entangled single-photon states.” 
Measurement precision at the fundamental level, of the optical phases used in 
length metrology, for example, are diffi cult to achieve due to limitations of the 
number of quantum sources available, for example, photons [51]. He goes on to 
say that standard measurement techniques that apply each resource independently 
are subjected to phase uncertainty that scale as 1/√N, also know as the standard 
quantum limit. The Heisenberg limit, on the other hand, scales to 1/N, the true 
quantum limit and a √N factor enhancement over the standard quantum limit. By 
interferometry methods alone, this limit cannot be beaten [52].

Conventional classical measurement relies on N independent physical sys-
tems that are separately prepared and detected. The experimental values (e.g., 
measurement) derived by such classical techniques rely on averaging the out-
comes of N independent measurements. For quantum measurement, N physical 
systems are prepared in an entangled state. Measurement occurs over all N states 
simultaneously with a single delocalized measurement (of probability) that 
collectively considers all N components [52].

Nanomechanical Oscillators and the Uncertainty Principle. Nanoelectromecha-
nical systems (NEMS) are the miniaturized version of microelectromechanical 
systems (MEMS) except with higher frequency ranges, higher quality factors Q, 
higher sensitivity, and lower power demands [53]. Q is a measure of the damp-
ing of oscillations in a mechanical system as a function of frequency—higher Q 
indicates more stable vibrations. For example, high Q gallium nitride (GaN) 
wires 30–500 nm in diameter and 5–20 µm in length grown at NIST were stimu-
lated to vibrate between 400,000 to 2.8 million times per second [54,55]. Another 
feature of nano-oscillators is that they can be cooled close to their ground states 
under cryogenic temperatures.

Such nanomechanical oscillators are perfect tools to study quantum effects 
like back-action, coherent states, and superposition [53]. Quantum back-action 
is a phenomenon that refl ects the Heisenberg uncertainty principle—for every 
measurement there is always a perturbation in the object subjected to measure-
ment. In addition to gigahertz-level vibrations and resolution with atomic spac-
ing, MEMS and NEMS systems are capable of detecting force in the zeptonewton 
range (10−21 N) and mass in the zeptogram range (10−21 g) [56]. We are now 
prepared to observe quantum behavior in a mechanical device.

Now consider this. If a superconducting single-electron transistor (SSET) 
were coupled to a resonating nanomechanical structure (e.g., a silicon nitride 
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beam) and a voltage applied between them that corresponds to a quantized 
energy state of electrons passing through the SSET, what do you think would 
happen? According to Keith C. Schwab of Cornell University, Ithaca, New York, 
and his research team, “counter-intuitive” developments unfold [53,57]. Positions 
of the beam during oscillation alter SSET conductivity. Therefore, from the 
measurement of current in the SSET (from the observer’s point of view), 
determination of the resonator position was made possible. Schwab et al. also 
determined that random charge fl uctuations within the SSET infl uenced the 
frequency, position, and damping rate of the resonator [53,57]. The authors 
stated that damping in the resonator mode due to a back-action force caused the 
temperature to drop from 550 to 300 mK. In essence, the SSET acted more like 
an absorber of energy rather than a generator of heat. This phenomenon will 
no doubt generate new ways to cool down components of future NEMS mecha-
nisms [53,57].

Keith Schwab et al. essentially investigated the relationship between a nano-
mechanical oscillator device and the uncertainty principle [58]. The purpose 
of the experiment was to probe the limitations placed by quantum mechanics on 
the resolution of position. In this case, the research team coupled a single-electron 
transistor (SET) and an ultrasensitive microwave detector network to a nanome-
chanical device (a 19.7-MHz resonator of high Q). The SET served as an appropriate 
amplifi er for a radio frequency nanomechanical system [58]. The goal for the 
research was to conduct position detection approaching that set by the Heisenberg 
uncertainty principle, at mK temperatures [53]. Schwab et al. claim that “ultimate 
sensitivity should be limited by both the quantum fl uctuations of the mechanical 
oscillator and the quantum fl uctuations of the linear amplifying system” [58].

The nanomechanical device consisted of an aluminum layer on a silicon nitride 
resonator that was 8.7 µm in length and 200 nm wide. They were able to detect 
movement due to the stimulus of observation (e.g., back-action). He states:

We made measurements of position that are so intense - so strongly coupled - 
that by looking at it we can make it move.… Quantum mechanics requires that 
you cannot make a measurement of something and not perturb it. We’re doing 
measurements that are very close to the uncertainty principle; and we can couple 
so strongly that by measuring the position we can see the thing move.

Schwab is working on building a nanodevice that exhibits superposition quantum 
behavior—a nanodevice that can be in two places at the same time [53].

2.1.5 Applications

Please note that any application of quantum entanglement implies an integral 
relationship with metrology (nano or otherwise). Quantum entanglement 
phenomena are expected to contribute to metrology—some fairly far out. Certain 
government agencies, for example, believed that communication faster than the 
speed of light was possible. This was based on entanglement operating instantly 
at some distance [42]. However, theoretically, this is not possible because the 
message would in effect be read in the past. A more practical application of 
entanglement is that of encryption. If one half of a set of entangled pairs is sent 
to a com plementary communications link, interception is rendered impossible 
due to disintegration of the entanglement.
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Nanotechnology And? How does this all relate to applications and perhaps 
nanotechnology? According to Professor Ali Mansoori of the Departments of 
Bioengineering and Chemical Engineering and Physics at the University of 
Illinois at Chicago, the Heisenberg principle applies strictly to subatomic parti-
cles like electrons, positrons, and photons [59]. Nanotechnology, on the other 
hand, involves the position and momentum of atoms, molecules, for example, 
larger particles that do not come under the umbrella of the strict 
confi nes of the Heisenberg principle [59]. This does not imply that nanosystems 
are not affected by the Heisenberg uncertainty principle. As a matter of fact, it is 
through the application of nanomaterials that we are able to probe the interface 
between the quantum limit and the classical world of physics.

With regard to information technology, nanotechnology is expected to have 
great impact—in actuality, it already has. Future trends however indicate that 
smaller devices are inevitable. With their development, certain fundamental limits 
will be breached [60]. As fewer electrons, perhaps even single electrons, are switched 
to execute operational commands, at what point does this become physically fea-
sible? Or, when the size of magnetic domains (e.g., bits) are reduced, at what point is 
stability compromised due to particle interactions with thermal fl uctuations?

Quantum lithography and Two-Photon Microscopy. Quantum lithography and 
two-photon microscopy provide a fertile ground for applications of entangled 
quantum states. The resolution of objects smaller than the wavelength of the 
applied beam is diffi cult due to light scattering around objects (e.g., the Rayleigh 
limitation). The reduction of the wavelength, while keeping the wavelength of 
the radiation fi eld constant, although paradoxical, is what needs to be done 
[52]. According to Vittorio Giovannetti et al. at the National Enterprise for 
Nanoscience and Nanotechnology of Italy's Istituto Nazionale per la Fisica della 
Materia  (NEST-INFM) and Scuola Normale Superiore in Pisa, Italy, quantum effects 
can help. By using equipment that is sensitive to the de Broglie wavelength, using 
two or more photons, the wavelength can be reduced from one wavelength to 
half that wavelength without changing the source frequency
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In essence, two entangled photons (as a single entity!) enter an apparatus con-
sisting of mirrors and beamsplitters. The entangled photons originate from a 
light wave that is split and then recombined on a surface. The recombined pattern 
is the same pattern that would have been generated from the original wave but 
at half the wavelength. For example, packets of 10 entangled photons originating 
from infrared radiation could end up as x-rays. More photons reduce the practi-
cal l even further [52]. Beating the Rayleigh limit (e.g., best features limited by 
half the wavelength) is a piece of cake.

Quantum Computing. Although computers rely on quantum mechanics today, 
information is encoded (transmitted and processed) in accordance to classical 
principles (as a “0” or a “1”), e.g., two well-defi ned states. Another application 
is that of quantum computing, an application that has received signifi cant  attention 
over the past few years. In this case, the quantum information can exist as 
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a superposition of different states (not so well-defi ned)—both in 0ñ and 1ñ 
states, for example. Interference in a double-slit experiment is an example of 
superposition of states. Quantum interference in principle is the same except 
that only one particle is required due to the potential of entanglement. Single-
particle quantum interference has been demonstrated with photons, electrons, 
neutrons, and atoms [61].

In quantum computing, information is stored with quantum particles (pho-
tons, atoms, or electrons) called quantum bits (or qubits). The problem is, 
according to the Heisenberg uncertainty principle, that accessing the particles 
should destroy the information carried by the qubits. With quantum entanglement, 
interaction with qubits is possible without “frying your quantum memory,” this 
according to Brian Clegg, author of the God Effect: Quantum Entanglement, 
Science’s Strangest Phenomenon [41,42]. Clegg also believes that quantum com-
puters are not likely to make the scene anytime soon.

The weirdest one—are you ready for this—is the prospect of teleportation. 
Within the bounds of the Heisenberg uncertainty principle, interacting with a 
quantum particle changes that particle, for example, one cannot input a particle 
(scan it) and send it somewhere and have it reassembled into an exact copy. 
However, if only half of an entangled pair is “scanned” and the other half of the 
pair is placed through a logic gate, it is possible to make an identical particle at 
some distance. The downside is that the original particle (or human) loses its 
identity. According to Brian Clegg, this has actually been accomplished with 
large molecules [41]. Nobel Prize winner Brian Josephson (of Josephson junc-
tion fame) stated that telepathy can be explained by quantum entanglement. 
Brian Clegg concludes

What entanglement (and quantum theory in general) does do is remind us is 
that the real world is much stranger than we imagine. That’s because the way 
things are in the world of the very small is totally different to large scale objects 
like desks and pens. We can’t rely on experience and common sense to guide us 
on how things are going to work at this level. And that can make some of the 
effects of quantum physics seem mystical. In the end, this is something similar 
to science fi ction writer Arthur C. Clarke’s observation that “any suffi ciently 
advanced technology is indistinguishable from magic.”

Welcome to the Nano Age! On that note, we move onto the next section, Quantum 
Metrology.

2.2 QUANTUM METROLOGY

Quantum metrology is about time, frequency, and photonics; and fundamental 
constants and the path towards quantum detection. There is a concerted effort 
to standardize measurements at the quantum level, for example, to improve 
measurement accuracy, traceability, new nanoscale metrology solutions, and the 
development of quantum standards [62]. The measurement continuum extends 
from the classical domain of physical objects down to particles like atoms and 
single molecules. The electromagnetic domain, over increasing ranges of fre-
quency, must also address quantum fi elds within which individual photons 
(quanta) are of interest to nanotechnologists and others—energy of single atoms, 
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nanoparticles, photons, and phonons. The “continuum of measurement accuracy” 
is given by the following scheme:

Classical Metrology → Classical-to-Nanometrology → Quantum Metrological 
Transition → Quantum Metrology

Determination of the length scale of the metrological transition between the 
classical to the quantum is challenging and depends on which physical pro-
perty is under consideration and the lower limit of the energy scales [62]. For 
example, electric current is no longer a continuous property at the nanoscale 
(e.g., the Coulomb blockade). The same is true for ferromagnetism (at the 
superparamagnetic limit). Add to this that nanoparticles are susceptible to 
thermal fl uctuations, and require cooling to ∼100 nK for measurement acquisi-
tion. The challenge is quite formidable. The ultimate goal of quantum metrology 
is to provide measurements, based in quantum theory, with better accuracy 
than those provided by classical means. Quantum metrology is not as new as 
one might believe. For example, the redefi nition of the meter has been based 
on the wavelength of light for quite some time. Ultimately, all SI unit based 
mechanical standards will be redefi ned by electrical units derived from quantum 
standards [63].

We discussed some of the obstacles, issues, and progress in development 
methods based on quantum entanglement and the relationship between mea-
surements and the Heisenberg uncertainty principle. A new age of measurement 
is upon us; about that there is no uncertainty.

2.2.1 Atomic Clocks, the Meter, and Time

Time and Frequency. Measurement of time and frequency is a high priority in 
metrology. An oscillating clock is a device that is capable of measuring these 
critical parameters to high accuracy and precision. If one starts with N number 
of cold ions in the ground state that are excited by an electromagnetic pulse, 
then a superposition of the ground and excited states is created. A second 
identical pulse is applied to measure a phase factor j between the two states, 
typically by measuring the intensity. From N independent ions, w from the 
phase factor j has an error of ∆j = 1/√N and ∆w = 1/(√N ⋅ t). For entangled 
states, ions not acting independently, ∆j = 1/N and ∆w = 1/(N ⋅ t), an enhance-
ment of √N.

Much of nanometrology depends on time—reaction rates, stability functions, 
resonant frequencies, and other natural phenomena that exist at the nanoscale. 
The second, the nanosecond and smaller increments of time, therefore must 
also be standardized. A cesium (Cs) fountain atomic clock housed at NIST, 
Boulder, Colorado contributes to the international group of atomic clocks 
(Coordinated Universal Time, UTC) [64]. The uncertainty of this clock is 5 × 10−16 s. 
Figure 2.4 shows the progress made with regard to uncertainty in standardized 
clocks since 1940.

Frequency and time intervals are measured during the up-down movement 
of a cesium cluster—hence the term fountain (Fig. 2.5d). With the assistance of 
several lasers, cesium atoms are pushed together and cooled (to near absolute 
zero). Another laser launches the cluster vertically ca. 1 m high as the others are 
shutoff. Gravity then pulls the cluster down into a microwave cavity that acts to 
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stimulate fl uorescence, which is measured by a detector. After tuning to stimu-
late maximum fl uorescence, the natural resonance frequency of Cs is attained, 
and it is that frequency that is used to defi ne the second—9,192,631,770 Hz 
[64,65]. The Cs clock oscillator is a source of microwaves. For more informa-
tion, please refer to http://tf.nist.gov/cesium/fountain.htm. The cooling and the 
mechanical motion allow for longer duration of observation of the Cs cluster, 
and it is from this extended observation that such accurate time intervals are 
determined [64,65].

Recently, advances have been made to improve the cesium fountain—better 
cooling techniques in particular that drive the temperature down to ca. 100 nK 
[62]. Enhanced cooling leads to reduced “Cs cold-collisional shifts” that con-
tribute to the fountain systematic uncertainty [62]. Quieter laser sources have 
also improved the accuracy of the clock [62]. Newer atomic clocks based on 
optical (rather than microwave) measurements are expected to be 20 times more 
stable than the current atomic clocks and have the potential to be 100x to 1000x 
more stable, such as the mercury ion clock [62] An optical clock has been devel-
oped that oscillates at ∼1015 Hz—arising from a single atom of mercury. The 
detector (also a vital factor without which no such clock is possible) is provided 
by a femtosecond (10−15 s) laser counter, called a comb [66]. Stephen Webster of 
the National Physical Laboratory (UK) states that

FIG. 2.4

The progress made with timekeeping at NIST since the 1950s is shown. Improvement, 
similar in ways to Moore’s law, is rather linear. The NIST-F1 clock, based on Cs oscilla-
tions, is accurate to one second every 80 million years. Most recently, a strontium lattice 
atomic clock (red dot) set a record for accuracy and precision. It is accurate to one second 
in every 200 million years.
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The detector laser acts as a reduction gear that is capable of downshifting the 
optical frequency to a countable radio frequency without impairing the purity of 
the optical frequency.

In other words, the detector (the large gear) is able to reduce the oscillation of 
the mercury emission (the small gear) by a factor of 500,000 times—enough to 
reduce the signal to the microwave domain and be able to be counted electron-
ically—with exceptional accuracy [66]. Figure 2.5 displays various renditions of 
NIST atomic clocks.

Enhancing signal-to-noise ratio improves accuracy in frequency measurements. 
We mentioned quantum entanglement earlier in this chapter. Entangled atomic 
clocks, in quantum-entangled states (an instantaneous interaction between two 

FIG. 2.5

(a) NIST and the University of Colorado at Boulder teamed up to set the record for the 
most accurate operational atomic clock, based on thousands of strontium atoms trapped 
in grids formed by lasers. (b) An ultracold plasma of 26,000 Be ions fl uoresce when 
excited by a laser. (c) The newest and most accurate atomic clock uses blue laser light to 
cool and trap strontium atoms in a vacuum chamber.
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FIG. 2.5
(CONTD.)

(d) The cesium atomic fountain clock mechanism is displayed. (e) Aluminum and beryl-
lium ions are trapped in this very small device—an extremely small atomic clock that 
could become the most accurate clock yet. (f) The NIST-chip-scale atomic clock includes a 
laser, a lens, an optical attenuator (that reduces laser power), a waveplate (that alters 
polarization), a cesium vapor cell, and a photodiode. (g) Ytterbium atoms are trapped 
within pancake-shaped wells. A yellow laser provides excitation between lower and higher 
energy levels.

Laser

Microwave
cavity

Detector

Probe
laser

Laser Laser

LaserLaser

Laser

(d) (e)

(f) (g)

48031_C002.indd   8248031_C002.indd   82 10/29/2008   6:23:48 PM10/29/2008   6:23:48 PM



  Nanometrology: Standards and Nanomanufacturing 83

particles regardless of distance) from a suitably designed pair of atoms, should be 
able to enhance clock measurements in the presence of background noise [67].

The development of an entangled atomic clock would be accurate and precise 
enough to test the value of the ‘Fine Structure Constant’, one of the fundamental 
constants of physics.

The Sommerfeld fi ne-structure constant is a measure of the strength of electro-
magnetic forces that govern the interaction between electrons and photons and 
was fi rst used to explain the splitting or “fi ne structure” of the energy levels of 
the hydrogen atom [64,65]. It is a dimensionless ratio that involves four physi-
cal constants: Planck’s constant, the elementary charge (the square of), vacuum 
permittivity (or vacuum permeability), and the speed of light.
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The measurement has a precision of 0.70 ppb [68] and can be determined 
directly from quantum Hall effect measurements, the anomalous magnetic 
moment of the electron, or by direct substitution of constants [69].

Most recently, a Sr (strontium) lattice clock at 1 × 10−16 fractional uncertainty 
was reported by A. D. Ludlow et al., using a calcium (Ca) clock for remote  optical 

FIG. 2.5
(CONTD.)

(h) An electromagnetic trap encloses one mercury ion. The optical frequency of the ion is 
the basis for this small atomic clock. Mercury ion clocks are the most accurate—losing 1 s 
every 400 million years. (i) Two magnetic coils and an optical lattice (the red laser beam) 
serve to trap ytterbium atoms. The blue-violet laser beams cool the clock’s atomic timepiece 
and thereby slow its motion.

(h) (i)

Source: (a), (b), (d–g) and (i): National Institute of Standards and Technology; (c) M. Boyd and T. Ido, JILA (Joint Institute for Labora-
tory Astrophysics, NIST and University of Colorado at Boulder); and (h), J. Berquist and D. Wineland, NIST. With permission.
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evaluation. (Science, 319, 1805–1808 (2008) ). The researchers evaluated clock 
performance comparisons over km-scale distances. They found that such lattice-
confi ned neutral atom clocks outperformed the best efforts of Cs-based atomic 
clock primary standards [70]. The clock is accurate to within one second in every 
200 million years. The current Cs standard clock is accurate to 1 s in every 80 
million years or so [71]. The prototype mercury single-ion clock shown in 
Figure 2.5h is accurate to 1 s in 400 million years.

Optical frequency combs are accurate and precise tools that measure frequen-
cies. Beginning with lasers that emit a continuous tandem of short pulses (fs) 
that consist of millions of colors, the characteristics of light are then converted 
into frequency numbers (lines) that resemble a comb in appearance. The timing 
between the pulses ordains the spacing between the teeth of the comb. According 
to NIST, the teeth of the comb can be used to measure light emitted by lasers, 
atoms, stars, and other sources with high precision. Why do we bring up optical 
combs in our discussion of atomic clocks? Such combs greatly simplify fre-
quency metrology while simultaneously improving accuracy. New kinds of 
atomic clocks are expected with 100x the accuracy of Cs clocks (f = 9 × 109 Hz, 
in the microwave domain) as a result of this technology. Obviously “ticks of a 
clock” that correspond to optical frequencies are expected to be more accurate—
oscillations at frequencies approaching 500 × 109 Hz! Nothing exists at the time 
that is capable of counting such a high number of oscillations directly; there-
fore, optical frequencies must be stepped down via gears to the microwave 
region. For more information concerning this latest development of nanome-
trology, please consult www.nist.gov/public_affairs/newsfromnist_frequency_
combs.htm.

2.2.2 The Quantum Triangle

The age of atomic resolution and manipulation is well developed, but another 
age is emerging rapidly and impacting metrology and other fi elds of science and 
technology—single-electron detection and manipulation. Are we able to manip-
ulate a single electron to do our bidding? Are we able to see a single electron? 
Are we able to measure the charge of a single electron?

In 1879, Edwin Hall, at the age of 24, discovered that a transverse electrical 
fi eld is formed in a solid if placed in a magnetic fi eld that is perpendicular to the 
fl owing current. He placed a thin fi lm of gold connected to a battery in a strong 
magnetic fi eld. He found that a small but measurable voltage, VH, proportional 
to the magnetic fi eld times the current was generated across the fi lm, orthogonal 
to the magnetic fi eld and the applied current (Fig. 2.6). It’s as if the electrons 
behaved like a “cloud of mosquitoes in a cross-wind, in this case a magnetic 
wind that pushes the electrons towards one edge” [72]. The Hall potential arises 
in the direction of the wind [72].

The QHE is obviously the quantized version of the continuous bulk form of 
the Hall effect that relates Planck’s constant h and the elementary charge e. 
Nobel laureate Klaus von Klitzing discovered in 1980 that two-dimensional 
electronic systems placed in a strong magnetic fi eld at low temperatures showed 
plateau (rather than continuous) behavior as a function of the number of elec-
trons. He was awarded the Nobel Prize in Physics in 1985 for his contribution. 
He showed that the quantized steps of the Hall effect can be expressed with high 
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precision as integral steps proportional to the ratio between two fundamental 
physical constants: h and e. The von Klitzing constant RK has become the new 
standard unit for electrical resistance.

Metrology, the Volt, and the Ohm. Impedance, temperature, strain, electrical, and 
power standards are mostly based on resistance standards, for example, the ohm 
[73,74]. Efforts are underway at NIST’s AML (Advanced Measurement Laboratory) 
to redefi ne the legal ohm with quantum Hall resistance (QHR) measurements. 
With the use of cryogenic current comparators (CCC), direct scaling of the QHR 
up to 1 MΩ was possible in 2002. This level has since been amplifi ed in 2004. 
High-ratio scaling is complemented by efforts to develop thin-fi lm resistance 
standards for the quantum metrology triangle (QMT) (Fig. 2.7) [73,74]. The QMT 
relates voltage (V), current (I), and frequency (f) via a triangle consisting of the 
Josephson junction, quantum Hall, and single-electron tunneling effects (SET) 
that are important for nanometrologically precise electrical measurements [75]. 
Verifi cation of the value of the elementary charge e and the fi ne structure constant 
a is possible by QMT experiments and calculations.

The challenge facing QMT experiments is to test the aforementioned 
Josephson voltage standard, the QHR, and the SET. Testing needs to be done in 
an extremely quiet high-ratio CCC combined with orders-of-magnitude larger 
SET sources. The ultimate goal is to produce useful levels of quantum current.

Single-electron metrology in the form of the single-electron electrometer has 
already become a viable technology [63]. The defi nition of single-electronics 
implies the controlled movement, positioning, and measurement of a single 
electron [63]. The potential effect of a single electron must not be understated, 
for example, a metallic nanosphere with radius 1 nm charged with one electron 
(charge, q or e = the elementary charge, 1.6022 × 10−19 C) produces an electric 
fi eld on its surface in vacuum of 1.4 GV ⋅ m−1 [76]. This is enough to repel other 
electric charges. Please note that isolation of a single electron has not been 
accomplished—only that a single electron has been added to a preexisting elec-
tronic system. The “single-electron box” is a device that is capable of exhibiting 
single-electron charging effects. Consisting basically of a nanometal grain, a 

FIG. 2.6
The basic electromagnetic vector relationships of the Hall effect 
are shown in the fi gure.

Magnetic field

Hall effect potential

Applied current
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tunnel junction (a thin oxide coating) and a bias voltage energy source. Electrons 
can be added over a threshold voltage (Vthreshold = e/C) to the particle according 
to the Coulombic energy relation

 
= >

2

B2C

e
E k T

C
 (2.14)

where C is the capacitance of the junction. Obviously the Coulombic energy 
must be greater than the ambient thermal energy kBT in order for quantum 
effects to be noticed [63].

As the bias voltage is raised, the electronic box can be fi lled with a predeter-
mined number of electrons—resulting in a Coulomb blockade current (or charge) 
versus voltage behavior. Electrons can only be added or subtracted from a con-
ducting island by tunneling—each time modifying the island potential by ±EC. 
Current is therefore inhibited (blocked) and is a classical case of Coulombic 
repulsion of charge carriers. Stepwise episodes exceeding the Coulombic blockade 
potential results in Coulomb staircase behavior. The current, therefore, through a 
tunneling junction is quantized. If a tunnel junction is under conditions of con-
stant current I, charge accumulates on the tunnel junction similar to a capacitor 
and then single-electron tunneling oscillations appear with frequency

 
= I

f
e  (2.15)

In superconductors, these are Cooper pairs that form Bloch oscillations.

FIG. 2.7

The QMT: the relationships between frequency f, voltage V, and 
current I are functions of physical constants h and e, Planck’s 
constant, and the value of the elementary charge, respectively. 
In this way, the current measure can be derived from measure-
ment of frequency and not necessarily the kilogram (SI units) 
[63]. The current standard of the ampere is derived from the 
Josephson array voltage, the QHR, and Ohm’s law [63].
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B. Josephson of Cambridge predicted that electrons should be able to tunnel in 
pairs, for example, Cooper pairs form between two superconductors separated by 
an insulating but very thin tunneling junction. A Cooper pair is a pair of electrons 
that can be coupled via lattice vibrations (phonons) over distances of hundreds 
of nanometers in superconductors (also condensation of electrons into a state 
that forms a bandgap). Are Cooper pairs an example of entangled electrons?

If DC voltage is applied to this junction, an AC current of frequency f is gen-
erated equal to f = 2eV/h. If an applied current of frequency f is applied, then a 
DC voltage equal to Vn would be generated: Vn = nhf/2e. The voltage measured 
across a Josephson junction VJ that is irradiated by a microwave EM fi eld with 
frequency fJ is

 
=V

2J J

h
n f

e
 (2.17)

where n is the integral voltage step number [76].
The current generated by an electron pump is proportional to the charge q 

(an integral multiple of e)

 =I qf  (2.18)

which is driven by an external frequency source (e.g., the clock frequency of the 
pump). Experiments have demonstrated accuracy of 1.5 × 10−8 at pA current 
levels [27]. From QHR and that I = ef, the Hall voltage is
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i
 (2.19)

where RK is the QHR (the von Klitzing constant).
The accuracy and precision of single-electron boxes depend on several factors 

[63]: (1) the Coulomb energy must exceed the ambient thermal energy as stated 
above, (2) capacitance C must be smaller than 12 aF to observe charging effects 
at liquid nitrogen temperatures and 3 aF at 300 K, (3) this requires that grain 
size be smaller than 15 and 5 nm, respectively, (4) for logic operations, the oper-
ating temperature has to be a factor of 50x lower and granules smaller than 
1 nm, (5) quantum fl uctuations must be negligible (number of electrons local-
ized on any single island with no electron sharing between islands), and (6) all 
tunnel junctions must be opaque to electrons, for example, confi ned at a level 
of tunnel resistance [63]
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where RK is the integer QHE standard resistance that links voltage to current. 
Notice that the form of the QHE is similar to Ohm’s law: V = ΩI. The voltage 
standard (Josephson constant) is defi ned as

 
−= ⋅ 1483597.9 GHz VJK  (2.21)
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The Josephson “superconductor–insulator–superconductor” junction when 
irradiated with microwave energy generates a DC potential determined by the 
frequency of the microwave radiation, the value of the elementary electronic 
charge, and Planck’s constant. It is essentially a frequency-to-DC voltage 
converter [77,78].
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where f is the frequency of the SET pump cycle, fJ is the frequency of the micro-
wave, a is a constant that represents a ratio of experimental integers such as the 
Josephson step number n, the Hall plateau number i, and the number of elec-
trons pumped per cycle [77]. The dimensionless value is known to a combined 
relative uncertainty of 7.8 × 10−8 [77].

Hall resistance of semiconductors is measured in a magnetic fi eld in which 
current fl ows in the x direction and the Hall voltage is measured in the y direction. 
The ratio of the two is the Hall resistance [63]. The AC Josephson effect implies 
that voltage applied across a Josephson junction (a superconducting tunnel junction 
separated by a thin barrier) produces an AC current with frequency proportional 
to f = 2eV/h. Conversely, irradiation of a Josephson junction with electromag-
netic sources produces a voltage V = hf/2e across the junction [63].

The accuracy of the QHR has been achieved to a few parts per 1010 and is 
established as a universal quantity DC standard for resistance that is inde-
pendent of host material or device [76]. The reproducibility of the QHR is two 
orders of magnitude better than that of the ohm based on SI standards [76]. 
The von Klitzing constant RK and the Josephson constant KJ have contributed 
signifi cantly to a new age of electrical measurement, one quite well suited for 
nanoscale research and manufacturing. Work is underway to establish a primary 
AC resistance standard based on QHE [76].

2.2.3 The Single-Electron Transistor

A device that is able to combine atomic-scale resolution with ultrasensitive levels 
of charge detection is certainly desirable. Quantum mechanical tunneling and 
the Coulomb blockade are two fundamental phenomena responsible for the 
action of a SET [79]. The device is sensitive to nearby sources of electric fi elds, for 
example, electrons. N.B. Zhitenev and T.A. Fulton of Lucent Technologies in New 
Jersey have developed a scanning SET microscope that is capable of atomic reso-
lution and detecting charge smaller than 0.001 e [79]. The limit of 0.001 e is the 
state-of-the-art value obtained at temperatures less than 4 K. The SETs of Zhitnenev 
et al. are based on the metal–metal tunnel junction developed by I. Giaever in 
1960—two metal superconductors separated by a thin tunneling junction a few 
nanometers in thickness [79,80]. The device is shown in Figure 2.8 below.

Recently, physicists in Finland and at Stony Brook University, New York, 
Jukka Pekola and Dmitri Averin, respectively, constructed a SET nanodevice that 
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is able to measure current one electron at a time [81]. The device, cooled to 
0.1 K, consists of a conducting island connected to two tunnel junctions—
electrons fl ow in through one tunnel junction and out the other tunnel junction. 
A constant voltage was applied across the island junctions and an oscillating 
voltage applied to the gate electrode, similar to the scenario described above, to 
control the fl ow of electrons [82]. One electron is able to tunnel through the 
thin insulating junctions. Repulsion between electrons prevents more than one 
electron from tunneling through the junction at any one time [82]. Measurement 
of the amplitude and the mean value of the gate voltage allowed investigators to 
determine the current that fl owed through the transistor per every cycle of 
oscillation

 = eI eN f  (2.24)

or the electron charge e times the number of electrons Ne times the frequency 
f of the gate voltage. The device has proven to be extremely precise but the 
accuracy needs to be improved—uncertainty is on the order of 10−2. Accuracy 
could be improved, according to Pekola et al., if 10 such devices were placed in 
parallel. Such a confi guration would produce 100 pA of current—enough to mea-
sure with greater accuracy [82]. This component would contribute to a complete 
“QMT” in which the current, voltage, and resistance are all related via the funda-
mental physical constants as described above, for example, Planck’s constant h 
and the elementary charge e.

FIG. 2.8

N.B. Zhitenev and T.A. Fulton explain the operation of the SET [79]. The input electrode 
is at a preset bias voltage. The output electrode is connected to the ground potential. The 
conducting island is insulated with two separate layers—thin fi lms that serve as tunneling 
junctions. Current I fl ows from the input electrode to the output electrode. The gate with 
bias voltage VG has capacitance CG and is connected to the conducting island. Current is 
dependent on V, VG, resistance RJ, and capacitance CJ of the junctions. On the voltage 
scale of e/C (C = 2CJ + CG), the dependence of I is nonlinear. The current is a periodic 
function of VG oscillation (as e/CG) at constant V. A Coulomb blockade suppresses current 
over the range of V and VG at low V. Higher V demonstrates a dependence of current on 
2R(V − e/2C).

Conducting island

Input electrode

Tunnel junction #1

Gate
Capacitor (C )G

Tunnel junction #2

Output electrode

Ground

(V )G

V

I

Source: N. B. Zhitenev and T. A. Fulton, Scanning single-electron transistor microscopy, In Encyclopedia of nanoscience and 
nanotechnology, Vol. 5, J. A. Schwarz, C. I. Contescu, and K. Putyera, eds., Marcel–Dekker (2004), Taylor & Francis (2005). 
With permission.
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2.3 NANOMETROLOGY TOOLS

Pure nano analytical probe methods consist of electron beams and scanning 
microscopes. Both are capable of sub-nanometer resolution. Resolution of elec-
tron beam probes depends on the wavelength (or energy), the spot size of the 
electron beam and the sensitivity of the detector(s). Resolution of scanning 
probe microscope methods depends on the sharpness of the tip, the mechanical 
properties of the cantilever, the capability of the piezo-scanner, and the sensitiv-
ity of the input electronics and detector. Both methods offered the fi rst glimpses 
into the nanoworld as they helped launch the Nano Age.

A new generation of single-atom/single-molecule metrology is upon us. The 
AFM, STM, SEM, TEM, and SERS are just some of the analytical (and hence, 
metrological) tools available for us to probe the nanoworld.

2.3.1 Electron Beam and Atomic Force Tools

We restrict our discussion in this section to electron beam and atomic force 
methods.

Electron Microscope Metrology. Scanning (SEM) and transmission (TEM) and 
scanning transmission (STM) electron microscopy are utilized in particle 
(or facet, hole) size determination and morphological characterization. Both 
techniques rely of the wavelength of the electron beam as the critical factor 
responsible for ultimate resolution. The wavelength of the beam for either tech-
nique is dependent on the de Broglie equation that we know so well by now

 
= =h h

p
c

n
l  (2.25)

where
p is momentum
h is Planck’s constant
l is the wavelength
c is the speed of light
n is the frequency

The classical form of the wavelength from energy is given by

 
=

2 Ve

h
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and for electron diffraction

 = 2 sinn dl q  (2.27)

where d is the interplanar distance.
Nanometrological inspection of nanocrystallites, nanotubes, quantum wells, 

and other sub-micrometer devices is often accomplished by SEM [83]. It is gener-
ally known that the size of nanometer structures appears larger and the distance 
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between nanometer structures appears to be less than its real dimensions—
when compared to TEM results [83]. The cause of the enlargement is linked to 
the radial distribution of secondary signal electrons, the effective resolution of 
the SEM, and the probe diameter d. Critical dimension (CD) SEM precision has 
evolved to 0.3 nm for the 45 nm technology node [84]. Recall that SEM images 
are two-dimensional projections of three-dimensional surfaces; therefore, it is 
diffi cult to provide accurate 3-D profi le data, especially over large areas [85,86]. 
For this reason, SPMs (scanning proble methods) have greater potential than 
optical microscopes, SEMs, and surface roughness measure instruments for 
nanometrology of 3-D nanostructured surfaces [85,86].

SEM is one of the workhorses of the $200 billion semiconductor industry. 
The ITRS (International Technology Roadmap for Semiconductors) states that 
SEM will continue to provide at-line and inline imaging for characterization of 
cross-sectional samples, particle and defect analysis, and CD measurements 
[87]. Customers require effective CD (critical dimension) and defect review to 
transcend the 45-nm threshold. The semiconductor industry requires that SEM 
standard artifacts related to magnifi cation, calibration, performance, and 
measurement of linewidth be addressed [87].

Scanning Probe Microscope Metrology. Nanoscale metrology with AFM is cor-
related with a unique set of issues. Errors such as overestimation of the size of 
positive features (e.g., facets) and underestimation of the size of negative fea-
tures (e.g., pores) are a direct byproduct of the sharpness of the tip, contact angle 
with the surface, and the sensitivity and control of the force application system. 
There are four underlying sources of image artifacts in AFM methods: probes, 
scanners, image processing, and vibrations. AFM images, for example, are the 
result of convolution of the object of interest and the geometry of the probe 
[88]. A general rule of thumb is that if the probe is much smaller than the fea-
ture on the surface, probe-induced artifacts are minimized and the image is 
reproduced with good accuracy. For example, if a 100-nm feature is imaged with 
a 10-nm diameter probe, a good image should be acquired with a minimal 
number of artifacts [88]. On the other hand, if the probe tip is bigger than a 
protruding feature, images appear larger than the object are recorded (Fig. 2.9). 
On the fl ip side, if imaging of pores (holes) is desired, the pore diameter appears 
smaller if a larger probe tip is applied. Regardless, in most cases, although the 
depth profi le may be inaccurate with a large probe, the pore diameter and the 
order in a pattern may still be accurately imaged. The shape of objects may be 
distorted as well with large probes. With some larger silicon probe tips, artifac-
tual triangular patterns represent the geometry of the tip rather than the geom-
etry of the feature [88].

Artifacts can be induced by other factors associated with AFM image acquisition 
and processing. Nonlinear motion, hysteresis, and the geometry of the ceramic 
piezoelectric scanner may distort images. The major sources of error in large-
area measurements are due to the angular motions of the scanning actuator/
stages [85,86]. Probe-sample angles less than nonperpendicular (or close to 12° 
off of normal) can be corrected in some AFMs. The artifact produced in this case 
is an image that may appear smaller on one side than the other. “Edge overshoot,” 
in which one side of the feature is distorted, can be caused by hysteresis. Scanner 
drift, in which distortion is observed at initial contact with a feature, is caused 
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by thermal effects induced by external sources. Most of these kinds of distor-
tions can be detected by imaging a calibration standard.

Image-processing artifacts are more rare. Too much application of low pass 
fi lters may cause steps in features to be distorted (too much smoothing)—too 
little may result in sharpness at steps. Synthetic periodic structures that appear 
to be the atomic structure may also be introduced by the use of Fourier fi lter-
ing. Vibrations absolutely cannot be tolerated during image acquisition of 
atomic structure (or in actuality, any microscopic structure). A building fl oor 
acts as a “transducer” for many sources of vibrations, both external and inter-
nal. Acoustic vibrations (e.g., a voice) are not desired, especially during image 
capture. Other sources of AFM artifacts arise from surface contamination, 
faulty electronics, and vacuum leaks. An excellent article by Paul West and 
Natalia Starostina [88] of Pacifi c Nanotechnologies, Inc. (LOT-Oriel Gruppe 
Europa) can be found at www.lot-oriel.com/site/site_down/pn_artifacts_
deen.pdf.

Analysis by scanning probe (SPM) techniques such as atomic force (AFM), 
chemical force (CFM), friction force (FFM), and atomic force acoustic (AFAM) 
microscopies rely on substrate surface chemistry (surface energy) for contrast. 
A new nanometrology, developed by the NIST in Gaithersburg, Maryland, is 
based on gradient micropatterned (Ñµp) substrates intended to serve as refer-
ence substrates for SPM calibration [89]. The microscale chemical pattern-
surface energy gradients provide a means of calibrating image contrast against 
traditional chemical measures such as contact-angle determination and surface 

FIG. 2.9

Line profi les, top, are determined for the most part by the geometry of the sample, but the 
overall image quality relies heavily on the geometry of the probe tip as well. Top right: 
Large probe tips with relatively low tip curvature exaggerate the size of protruding images 
(positive features). Top left: Conversely, a sharper tip (smaller the diameter or more 
extensive tip curvature) renders a better and more accurate image. Nanotubes or quantum 
dots often look larger than expected; however, the height of the nanomaterials is correct 
when considering the line profi le. Bottom right: With pores (negative features), the size 
(diameter) is often smaller than it is actually. The line profi le is determined by the geom-
etry of the probe and not as much by the geometry of the sample [88]. Bottom left: 
Although sharp-tipped thin probes are better for depth profi ling, all types are able to give 
decent diameter data and an outlay of repeating patterns [88].
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spectroscopy [89]. The patterns were formed from a combined microcontact 
printing/vapor deposition of monochlorosilane self-assembled monolayer on 
silicon substrates [89].

Veeco Instruments, Inc. has recently introduced a new high-throughput AFM 
designed for quality assurance testing of semiconductor wafers [90]. The InSight 
3D Atomic Force Microscope platform is capable of accuracy and precision for 
nondestructive, high-resolution three-dimensional measurements of 45- and 
32-nm semiconductor features. Approximately 30 wafers can be processed per 
hour. According to Veeco, the new instrument is able to “address critical dimen-
sion (mid-CD precision = 1.5 nm or 1% @ 3s), depth (1 nm or 1% 3s) and chemical 
mechanical planarization (CMP) metrology in a production environment.” The InSight 
3D AFM is designed to compete with other on-line nanometrology techniques. 
“CD-SEM and scatterometry are precise methods but not accurate enough, causing 
signifi cant measurement issues. Veeco’s InSight provides the lowest measurement uncer-
tainty for CD metrology, which leads to improved process control.” The new instrument 
provides twice the accuracy of previous AFMs. Improvements in the X–Y stage, 
auto-focus laser pattern recognition system, new probe designs, and system 
reliability are responsible for the enhanced capability [90].

Atomic resolution is required in scanning probe devices. The ability to “see” 
single electrons and even smaller levels of charge is also important. The combi-
nation of a sharply refi ned scanning probe and a SET should be a powerful 
combination that enables us to achieve atomic resolution and minimal levels of 
charge [79].

2.3.2 Spectroscopic Tools

Single-Molecule Measurement and Imaging. Single-molecule measurement and 
imaging has acquired signifi cant importance in the area of biomolecular study. 
In particular, the study of enzyme action offers a gateway into understanding 
the mechanisms of nanomachines [91]. Since the early 2000s, new methods 
have evolved to detect single biomolecules. For instance, study of biomolecules 
by using a dielectric bead with an attached biomolecule trapped by optical 
tweezers has been demonstrated recently [92–94].

Two new methods have gained prominence: super-resolution imaging using 
single-molecule fl uorescence and single-molecule trapping by Brownian motion 
suppression [91]. Insights into analysis of single-molecule spectra have also made 
progress in the past few years [95].

Single-molecule spectra are easy to obtain in solid samples. However, to 
study biological molecules in situ is challenging due to Brownian motion effects 
exhibited at room temperature, for example, the diffusion of a 10-nm nanopar-
ticle through a 0.3-µm laser spot area (or 100 fL) occurs in less than 1 ms [91]. 
Various means have been devised to circumvent this diffi culty: Immobilization 
on a transparent glass surface, encapsulation within the aqueous environment of 
a gel pore or a vesicle, or application of the tethered bead-laser tweezer method 
mentioned earlier [91]. The ABEL (anti-Brownian electrokinetic) trap is able to 
constrain single molecules with nanoscale resolution [96]. The trap is able to 
monitor the Brownian motion of the particle by fl uorescence microscopy, and 
then by applying a feedback voltage to control the electrical drift the Brownian 
motion is cancelled. The trap works well on nanoscale materials (molecules) 
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that are able to provide an optical image and an electric charge [96]. A.E. Cohen 
et al. in 2005 have shown that the ABEL trap is capable of trapping fl uorescent 
polystyrene nanospheres with diameter as little as 20 nm [96]. According to the 
authors, the ABEL trap can be applied to single-molecule spectroscopy, nano-
manufacturing, and the detection of biological particles [96].

Single-molecule detection procedures have been applied to the analysis of bac-
terial neurotoxin (a protease) translocation across membranes [97]. In their 2007 
paper, A. Fischer and M. Montal reported the analysis of the dynamics of botulinum 
neurotoxins by single-molecule assay with millisecond resolution. From this they 
were able to determine the mechanism of transport of the toxin across cell mem-
branes. Botulin neurotoxins are composed of two protein chains linked by a disul-
fi de bond: a 50-kDa light chain (LC, the cargo) and a 100-kDa heavy chain (HC, 
the channel/chaperone). They concluded that the neurotoxin transit occurred 
according to the following scheme: an insertion step (with LC unfolding), entry 
into the HC channel, conduction of the LC through the HC channel, release of the 
LC cargo (reduction of the disulfi de bridge), and LC refolding into the cytosol [97]. 
The processes were monitored by way of single-channel conduction currents.

Short Wavelength Sources. Short wavelength sources include x-rays and free- 
electron lasers (FEL) that are able to produce short coherent photon pulses. The 
underlying micro- and nanostructure of materials plays an important role in the 
nano-, micro-, and macroscopic properties of novel materials that can be probed 
by short-wavelength techniques [98]. Characterization of such nanostructures is 
therefore a prerequisite to engineering design of devices, for example, that con-
sider the degree of micro- and nanostructural properties like strain and stress, 
crystalline defects, and texture [98]. X-rays are sensitive to structural features on 
the scale of the chemical bond. In addition to standard static x-ray diffraction, 
structural changes triggered by infrared radiation can be measured by short x-ray 
pulses [99].

Synchrotrons produce stable and intense x-ray beams with low divergence. 
Picosecond pulses (10–400 ps) make this source suitable for the study of 
dynamic behavior with nanosecond time resolution [99]. Time-resolved x-ray 
diffraction is an excellent technique with which to measure phase transitions in 
nanomaterials. However analysis of living systems by synchrotron-based x-ray 
microscopes is limited to 20 nm due to the onset of radiation damage. Application 
of higher energy pulses is a means to overcome this limitation. Single-particle 
diffraction and fl ash imaging using wavelengths from 20 nm down to 0.2 nm 
allows for single-molecule resolution by x-rays [99]. To image noncrystalline 
samples, the photon pulses need to be shorter than the time it takes to damage 
the molecule (e.g., <100 fs and 1011 photons per 100-nm spot) [99]. Interest in 
solving the structure of noncrystallizable proteins is one of the driving forces 
behind this technique.

Larger structures require longer wavelength sources. Free-electron lasers 
produce photons that overlap with the soft-x-ray domain. The wavelength of such 
devices has been decreased from 32 nm down to 13 nm. By means of <6-nm 
wavelength sources, single-particle imaging by x-rays are on the horizon.

Scanning Nano-Raman Spectroscopy (SNRS). SNRS, also called tip-enhanced 
Raman spectroscopy (TERS), has been shown to be an effective means of analyzing 
nanoscale silicon-based structures [100]. SNRS or TERS with side-illumination 
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optics have been shown to optimize near-fi eld and far-fi eld (background) Raman 
signals by optimizing the beam polarization [100]. The breakthrough yielded sig-
nals with an order of magnitude improvement in contrast with a lateral resolution 
of Raman images of ca. 20 nm [100].

Surface-Enhanced Raman Spectroscopy (SERS). An advanced form of Raman 
spectroscopy (SERS), (or SERRS—surface enhanced resonance Raman spectros-
copy or scattering) is well known for attomole (10–18) or better levels of detec-
tion with improvements since the discovery of the surface enhancement 
phenomomen in 1974 [102]. SERRS relies on the coincident overlap of the 
chromophore transition with the excitation frequency. The SERRS system 
includes silver nanoparticles upon which the analyte is able to adsorb the appro-
priate excitation energy [103]. From confi gurations like these, single-molecule 
detection has been achieved using SERRS [104,105]. According to A. Macaskill 
et al., SERRS is a more sensitive and specifi c detection method for the direct 
analysis of DNA compared to fl uorescence measurements because SERRS is able 
to produce fi ngerprint spectra. This renders the technique better suited for 
multiplexed identifi cation of target molecules without the need for separation. 
[103]. With fl uorescence techniques, broad and overlapping spectra often limit 
its usefulness in that regard [103]. DNA by itself does not function as a classical 
chromophore, but attachment of an appropriate dye molecule (a fl uorescent 
label) renders it so.

Single-Molecule (Atom) Spectroscopy and Detection. Single-molecule (atom) 
detection is easily obtainable via SPM methods. On the surface, it would seem 
that this goal would be more diffi cult to accomplish via spectroscopic methods, 
but, nonetheless, this too has also been achieved. Single-molecule spectroscopy 
and single-molecule detection provide important data especially when coupled 
with other scanning, imaging, and spectroscopic analysis [106]. Researchers in 
Genoa, Italy have managed to combine a commercial confocal (or multi-photon) 
scanning head, a mode-locked titanium–sapphire laser, and an inverted micro-
scope to detect single-molecule fl uorescence of indo-1, rhodamine-6G, fl uorescein, 
and pyrene—the result of the ability to selectively collect signals from highly 
confi ned volumes [106]. Dilute solutions of the dyes were applied to glass slides 
by the process of spin coating.

Scatterometry. CD and other profi le properties can be obtained from periodic 
structures by a procedure known as scatterometry. Scatterometry analyzes the 
light (usually extreme ultraviolet, l = 13.5 nm) diffracted from such structures. 
According to the 2004 ITRS, 3-s metrology of at least 0.2 nm is required for the 
32-nm nodes by 2013. Currently, 0.7-nm precision is available for printed and 
physical isolated lines of 90-nm dimension [84].

Scatterometry is based on the analysis of collimated light refl ected from a 
grating (or structured) surface. The resulting diffraction pattern relies on the 
wavelength of the incident light and the period (structure) of the features on 
a surface. For example, a perfectly fl at surface would not produce a diffraction 
pattern of any order. Refl ection depends on
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where Iout and Iin are the intensities before and after refl ectance. The quantity R 
depends on the grating pitch (the period), geometry, refractive index, number of 
multilayers, and base substrate properties [84]. The factors that infl uence R from 
the perspective of the incident beam include wavelength, angle of incidence, 
polarization, and azimuth angle [84]. Obviously the refl ectance profi le will be 
complicated. Analysis is therefore accomplished by comparing data to a refer-
ence profi le derived from Maxwell’s equations [84]. For example, if the method 
is required to deliver a measurement resolution of 0.1 nm, then the method 
must be able to differentiate between the fi ts of two-signature curves 0.1 nm apart in 
the line or CD—within the constraints of the signal-to-noise ratio [84]. Counting bin 
numbers over all pairs of spectra generates uniqueness scores. Hopefully, in all 
cases, apples are being compared to apples.

Manufacturing process control factors include (1) targets fi tting within a 
prescribed area that are a function of the effective spot size of the incident 
probe, (2) scribe CD structures are employed to track processing shifts, and (3) 
characterization is required of two-dimensional and three-dimensional struc-
tures by providing grating average values for CD, sidewall profi le, thickness, 
and optical properties of the stack [84]. The industry uses both angular- and 
wavelength-dependent scatterometry. Issues include (1) that the process works 
best with periodic structures, (2) relies on accurate values of optical properties 
of materials, (3) standards are needed (as indicated above) to validate the pro-
cess, and (4) may become limited when analyzing structures with ever smaller 
dimensions [107].

2.3.3 Nanomechanical Tools

Challenges of Nanomechanical Metrology. Nanomechanical methods face, 
according to the NNI report on instrumentation and metrology [18], numerous 
challenges and barriers. It does seem like everything is a challenge in nanome-
trology, but the status quo represents, without question, the dynamic state of 
fl ux that nanometrology is undergoing and the importance of nanotechnology. 
Table 2.1 lists an edited review of challenges and barriers facing nanomechanical 
metrology [18].

Mechanical behavior for many small, synthetic and biological systems is not 
well known. In order to get the most out of mechanical devices (e.g., performance 
and reliability), mechanical property measurements and testing need to be con-
ducted. Properties such as localized strength and fracture toughness of materials 
and interfaces and the effect of surface phenomena need to be studied [108]. 
Depth-sensing nanoindenters have application as a universal testing machine. 
The Manufacturing Engineering Laboratory of NIST has devised a compression 
load test confi guration using a nanoindenter that yields information on applied 
load and load-point displacement [108]. Such testing coupled with fi nite 
element analysis (FEM) should be able to mitigate the need for mechanical 
information about nanomaterials.

Nanoindentation. Quantitative nanoindentation methods are the most versatile 
mechanical testing systems applied to nanomaterials and nanodevices, along 
with AFMs. There are over 1000 commercial nanoindentation instruments avail-
able [109]. The nanoindentation technique yields information about hardness 
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and elastic properties from force, area, and displacement data acquired from 
indentations on the order of 5–10 nm [109]. However, worldwide, there exists a 
dearth of force calibration, standardized methods, and standard reference mate-
rials. Displacement is easily measured from interferometry but force measure-
ments pose more problems due to reliance on artifactual SI standards (e.g., the 
kg mass). NIST is working on ways to trace force measurements to electronic 
and length SI units in the range between 1 mN and 10 nN [109].

Nanotribology and Surface Properties. There is a need to establish standards 
and methods to measure nanoscale adhesion, friction, and surface forces and 
characterization of surface properties (e.g., texture) at the nanoscale [110]. 
Normal and lateral forces of nanocontacts in particular need to be characterized 
at the nanonewton level. Understanding how meniscus and electrostatic forces 
affect friction measurements is an ongoing concern. Thin-fi lm stress measure-
ments are important to determine the robustness of electrodeposited thin 
fi lms [111]. Mechanical stresses develop during nucleation and growth in such 
fi lms and lead to loss of adhesion and the generation of bulk surface defects. 
Cantilever-based devices have been devised that are able to measure and resolve 
forces on the order of 0.03 N ⋅ m−1 of fi lms as they form. For example, profi les 
of stress formation during the deposition of 250 nm of Au on borosilicate 
glass revealed that there is a rapid rise in tensile stress during the fi rst 20 nm of 
deposition [111]. It was also determined that the highest tensile stresses 
correlate with high nucleation densities obtained at more negative electrode-
position potentials.

Adhesion. Adhesion and mechanical properties characterization from axis-
symmetric testing is a promising method to quantify adhesive performance while 

TABLE 2.1 Challenges Facing Nanomechanical Metrology

Metrology Challenges
Standards and 
calibration

Traceability of force and displacement, international collaboration 
on standards, nanoscale forces, and contact mechanics

Modeling Computational power, data storage, and mining
Experimentation Testing fi xtures, sample development, positioning, and 

manipulation
Multiple technique 
integration

Atomic/molecular-scale resolution, single-event spatial resolution, 
time and position information synchronization

Automated 
measurements with 
high throughput

Speed, automation, yield, quality, size, and conditioning
Robust probes, periodic reference standards
Lack of wide range of testing environments (T, f), lack of models, 
high-speed methodologies, and well-characterized nanoscale 
probes

New instruments Tip wear, control, cm to nm positioning, decoupled lateral and 
vertical force sensors and need for standards, quantitative 
mechanical property mapping

Real-time 
measurements

Contact area, surface treatment, robustness, real-time measurement, 
interfacial testing, thermal drift
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studying debonding mechanisms simultaneously [112]. Traditional “one-per” 
tests (serial testing) do not offer enough throughput, and as a result, combina-
torial methods have become more attractive. The Johnson–Kendall–Roberts 
method (JKR) utilizes a hemispherical lens that is pressed into a sample. By 
monitoring the contact area between the lens and the sample, it is possible to 
describe the work of adhesion [112]. The Multilens Combinatorial Adhesion 
Tester (MCAT), equipped with an array of microlenses, is able to track the contact 
radii of 400 specimens simultaneously.

Peel tests, one of the primary methods applied by industry to evaluate 
adhesives, is a method that also suffers from the limitations of serial testing. 
Combinatorial and other high-throughput methods have also been applied to 
accelerate the rate of adhesive performance testing [113]. A thin polymer applied 
to a substrate is characterized by a surface energy gradient and simultaneously, 
an orthogonal temperature gradient. Failure maps can be constructed that reveal 
the transition from adhesion to failure as a function of surface energy, annealing 
time, and annealing temperature [113].

Computer Modeling of Nanomechanical Behavior. Nanoscale mechanical failure 
is diffi cult to measure [114]. Finite element method (FEM), classical atomistic 
simulations, and density functional theory (DFT) offer means of addressing this 
dilemma. FEM is an excellent procedure with which to model elastic behavior of 
bulk materials but comes up short with regard to failure analysis because failure 
mechanisms depend on atomic scale behavior. Classical atomistic simulations are 
able to handle thousands to millions of atoms but fall short at the chemistry end 
of the spectrum. DFT is rather accurate and describes the chemistry accurately. 
Unfortunately, even in this day and age, central processing unit (CPU) time is at a 
premium and DFT models are not able to correlate more than a few hundred 
atoms simultaneously. Use of all three models is often required to understand 
mechanical behavior from the atomic to the macroscopic level [114]. The results of 
computer modeling techniques are correlated with experimental nanoindentation 
and AFM data to provide quantitative predictions of material behavior.

Roundness. Roundness measurements, mentioned briefl y earlier, determine the 
circularity of the contour of a 3-D object. Roundness is the quality or state of 
being round. Eccentricity is the deviation from roundness, but in general, out-of-
roundness includes the presence of surface defects as well. Roundness has been 
traditionally evaluated according to NBSIR 79-1758, a document created but the 
National Bureau of Standards (now NIST). The world’s highest accuracy for 
roundness measurements are obtained on a Mitutoyo RA-H5000 located in the AML 
of NIST in Gaithersberg, Maryland. Measuring uncertainty of 3 nm and long-term 
repeatability within 1 nm have been achieved with this instrument [115].

2.4  NANOMETROLOGY AND 
NANOMANUFACTURING STANDARDS

According Sarah Gale of Small Times, the magazine of the MEMS and nanoworlds, 
“… the rush to develop standards for nanotechnology that the world will embrace is in 
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full throttle” as metrology and standards organizations worldwide are converging 
to establish standards for nanotechnology [116]. There are several key ingredi-
ents required to realize this ambitious goal including generalized components 
such as defi ning a common language, material dimensions and quality, and the 
foundation for nanomanufacturing practices [116].

2.4.1 Standards for Nanotechnology

Just like the NNI and the National Institutes of Health, other organizations have 
established plans of attack concerning the development of nanotechnology 
including several metrology organizations that are involved in the process of 
doing exactly that—creating a roadmap. Some of the most important standards 
organizations are listed in Table 2.2.

All of these organizations realize that global cooperation is imperative if 
universal standards regulating nanometrology, practices, and standards (and 
nanomanufacturing) are to play a viable role in the commercialization of nano-
technology. An excellent source of nanotechnology standards news can be found 
online at Nanotechnology Standards News (IHS Engineering), (http://engineers.
ihs.com/news/topics/nanotechnology-standards-news.htm) [117].

The Institute of Electrical and Electronics Engineers (IEEE) has already 
released a standards document for nanotechnology and an overview of the 
roadmap to guide standardization efforts [118,119]. The IEEE roadmap reveals 
the complexity of developing standards for new materials, especially materials 
that exist at the nanoscale. The complexity and challenge of developing the 
IEEE roadmap can be seen by reference to the draft which was made available 
for the public in April, 2007 [120]. The roadmap identifi es 25 key technologies, 
74 standards opportunities, and 13 “high priority” technologies.

TABLE 2.2 Standards and Testing Organizations of Note

Organization Acronym Web Address
American Institute of Chemical Engineers AlChE www.alche.org
American National Standards Institute ANSI www.ansi.org
American Society of Mechanical Engineers ASME www.asme.org
American Society for Testing and Materials 
International

ASTM www.astm.org

British Standards Institute BSI www.bsi-global.com
Institute for Electrical and Electronics Engineers IEEE www.ieee.org
International Organization for Standards ISO www.iso.org
International Union of Pure and Applied Chemists IUPAC www.iupac.org
National Institute of Advanced Industrial Science 
and Technology

AIST www.aist.go.jp

National Institute of Standards and Testing NIST www.nist.gov
National Sanitation Foundation International NSF www.nsf.org
Semiconductor Equipment and Materials International SEMI www.semi.org
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IEEE. At the tail of 2005, the IEEE released a standards document that defi nes 
test methods for measurement of electrical properties of carbon nanotubes—
IEEE 1650–2005 [118]. It was the fi rst formal effort to identify the minimal 
information required for reporting results for a nanomaterial [116]. The purpose 
of the document was to ensure that results can be reproduced in other labs and 
thereby proven—and on a large scale [121].

ASTM. ASTM (American Society for Testing and Materials) formed in 1898 by 
C.B. Dudley specifi cally to support the railroad industry develops and publishes 
voluntary consensus technical standards for technology and materials. It is con-
sidered by many to be the world’s largest organization dedicated to standards. 
ASTM standards are developed from numerous volunteer consensus technical 
committees. ASTM developed one of the fi rst nanotechnology standards in 2006 
[122]. Logically, the fi rst standard should revolve around “standard terminology 
related to nanotechnology.” We have mentioned time and time again about the 
importance of language in science. Selected defi nitions originating from ASTM 
E 2456-06 are provided in Table 2.3.

2.4.2 NIST Efforts

The National Institute of Standards and Testing has undertaken efforts to 
develop metrology and standards for nanomaterials and processes. Part of the 

TABLE 2.3 Terminology for Nanotechnology (ASTM E 2456-06)

Term Defi nition Term Defi nition
Agglomerate A group of particles held together by 

relatively weak forces (e.g., van der 
Waals or capillary) that may break 
apart into smaller particles upon 
processing.

Nanotechnology A term referring to a wide range of 
technologies that measure, manipulate, 
or incorporate materials, and/or features 
with at least one dimension between 
approximately 1–100 nm. Such 
applications exploit the properties, 
distinct from the bulk/macroscopic 
systems, of nanocomponents.

Aggregate A discrete group of particles in which 
the various individual components 
are not easily broken apart, such as 
in the case of primary particles 
that are strongly bonded together 
(e.g., fused, sintered, or metallically 
bonded particles).

Nanostructured Containing physically or chemically 
distinguishable components, at least one 
of which is nanoscale in one or more 
dimensions.

Nanoscale Having one or more dimensions from 
approximately 1–100 nm

Non-transitive 
particle

A nanoparticle that does not exhibit 
size-related intensive properties

Nanoscience The study of nanoscale materials, 
processes and phenomena, or 
devices.

Transitive 
nanoparticle

A nanoparticle exhibiting size-related 
intensive properties that differ 
signifi cantly from that observed in fi ne 
particles (100 nm < fi ne particle < 2.5 µm) 
or bulk materials.
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commitment is fully visible in the form of NIST’s new AML in Gaithersburg, 
Maryland. NIST has also recently opened the Center for Nanoscale Science 
and Technology in 2006 that contains a nanofabrication facility and focuses 
on instrumentation research, metrology, and standards development. Standard 
reference materials are also being developed for the characterization of 
nanomaterials, for example, standards for gold nanoparticles ranging in 
diameter from 1 to 100 nm for instrument calibration, thin fi lms, single-phase 
nanoscale particles for electron beam, and ion beam analytical imaging instru-
mentation. The Nanotechnology Characterization Laboratory (NCL) at the 
National Cancer Institute (NCI) is conducting tests on the effi ciency and 
toxicity of nanoscale particles—in vitro and in vivo. The Department of 
Energy (DOE) laid the groundwork for fi ve Nanoscale Science Research 
Centers (NSRC) across the country. Developing new tools and methods 
for nanomaterials include the transmission electron aberration corrected 
microscope (TEAM), dedicated to developing the next generation TEMs.

ANSI. Standards are in the process being developed to accommodate nano-
technology. In June 2004, the American National Standards Institute (ANSI) 
established a panel to help coordinate national efforts in standards development. 
The International Organization for Standardization (ISO) followed suit shortly 
thereafter. The international arm of ASTM, known as ASTM-International, is 
working with ANSI to develop and standardize nanotechnology terminology, 
characterization methods, health and safety protocols, intellectual property 
management, and international liaison and cooperation. ASTM has also 
formed a partnership with IEEE, the American Society for Mechanical Engineers, 
Semiconductor Equipment Manufacturers Inter national, the International Institute 
for Chemical Engineers, and the National Sanitation Foundation to develop 
global terminology and standards.

Work is underway globally to develop (1) methods to detect nanomaterials 
within biological environments, (2) methods to understand heterogeneity in 
nanomaterials, (3) methods for measuring purity and metrology of particle size, 
(4) methods and standardized tools to assess nanomaterial shape, structure and 
surface area, (5) to detect and measure nanomaterial spatio-chemical composi-
tion, and (6) an inventory of nanomaterials and their use.

2.4.3 IEEE Roadmap for Nanoelectronics

The purpose of the IEEE Standards Association Nanoelectronics Standards 
Roadmap is to frame the big picture view of nanoelectronics standards, both in 
the near and far terms [120]. This includes creating standards for materials 
(nanoparticles such as nanopores, quantum dots, quantum-confi ned atoms, 
nanospheres, nanorods, nanoshells, complex nanoparticles, nanocrystals, and 
magnetic nanoparticles and ferrofl uids); and nanoscale conductive intercon-
nects like nanotubes and nanowires; and devices like sensors, storage devices, 
emitting, and switching.

All categories need to be identifi ed and provided with standards—whether 
manufacturing or material—if commercialization is to proceed effi ciently 
worldwide. Many of the standards will be extensions of preexisting standards 
that already support micron-level industrial practices developed over the 
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past 20 years or so. Others are brand new and will have to be developed as 
we go along.

Equally impressive is another list provided in the IEEE roadmap that 
addresses “behaviors to exploit.” The list is a “who’s who” or more appropriately, 
a “what’s what” of nanotechnology. It is a summary of the many properties and 
phenomena that are exhibited by nanomaterials and by itself is a valuable 
pedagogical tool.

2.5  NANOMANUFACTURING AND MOLECULAR 
ASSEMBLY

Nanomanufacturing is already a reality. Components for our computers 
already are stocked with nanosized transistors (<100 nm). However, bottom-
up techniques are making headway into nanomanufacturing. Because nano-
technology is amenable to bottom-up synthesis, one would expect that 
chemical and biological methods of synthesis be applied on a larger scale. 
There are however, growing pains associated with whole-scale uses of bot-
tom-up synthesis methods. The development of micro- and nanomanipula-
tors offers another route to devices and products. And lastly, biomolecular 
assembly, a process that is based on natural assembly lines characteristic of 
living things, offers us a unique look at bottom-up assembly adapted to a 
synthetic world.

2.5.1 Lithographies

The accurate placement of patterns is a critical element in future nanomanu-
facturing practices. Current nanoelectronics, nanophotonics, and nanomag-
netics all require the application of patterns during some part of their 
assembly. More accurate pattern gratings are needed for 2-D planar nano-
manufacturing to become a reality. Solutions to pattern placement problems 
include eventual elimination of laser interferometers. M.L. Schattenburg of 
MIT, who states that current metrology tools are inadequate for nanomanu-
facturing, provides an intriguing overview of nanometrology in nanomanu-
facturing [17]. In general and historically, two basic criteria are required for 
viable manufacturing of 2-D systems: (1) CD metrology that regulates feature 
size and (2) accurate pattern placement (location and/or overlay of patterns 
on top of complementary structures). Rapid, reliable, and accurate inspection 
of products during assembly is another need. Currently, SEMs for CD evalua-
tion have limited accuracy, AFMs equipped with nanotips are too slow, and 
laser interferometers are inadequate for metro logy at this small scale [17]. 
The critical metrology component is the “metrology frame.” The stable metrol-
ogy frame consists of a length scale and a way to compare a manufactured 
component with that length scale. Microscopes, for example, traditionally are 
used to accomplish the latter.

According to Schattenburg, metrology frames “underpin all accurate metro-
logy tools” that include lithography mask (reticle) writers, lithography scanners 
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and steppers, CD metrology tools, pattern placement and overlay metrology 
tools, circuit and mask repair, and coordinate measuring tools [17]. Just to 
provide a perspective, according to the ITRS [17,123], metrology milestones 
indicate the direction the semiconductor industry is taking over a 15-year 
horizon [123]. From 2001 through 2016, CD is expected to decrease from 
130 nm down to 22 nm; overlays from 45 nm down to 9 nm; mask image 
placement from 27 nm down to 6 nm. The corresponding frame errors, once 
again from 2001 through 2016, are expected to decrease from 11 nm down to 
2.3 nm; and the length scale error from 2.8 nm down to 0.6 nm (based on MIT 
research efforts) [17]! From 2005 on or so, solutions are in the works and 
some issues, the overlay parameters in particular, have no working solutions at 
this time.

Now, let’s discuss an amazing (little) device called the MIT Nanoruler. 
C.G. Chen and M.L. Shattenburg et al. of MIT in 2004 reported the development 
of a ruler based on a new form of interference lithography capable of large-scale 
work that is fast, accurate, and precise. The nanoruler was designed to pattern 
large gratings. For example, a 400-nm period grating was etched onto a 300-mm 
wafer in ca. 20 min [124]! The grating pattern lower limit of the 2004 device 
was 150 nm. The tool is housed in a cleanroom (housed in a larger cleanroom) 
that holds temperature fl uctuations to ±0.005°C. Scanning beam interference 
lithography (SBIL), a concept conceived by Schattenburg, possesses precision 
“better than 1 nm” across a 300-mm wafer. SBIL consists of two narrow (2 mm 
diameter) ultraviolet laser beams that generate interference pattern fringes. 
A spot formed by the fringes is scanned linearly across the wafer’s surface. The 
SBIL writes the grating with thousands of parallel fringe spots.

2.5.2 Nanomanipulators and Grippers

Manufacturing that is accomplished at the macroscale, like automobile assem-
bly lines, is driven to a great part by automated components, for example, 
robots. We now explore their micro- and nano-counterparts. Manipulators with 
high positioning accuracy and stages with nanometer sensitivity are well repre-
sented in today’s marketplace.

Nanomanipulators. Nanomanipulators are often coupled with scanning electron 
microscopes to provide a view of fi eld operations for research, development, 
and production applications. Some models, like the S100 nProber (sub-100-nm) 
manufactured by the Zyvex Corporation, have four positioners that grasp, move, 
test, and position nanocomponents to accommodate four axes of movement. 
Transfer of samples and interfaces with preexisting laboratory equipment are 
possible with such devices. These nanomanipulators are equipped with a joystick 
and keypad to provide tight control over manipulation. Figure 2.10 displays 
images of selected nanomanipulators and grippers, courtesy of the Zyvex Corpo-
ration. Zyvex also manufactures high aspect ratio NanoEffector Probes (tip radius 
<50 nm) that are able to probe small features with 50-nm contact and small 
geometries (four 50-nm contacts within 100 nm of each other). Eight probe 
tips can be utilized in a 500-nm workspace and is utilized by Zyvex's nProber. 
For more information, please consult Zyvex’s website at www.zyvex.com.
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Nanorobotics? The fi eld of nanorobotics, although infringing on the realm of 
science fi ction, is pursued quite vigorously by several groups. A recent call for 
papers (expected publication in fall 2008) by the International Journal of Robotics 
Research is serious about expanding the world of robotics down to the nanoscale. 
Please refer to www.ijrr.org. The current state of the art and future challenges in 
nanorobotics are scheduled to be discussed. Their participation in nanomanu-
facturing is inevitable. Nano robots are defi ned as

FIG. 2.10

(a) A Zyvex nProber is capable of sub-100-nm manipulation. The semiautomated system 
consists of 8 encoded positioners, an xyz-encoded center stage (for step and repeat 
capability), and vision feedback for point and click positioning. (b) A fi eld-emission gun 
scanning electron microscope (FEI Quanta 200 FEG SEM), a parametric analyzer, and 
advanced contamination system is shown. The FEI Quanta 200 provides optimized reso-
lution, video rates, beam shift, vacuum technology and user control for nanoprobing 
integrated circuit and failure analysis. (c) A close up of the eight encoded positioners 
that enable advanced probing and increased throughput. (d) A Zyvex microgripper is 
shown.

(a) (b)

(c) (d)

Source: Images courtesy of Jim Von Ehr, II; Zyvex Instruments, Richardson, Texas. With permission.
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… intelligent systems with overall dimensions at or below the micrometer range 
that are made of assemblies of nanoscale components with individual dimen-
sions ranging between 1 and 100-nm. Nanorobots will be able to perform at 
least one of the following actions: actuation, sensing, signaling, information 
processing, intelligence, swarm behavior at the nanoscale.

Such nanobots face critical design, fabrication, and control challenges, according to 
the journal. In particular, nanorobots would be exposed to unusual microenvi-
ronments that are vastly altered from macroscopic scenarios. Solicited paper 
topics include design and manufacture of nanobots, kinematic and dynamic 
modeling, robotic control, AFM/SPM-based assembly and manipulation, molec-
ular self-assembly and swarm behavior, nanosensors, bio-nano robots, and 
applications (medical, biological, and industrial manufacturing) [125]. We shall 
wait and see. Crossing this threshold would indeed be an amazing milestone.

2.5.3 Bottom-Up Manufacturing

Bottom-up chemical methods of nanomanufacturing are expected to deliver a 
major contribution to manufacturing at the nanoscale. Although far from being 
realized, bottom-up techniques in general will provide inexpensive means to 
form nanostructures (dots, wires, and thin fi lms) with high throughput. We 
shall review a few major kinds of bottom-up manufacturing techniques. Detailed 
descriptions of these techniques are found in our sister book, Introduction to 
Nanoscience (CRC Press, 2008) [101]. Challenges facing self-assembly on a larger 
scale include attainment of long-range order, overall robustness, development 
of methods to mitigate contaminants, errors and defects; and control of 
microenvironments.

Microfabrication. Microfabrication techniques are essentially top-down 
“machining” processes. By subtraction from a bulk substrate material, the fol-
lowing repeating process takes place to form circuits, components, and devices:

Substrate → Application of Thin Resist Film → Mask and Lithography → Etch → 
Liftoff of Mask → Characterization and Release

Lithography involves cleaning (following each step), application of the mask, 
exposure to pattern, development, curing, and inspection. Lithography is usually 
an optically driven process but direct writing is also accomplished by electron or 
ion beams and AFM techniques.

Nanofabrication with Soft Lithography. In the soft lithography process, poly-
dimethylsiloxane (PDMS) is poured into a predetermined pattern (formed by 
traditional lithography). Following curing, the PDMS is peeled out as a negative 
replica of the primary mask. This rubbery material is then attached to a substrate 
and becomes a stamp for the pattern. The stamp’s surface is coated with thiols and 
then pressed against a surface consisting of a thin fi lm of gold. The thiols form a 
self-assembled monolayer on the gold. George Whitesides and his group at Harvard 
University developed this process known as micro-contact printing (µCp).

Nanofabrication with Direct Manipulation. STM, AFM, spin-polarized STM, 
and dip-pen nanolithography are a few methods that create 2-D hierarchies by 
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direct writing. STM, for example, utilizes a sharp, metal-conducting tip that is 
brought into close contact (within 1 nm) of a sensitized surface. The surface can 
then be “etched” by the STM tip that is rastered to produce a pattern. Dip-pen 
lithography is capable of depositing a wide variety of component species rang-
ing from carbon nanotubes, colloidal particles, self-assembled monolayers, 
reactive species, and many more. An AFM tip immersed in a liquid meniscus 
(that is a reservoir containing the targeted delivery materials) is rastered across a 
surface according to a predetermined pattern.

Nanosphere Lithography. Nanosphere lithography employs spherical latex 
particles (or other suitable materials) that are assembled into a close-packed 
pattern. By methods such as evaporation or sputtering, materials are allowed to 
fi ll the interstices of the spherical matrix to form a negative pattern based on the 
original template. The process was developed by Richard P. van Duyne of 
Northwestern University.

Other Template Methods. Templates include porous templates made of metal 
oxides and various silicas. Aluminum oxide templates, formed via an anodized 
process, contain nearly perfect arrays of parallel pore channels with diameters a 
few nanometers to larger than 250 nm. The anodic process to form the fi lms is 
extremely “low tech” and requires some highly polished aluminum, one of four 
kinds of mineral acids (sulfuric, oxalic, chromic, or phosphoric), a cooling appa-
ratus, and a DC-power supply. The diameter of the pores formed during anodiz-
ing is directly proportional to the applied voltage. Highly ordered arrays are 
formed by performing the anodizing twice. Removal of the fi rst oxide layer after a 
24 h period leaves a templated surface of perfectly ordered scallops. The array of 
hexagonally packed scallops have attained the steady-state equilibrium with 
regard to diameter and distribution. Anodizing over this layer yields an equivalent 
distribution of pore channels, already in an ideal, ordered state. Pore channels can 
be fi lled with whatever material required. For example, carbon nanotubes can be 
grown in the pore channels to form substrates for fl at panel displays. Through-hole 
anodic membranes have utility as maskants for patterning surfaces.

Self-Assembly. Supramolecular host–guest chemistry, molecular self-assembly, 
and inorganic–organic hybrid materials are just some processes and/or materials 
that rely on self-assembly in order to form nanostructured materials. Self-
assembly is the spontaneous formation of a material from preexisting components 
that is reversible (to some degree—of course, in manufacturing, we want things 
to be nonreversible), controllable, and is based on stochastic chemical processes. 
There is static self-assembly, dynamic self-assembly, and programmed self-
assembly. More information about self-assembly can be gleaned from Introduction 
to Nanoscience.

Micelles, the meniscus effect, crystallization, and polymerization occur in 
nature unabated. The action of protein folding, the self-assembly of the tobacco 
mosaic virus, and the molecular engine called the ribosome are all based on 
intermolecular binding forces and substrates held together with strong covalent 
bonds. The environment is very important in self-assembly. Other drivers such 
as energy minimization, nucleation, and the effect of templates also infl uence 
self-assembly. Nature is a good tutor. Applications of self-assembly to synthetic 
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systems is dependent on the degree of control, for example, controlling the local 
environment, external fi elds, particle dispersion, and timing.

2.5.4 Molecular Scale Assembly Lines

Richard Feynman fi rst proposed in 1959 the concept of “working with atomic 
precision” to fabricate nanosystems [126]. Most of the discussion, however,  
in this section is gleaned from Eric Drexler’s essay Productive nanosystems: The 
physics of molecular fabrication (Physics Education, 40, 339–346 (2005)). 
Drexler is one of the leading proponents of molecular manufacturing, and 
he states the following [126]:

Fabrication techniques are the foundation of physical technology and are thus of 
fundamental interest. Physical principles indicate that nanoscale systems will be 
able to fabricate a wide range of structures, operating with high productivity and 
precise molecular control. Advanced systems of this kind will require immediate 
generations of system development, but their components can be designed and 
modeled today.

Nature, after all, does precisely this—fabricate materials bottom up from mole-
cular assembly systems that deliver precise control over structure—with a few 
glitches here and there. Ribosomes are biological molecular machines that are 
directed by digital codes to fabricate proteins—a testament to a functional nano-
system that has demonstrated incredible success (and reliability) over eons that 
use inexpensive materials that are “biodegradable.” The yearly output of such 
molecular machines is on the order of billions of tons of exactly the same 
product(s). Drexler goes on to state that synthetic systems should be able to 
outperform biological counterparts. An excellent example that supports this 
claim is the contrast between our avian friends and modern day aircraft. To pro-
vide balance, however, we add that synthetic systems are far inferior to their 
biological counterparts in many other ways.

Drexler envisions the assembly of precise, intricate structures by enjoining mole-
cules with direct mechanical control. He claims that this is possible if tight control 
over molecular motion, bonding transformations that exclude unwanted molecular 
encounters while simultaneously ensuring positional accuracy down to 1 Å. Enzymes, 
after all, are able to do just that—precise and accurate control down to the atomic 
level. Reliability would be a benefi cial outcome of this manufacturing methodology. 
The secret to achieving the successes achieved by biological systems is dependent on 
the nature of scaling laws and their applicability to nanosystems [126].

Productive Nanosystems. Nature perhaps will be our greatest tutor—via biomi-
metics—copying nature should certainly give us a head start over developing 
such systems from scratch. An interesting juxtaposition has been reached. We 
emulate natural systems to learn how to build nanosystem molecular assemblies 
in the long term yet our technology is mostly “very synthetic.” For example, 
most of our technology does not emulate nature at all. In accordance, Drexler’s 
plan, actually, intends to move away from assembly in fl uid media (as in the case 
of biological materials). Due to “unnecessary drag” caused by fl uid and gaseous 
environments to media and restrictions imposed by biomolecules that are essen-
tially large monomers with low bond density and stiffness, performance can be 
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enhanced by moving out of the liquid/gaseous environment and employing 
materials that are stronger, harder, and stiffer [126]. In other words, nanosystem 
productivity should be enhanced by extrapolation of our macroscopic machines 
down to the nanoscale in the form of a modern assembly line. This type of phi-
losophy has already been accomplished at the microscale. An example of a 
futuristic molecular planetary gear is shown in Figure 2.11. A molecular mill 
mechanism is shown in Figure 2.12. The fi gure represents a repetitive mecha-
nism that is able to add one atom to a cluster.

Nanotribology. Friction is another parameter that requires more study at the 
nanoscale. Friction (from the Latin frictionem “a rubbing down”, from fricare “to 
rub”) is an age-old engineering issue. It was from a frictional process after all 
that some of our ancestors were able to make fi re. The ancient Egyptians fi gured 
out that moving monumental masses on wooden rollers were easier pulled on 
wet sand than dry [127]. Pork fat was used in the Middle Ages to lubricate axels 
of wagons [127]. Leonardo Da Vinci in the late 1400s and early 1500s, by way 
of his inclined plane experiments, introduced friction in the context of modern 
engineering by sliding a rectangular block down a planar surface [128,129]. He 
found that the magnitude of friction had a linear dependence on load but was 
independent of geometrical area of contact and the type of material (the universal 
coeffi cient of friction ≈0.25) [127]. Guillaume Amontons in the late 1600s 

FIG. 2.11

A molecular planetary gear is shown. The structure is held together with strong covalent 
bonds and is able to rotate at a frequency of 1 GHz while delivering power density of 1015 
W ⋅ m−3. A molecular machine such as this resembles a conventional machine; but do these 
molecular analogues really perform like conventional machines? And, what factors exist 
at the nanoscale that serve to disrupt this notion? According to molecular dynamic models, 
at temperatures much less that kBT, molecular models have shown that “bearing interfaces” 
of strong covalent solid molecular machines show no static friction. Dynamic friction, 
however, is likely through phonon interactions. Another aspect is thermal fl uctuations. 
Thermal fl uctuations could provide a real barrier to accelerated use of nanomaterials. 
Thermal fl uctuations, as one might imagine, contribute to increasing uncertainty in position 
and reduce energy barriers. One solution to reduce thermal fl uctuations is to operate at 
extremely low temperatures.

Side view Top view of cross section
Input shaft

Sun gear

Casing

Planet gears

Ring gearOutput shaft1 nm

Source: K. E. Drexler, Productive nanosystems: The physics of molecular fabrication, Physics Education, 40, 339–346 (2005). 
With permission.
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reaffi rmed Da Vinci’s results and found that frictional force is directly propor-
tional to the perpendicular force and independent of the type of material 
(universal coeffi cient of friction ≈0.33). Leonhard Euler related frictional force 
with gravitational force and was the fi rst to distinguish between static and kinetic 
friction. Later on, Charles Augustin Coulomb in the mid-1700s studied the 
independence of friction from velocity.

With perhaps a peek into the nanodomain, Coulomb suggested that microm-
eter roughness was responsible for friction. It was later shown that highly 
polished surfaces demonstrated more friction than roughened surfaces. John 
Theophilus Desaguliers in the early 1700s implied that a molecular component 
to friction was at work—adhesion that was dependent on geometrical contact 
area [127]. Interestingly, it is rather diffi cult to derive classical friction laws from 
fundamental atomic principles [128]. Philip Bowden and David Tabor of 
Cambridge University proposed an adhesion bonding mechanism between 
atoms to friction [128]. G.A. Tomlinson in 1929 proposed that phonons were 
responsible for the mechanism of friction. With the advent of the quartz crystal 
microbalance (QCM) and the lateral force microscope (a type of AFM), the 
mechanisms of friction were explored with greater frequency.

The phononic mechanism was proven by J. Krim et al. by showing how 
krypton monolayers demonstrated measurable sliding friction over a gold 
surface [129]. Phonon effects were measured by a QCM. In another study, 
Abdelmaksoud et al. showed that trace levels of interfacial slippage between 

FIG. 2.12

In this artist’s rendition, the concept of atomic precision is 
depicted by a mechanical system that forces components to react, 
for example, guiding molecular reactions. In the image, a molecular 
machine attaches a hydrogen atom to a cluster. The machine 
components are shown undersized and without detail. 

Source: Image courtesy of Eric Drexler. With permission.
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tricresylphosphate (TCP) and metal or metal oxide yielded low macroscopic 
coeffi cients of friction while rigidly attached TCP showed high macroscopic 
coeffi cients of friction [130]. Static friction, as opposed to sliding friction, 
requires more force to overcome. At the nanoscale, when considering monolay-
ers sliding over atomically smooth substrates, there is no static friction—ca. 105 
times less than for macroscopic counterparts [128,129]. Coeffi cients of friction 
derived from nanotribological experiments tend to disagree by several orders 
of magnitude with their macroscopic counterparts [128,129].

Ernst Meyer at the University of Basel in 2004 studied friction with a lateral 
force microscope sliding over the surface of an atomically smooth sodium chlo-
ride surface. He showed that there is a transition from stick slip to sliding due to 
atomically modulated friction phenomena. Once overcoming the stick-slip regime, 
an ultra-low domain of friction is encountered, for example, superlubricity [127]. 
MEMS friction testers (tens of contact regions) capable of detecting forces as small 
a 5 µN have been developed to bridge the gap between macroscopic (numerous 
contact regions) and nanoscale friction (single contact region).

At the macroscale, over $100 billion is lost in the United States annually due 
to friction [128]. Much of this kind of friction depends on the interaction with 
gravity. Gravity has no effect at the nanoscale, rather electromagnetic forces are 
dominant. Material shear at the macroscale is relatively insignifi cant. This shear, 
however, of a single atomic layer of a nanomachine can be terminal to its opera-
tion [128]. Superlubricity, nonetheless, is expected to help solve some of the 
frictional issues encountered today. In order for this to occur, according to 
J. Krim, understanding of friction at the atomic-, nano-, and mesoscale is imper-
ative. The future of friction, she goes to say, will be part of the system design 
process and reduced or eliminated “before the fact” rather than application of 
lubricants “after the fact.”

Self-Assembly. The competition to such mechanized “mechanically guided 
systems” is the natural process of Brownian motion-driven self-assembly—a 
process that takes place usually in aqueous media. Biology exploits self-assembly 
via the action of programmable machines to make precursor building blocks 
[126]. However, Drexler believes that directed mechanical assembly will replace 
biologically based self-assembly that produces interfaces that are “soft and 
weak.” Although Brownian motion-based self-assembly is prevalent today, in 
the long run, it will not survive the nanomanufacturing demands required by 
future technology, according to Drexler.

Scaling Laws. Classical scaling laws are mathematical laws that predict how 
variation in one quantity affects variations in other quantities. Scaling laws are 
commonly referred to as power laws. The Stefan–Boltzmann law, for example, is 
a power law. Scaling laws are able to relate one function to that function at 
different size regimes. For example, ants are able to lift ca. 20´ their own weight 
in mass while humans are not quite able to achieve that level of perfection. Put 
another way, if there were no scaling laws, then we should be able to lift 2 tons 
of weight (assuming a 200-lb person) in proportion to what an ant is able to lift 
(e.g., a linear transposition).

The simplest way to get a feel for scaling laws is to study mechanical systems. 
In mechanical systems, mass is proportional to volume. However, if a linear 
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dimension of an object is reduced by a factor of x, then the volume of that object 
is reduced by a factor of x3. At the nanoscale (ca. 10−8 m), several classical scaling 
laws retain a sense of relevance—especially with regard to mechanical functions 
[126]. These laws do break down at smaller scales where atomic structure 
and quantum effects exert more infl uence. Please refer to Table 2.4. Classical 

Quantity Scaling Magnitude
Magnetic force L4 10−19 N
Volume L3 10−24 m3

Mass L3 10−21 kg
Electrostatic energy L3 10−19 J
Torque L3 10−15 m N
Gravitational force (weight) L3 10−20 N
Area L2 10−16 m2

Force (at working stress) L2 10−7 N
Mechanical power L2 10−7 W
Electrostatic force (constant fi eld) L2 10−11 N
Electric current L2 10−6 A
Length L1 10−8 m
Deformation (constant stress) L1 10−11 m
Motion time L1 10−8 s
Stiffness L1 104 N m−1

Voltage (constant fi eld) L1 100 V
Gravitational stress L1 10−5 N m−2

Mechanical working stress L0 109 N m−2

Modulus of elasticity L0 1012 N m−2

Electrostatic stress (constant fi eld) L0 105 N m−2

Adhesive strength (dispersion forces) L0 109 N m−2

Strain L0 10−3 —
Density L0 103 kg m−3

Speed L0 100 m s−1

Current density L0 1010 A m−2

Electric fi eld L0 108 V m−1

Amplitude of thermal vibrations L−1/2 10−12 m
Acceleration L−1 108 m s−2

Spring stiffness L−1 104 N m−1

Deformation (constant force) L−1 10−11 m
Mechanical power density L−1 1017 W m−3

Electrical resistance L−1 100 Ω
Motion frequency L−1 108 s−1

Relative productivity (scaled parts) L−1 105 s−1

Relative productivity (atomic parts) L−4 103 s−1

TABLE 2.4 Physical Properties: Scaling and Magnitude

Source: K. E. Drexler, Productive nanosystems: The physics of molecular fabrication, 
Physics Education, 40, 339–346 (2005). With permission.
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continuum scaling laws as they apply to magnitudes down to 10−8 m break 
down at smaller dimensions where atomic structure and, if smaller, quantum 
effects need to be considered [126].

For a more detailed discussion, please refer to Drexler’s paper mentioned 
earlier in this text. 

Impediments to Mechanical Nanosystem Fabrication. Scale-down of a macro-
scopic machine to the nanoscale is not just a matter of making it smaller. Other 
factors need to be considered. For example, forces that are irrelevant at the mac-
roscale such as van der Waals forces can be signifi cant at the nanoscale. There are 
several aspects that could contribute to the failure of a molecular system: (1) 
thermal fl uctuations that allow energy barriers to be breached along a path to an 
undesirable state, (2) structures rearrange or become fragmented, and (3) dis-
placement of a nanotool during a molecular operation causes unwanted bond-
ing transformations (threshold displacement of ∆xi ≈ 0.1 nm). Drexler believes 
that many of these challenges can be overcome by designing molecular tools 
using stiff materials positioned by 100-nm scale devices [126].

2.6 CONCLUDING REMARKS

We come to the end of the Perspectives division of the text. We have experienced 
a brief foray into the wondrous world of nanometrology and have briefl y 
touched upon nanomanufacturing. Great efforts are expended on roadmaps 
describing just how to go about tackling nanometrology [131]. Many believe 
that indeed nanometrology is the next big thing in measurement [132]. Are we 
really interested in quantifying the surface coverage of conjugated molecules on 
functionalized nanoparticles [133] or understanding the transition between 
stick-slip friction and continuous sliding in atomic friction [134]? Based on 
what you have soaked up so far, I hope that your answer is in the affi rmative. 
The federal government and the international community do understand the 
importance of nanometrology because it is metrology, after all is said and done, 
that allows us to practice commerce, conduct meaningful research, and make 
decisions—some of the fundamental bases of our civilization [135]. Will we 
ever be able to quantify and standardize self-assembly processes [136]? And, 
how has nature gone about metrology and manufacturing all these years?

We hope that the student has gained a sense of importance of quantum metro-
logy and quantum phenomena and how nanomaterials are capable of playing 
a major role in the modulation of quantum measurements and properties.
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Problems
 2.1 Explain, in your own words, the meaning 

of the Heisenberg uncertainty principle.
 2.2 Calculate the uncertainty in the position 

of the moon if its velocity is 1.01 km ⋅ s−1 
and if we can measure its velocity to 
10−8 km. Use ∆x∆p ≈ h. Is the value of the 
uncertainty consequential?

 2.3 What is the uncertainty in position of an 
electron of an atom if there is 2.0 × 
107 m ⋅ s−1 uncertainty in its velocity?

 2.4 The modern meter is defi ned as the 
length of the path traveled by light in 
vacuum during the interval of 1/299 
792.458th of a second. From this data, 
calculate the speed of light?

 2.5 The uncertainty in calculating the length 
of the meter has dropped fi ve orders of 
magnitude since the early 1900s. What is 
the wavelength of the sources and why 
were they chosen?

 

Source Uncertainty Wavelength
Pt-Ir Bar 2 × 10−6 N/A

l Cd Lamp 7 × 10−8 ?
l86Kr Lamp 4 × 10−9 ?
l HeNe Laser 2.5 × 10−11 ?

 2.6 What source was used to provide the 
timing element in the HeNe laser mea-
surement of the meter given above?

 2.7 From 1904–1960, the reproducibility 
of measurements against the prototype 
meter bar (Pt-Ir) was on the order of 
±0.25 µm. What is this in terms of 
uncertainty?

 2.8 Does the Heisenberg uncertainty prin-
ciple place an ultimate limit on the 
measurement of position?

 2.9 Devise a scenario for molecular assembly 
based on a natural model.

 2.10 What is the difference between accuracy 
and precision?

 2.11 Which excited state has a broader spectral 
signature—one with a lifetime of 10−10 s 
or one with a lifetime of 10−8 s? How 
much broader is the peak?

 2.12 Three groups of four students each are 
asked to make measurements of the 
diameter of spherical nanoparticles (in 
nm) by TEM. The nanoparticles were 
purchased from a vendor. The students 
compared the diameter to a scale bar 
placed in the corner of the image.
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 Rank the groups according to the following 
criteria:

a. Uncertainty (highest to lowest)
b. Accuracy (best to worst)
c. Precision (best to worst)
d. Error (most to least)
e. Signifi cant Figures (most to least)

The professor managed to fi nd the specifi -
cation sheet provided by the vendor for 
the nanoparticles and announced to the 
groups that the diameter is 20 ± 1.0 nm. 
Rerank accuracy and error as stipulated 
below.

a. Accuracy (best to worst)
b. Error (most to least)

Do more signifi cant fi gures help you 
improve accuracy?

 2.13 If an instrument is capable of attomole 
level detection, how close is that to 
single-molecule detection? How many 
molecules are there in an attomole? At 
what mole-level is a single molecule?

 2.14 In a laser-tweezer system, the object 
trapped by the optical laser tweezer is 
the large dielectric polystyrene bead 
(d » 1 mm). A biomolecule is tethered 
chemically to the surface of the latex 
bead. Can the laser tweezer trap a single 
molecule without the assistance of the 
polystyrene sphere? Estimate the laser 
power required if 10 mW is required to 
trap a 1 µm diameter polystyrene sphere 
and that the gradient optical forces 
in the tweezer system are proportional 
to the polarizability a of the trapped 
object that is in turn proportional to the 
volume d3 of the potential trapped 
molecule. Hint: consult W.E. Moerner, 
New directions in single-molecule imag-
ing and analysis, Proceedings of National 
Academy of Science, 104, 12596–12602 
(2007).

 2.15 If the uncertainty of the cesium fountain 
atomic clock at NIST in Boulder, Colorado 
is 5 × 10−16 s, how many years would it 
take for the clock to gain or lose 1 s?

Student group #1 #2 #3 #4 #5 #6
Nano 20.1 20.935 17.0 22.23 16 18.11
Micro 19.011 19.113 19.201 19.166 19.205 19.022
Milli 21 20 21 20 21 20
Pico 18.23 18.26 18.20 18.23 18.24 18.25
Centi 22.1 20.5 18.5 21.0 19.0 19.5
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NANOELECTRONICS

 . . . there is plenty of room to make [computers] smaller . . . . nothing that I can 
see in the physical laws . . . says the computer elements cannot be made enor-
mously smaller than they are now. In fact, there may be certain advantages. 

RICHARD FEYNMAN, 1959

Chapter 3
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THREADS

Chapter 2 introduced some of the basics of quantum 
metrology while also introducing, albeit not in a 
direct fashion, some electronics. Chapter 3, a primer 
on nanoelectronics, is the fi rst chapter in the 
Electromagnetic Nanoengineering division of the text. 
The division consists of three chapters that among 
them address three aspects of electromagnetics: 
electronics, optics, and magnetism. Following this 
division, things become quite mechanical as we 
move on to the three chapters of the Mechanical 
Nanoengineering division of the book.

Nanoelectronics is at the heart of any nanosen-
sor or nanodevice. As with other properties, we 
expect electronic behavior to behave differently at 
the nanoscale than it does at the bulk scale. It is a 
domain in which a metal conductor, if reduced 
enough in size, now becomes a semiconductor. It is 
a domain in which electrical conduction, if forced 
through a small enough device, now exhibits stair-
case behavior rather than a continuous smooth 
curve.

3.0 ELECTRONICS AND NANOELECTRONICS

Electronics has a rich history. Most of us are familiar with the great events and 
discoveries and we therefore will not dwell upon them for too long. By the 
early nineteenth century, most physicists and chemists, including Michael 
Faraday, were convinced that the fl ow of charged particles were responsible for 
electrolysis and other electrical phenomena. Nanoelectronics is an extension 
of electronics down to the nanoscale. Macroscopic phenomena are all altered at this 
scale as new properties emerge. Distinctions between nanoscale and quantum 
phenomena all begin to emerge.

3.0.1 Basic Electronic Terminology and Symbols

Not all of us had the “blessed good fortune” of taking electrical engineering 
courses while in college. Therefore, for the benefi t of those of us who missed out 
on that special opportunity, a brief review of electronics is given below for the 
purpose of perspective and orientation (Table 3.1).

3.0.2  Fundamental Types of Electronic Materials 
(and Nanomaterials)

Electronics, as the name implies, is a fi eld of engineering that involves electrons—
moving and storage. Electronics is an applied engineering discipline and indus-
trial sector that involves the shuffl ing of electrons back and forth in order to 
perform designated tasks, to perform work. Electronics is a branch of physics 
that is concerned with the behavior of electrons in devices—whether in the 
vacuum, gas, liquid or solid phases.

There are several kinds of electronic materials—dielectric, optical, ferroelec-
tric, magnetic, semiconductor, metal, superconductor, organic, polymer, and 
most recently, biomolecular. Table 3.2 summarizes the different kinds of 
electronic materials and provides a representative example of each.
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TABLE 3.1 Basic Electronic Defi nitions and Relations

Name Form Units, comments
Ampere

 A (3.1)

The “old” SI defi nition of the ampere: A force (generated 
between two parallel, straight wires of infi nite length with 
negligible cross section in vacuum and carrying current in 
the same direction) equals to 2 × 10−7 N ⋅ m−1

Coulomb  C (3.2)
Elementary 
charge  e (3.3) Elementary charge e = 1.6022 × 10−19 C. 1 C = 6.2415 × 1018 

charge carriers. 1 A = 1 C ⋅ s−1

Current  I or i (3.4) Current is in terms of Amperes and is symbolized by I or i.
Current density

 
= 2

A
J

m
 (3.5)

Current density is in terms of amperes per square meter

Volt

 
=

J
V

C
 (3.6)

1 V equals 1 J ⋅ C−1

Power
 W (3.7)

Electric power is given in terms of watts: J ⋅ s−1. The 
kilowatt ⋅ hour is a measure of total energy used. 
Also W = i ⋅ V = V ⋅ A, the rate of electrical energy transfer

Charge  q = it (3.8)

 
=

d
d
q

i
t

 (3.9)

Total charge in coulombs, (C ⋅ s−1, current) × (t, time). 
Charge is quantized: q = Ne, where Ne is the number of 
electron charges

Coulomb’s law

 

⎛ ⎞= ⎜ ⎟⎝ ⎠
1 2

2

1
4 o

q q
F

rpe
 (3.10)

Force in newtons, N, where eo is the permittivity of free space 
and r is the radial distance between the two charges in 
m (eo = 8.854 × 10−12 C2 ⋅ N−1 ⋅ m−2 or C ⋅ V−1 ⋅ m−1). 
1/4πeo = 8.99 × 109 N ⋅ m2 ⋅ C−2

Electrostatic 
energy

 

⎛ ⎞= ⎜ ⎟⎝ ⎠2

1
4 o

q
E

rpe
 (3.11)

Taking a test charge from a distance r from a point charge, 
the magnitude of the electric fi eld E is F/q1

Electrostatic 
potential

 

⎛ ⎞= ⎜ ⎟⎝ ⎠
1

V
4 o

q
rpe

 (3.12)
The electric potential V due to a test charge q relative to a 
particle the zero potential taken to infi nity. r is the radial 
distance

Charge density
 D = eoE (3.13)

 D = eokE (3.14)

 
= 3

, , ,
, , , m

p n e h
p n e h

N
n  (3.15)

k is the relative permittivity—a dimensionless number 
commonly known as the dielectric constant. E is the 
strength of the electric fi eld in V ⋅ m−1

n is the charge carrier density in m−3. N is the number of charge 
carriers where p, n, e, h are positive, negative, electrons, 
holes, or other forms of charge carriers, respectively 
(nCu = 8.49 × 1028 ⋅ m−3 and rCu = 1.69 × 10−8 Ω ⋅ m; 
nSi = 1 × 1016 ⋅ m−3 and rSi = 2.5 × 103 Ω ⋅ m)

Ohm’s law and 
current density  V = IR (3.16)

 J = s E (3.17)

Voltage (in volts, V) equals current (I, in amperes A or C ⋅ s−1) 
times resistance (R or Ω, in Ohms). Current density J is in 
terms of A ⋅ m−2 or C ⋅ s−1 ⋅ m−2. Conductivity s is in terms of 
reciprocal ohm ⋅ cm (usually as Ω−1 ⋅ cm−1). E is the strength 
of the electric fi eld: E = V ⋅ L−1 (usually as V ⋅ cm−1)

Current density

 J = neue (3.18)

Current density as a function of electron carriers in terms of 
charge per unit area. ne is the number of electrons per unit 
volume; u is the velocity of the electrons in m ⋅ s−1. J is in 
terms of A ⋅ m−2 or C ⋅ m−2 ⋅ s−1

(continued)
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3.0.3 Fundamental Kinds of Electronic Devices

During your day-to-day experience, you will most likely run across an array of elec-
tronic devices—from your personal devices like cell phones, digital cameras, GPS 
trackers, computers, and DVDs to sophisticated devices found outside your home 
such as ATMs, cash registers, security equipment, sophisticated laboratory equip-
ment, and automobile gadgets. All of these devices share similar components—
transistors, capacitors, voltage regulators, rectifi ers, converters, and many more. 
Many of these already are marketed as nano-versions—many are totally new kinds 
of devices (can you think of any?). There are many kinds of electronics that are 
unique to the nano and quantum domains. Some of them were already described 
in chapter 2.

The transistor is the heart of modern day electronic devices and regulates the 
fl ow of current or voltage. Therefore, it is a solid-state device capable of amplifi -
cation, switching, and signal generation. Semiconductor transistors consist of 
p-type silicon and n-type silicon to form the p/n-junction, commonly known as 
the depletion zone—where positive and negative charges cancel each other 
(Fig. 3.1). Applications of transistors include their use in rectifying junctions, 
amplifi ers, and switches. A rectifying junction is a junction that allows current to 
fl ow in just one direction. Most transistors in today’s devices consist of comple-
mentary metal oxide semiconductors (CMOS), devices that employ two complemen-
tary transistors per gate in microprocessors. Gates control output that is dependent 

Name Form Units, comments
Farad

 

⋅
= = = =

⋅
⋅ ⋅

= =
⋅ ⋅

2 2

2 2 2

2 2

A s C C C
F

V V J N m
s C s A
m kg m kg

 (3.19)

The SI unit for capacitance. Derivation of the SI units of F is 
shown at the left [1]

Resistivity and 
conductivity  

Ω=
m
Ar  (3.20)

 
= 1s

r  (3.21)

Resistivity is resistance times area divided by length in terms 
of Ω ⋅ m

Conductivity is the reciprocal of resistivity in terms of Ω−1 ⋅ m−1. 
Also called siemens (or mhos or reciprocal ohms, A ⋅ V−1)

Carrier mobility
 

=
E

-u
m  (3.22)

 
=

e

J
eN

u  (3.23)

Where u- is the drift velocity (in m ⋅ s−1), the average velocity 
of electrons due to an external electric fi eld. It is assumed to 
be constant in a crystal (or changes vary slowly) [3]

Conductivity/
carriers  s = nqu (3.24)

 s = neqeue (3.25)

 s = nnqnmn + npqpmp (3.26)

Conductivity is dependent on the charge volume density of 
carriers n in m−3 (negative and positive) × the total charge 
q × the mobility. For multivalent ions, the magnitude of 
q depends on the valency Zi of the ion. For monovalent ions 
and electrons, q = e. The equation for a pure electronic 
condition is shown by equation (3.26) [2]

TABLE 3.1
(CONTD.)

Basic Electronic Defi nitions and Relations
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on the combination of inputs (e.g., logic gates). Field effect transistors (FET) are 
used to amplify weak signals. MOSFETs are metal oxide semiconductor FETs.

Batteries are centers of electric potential derived from chemical energy that 
provide static charge potential, or electromagnetic force, required to power 
devices. Batteries provide the necessary static charge potential to drive reactions, 

TABLE 3.2 Electronic Materials

Material Description Examples Applications
Conductors Materials that have a surplus of “free” 

charge carriers. Electrons in the 
conduction band behave like an 
electron gas. Materials with relatively 
low electrical resistance and no 
bandgap. The measure of electrical 
conductivity is s, the ratio of the 
current density J to the electric fi eld 
strength E in terms of siemens per 
meter (S ⋅ m−1 or Ω−1 ⋅ m−1). Conductivity 
between 104 < s < 108 Ω−1 ⋅ m−1

Metals like Ag, Cu, Au, 
Pt, Al, metal alloys, ionic 
SLNs, tap water, graphite, 
and some kinds of carbon 
nanotubes

Charge carriers in integrated 
circuit devices, transmission 
wires, magnetic coils, 
single-electron devices, low 
resistance connectors 
between devices

Super-
conductors 

Materials with incredibly low electrical 
resistivity with exclusion of an interior 
magnetic fi eld (Meissner effect). The 
resistance is essentially zero (ca. 1016 
times less than room temperature 
values) when below some critical 
temperature Tc (usually between 0.01 
and 125 K) [3]. There are two types 
of superconductors: Type I can be 
destroyed by a magnetic fi eld and 
Type II only gradually so. Type I is 
characterized by the presence of 
Cooper pairs

27 elements, many alloys, 
CuxOy, ceramics and 
Se- or S-based organic 
materials [3]

Super-effi cient electronic 
circuits that generate no 
heat—lossless power 
transmission lines, 
high-speed levitated trains, 
faster computers and 
switching devices called 
cryotrons [3], also NMR, 
MRI, and Josephson 
junctions. Superconducting 
digital electronics, quantum 
computing, microwave 
communication systems

Ballistic 
conductors

Crystalline character of highly pure 
materials allows electrons to transit 
without scattering—different from 
superconductivity due to lack of 
Meissner effect. Conductivity given by 
Landauer’s equation. Current density 
100 to 1000x better than Al

Multiwalled nanotubes are 
ballistic conductors at 
room temperature [4]

Energy-effi cient electron 
transport and information 
processing

Semi-
conductors

Materials that have a bandgap with 
energy in the IR and UV-visible range. 
Conductivity: 10−4 < s < 104 Ω−1 ⋅ m−1. 
The bandgap energy Eg is <2 eV [2]. 
Electrons (e) and holes (h) are charge 
carriers

Intrinsic semiconductors 
are pure elemental 
materials (Si) where 
Ne = Nh. Extrinsic 
semiconductors are doped 
with impurities

Transistors, solar cells, 
rectifi er junctions

Insulators Conductivity is very low: 10−10 < s < 
10−16 Ω−1 ⋅ m−1. Characteristic bandgap 
energy >2 eV [2]. Low density of 
electron charge carriers (Ne)

Industrial ceramic 
materials—Al2O3 (k  = 10.1), 
BeO (k  = 6.7), polyester 
(k  = 3.6), borosilicate 
glass, polyethylene

Insulators, capacitors, 
ferroelectric materials, 
piezoelectric materials

(continued)
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Material Description Examples Applications
Dielectric 
materials

Insulating materials (see above) that 
are able to store charge via process 
of polarization by external fi eld. 
Electrons are bound to atoms. There 
is very limited or no mobility of charge 
carriers. Insulators have completely 
fi lled valence bands and empty 
conduction bands for example, no 
intraband transitions. Bandgaps are 
typically >5 eV, and therefore, limited 
IR or visible transitions (except 
phonons)

NaCl and other alkali 
halides, fused quartz, 
polymeric materials

Capacitors, insulators

Ferroelectric 
materials

Capacitors below Tc with the ability to 
instantaneously switch polarity by the 
application of an external electric 
fi eld—a condition called spontaneous 
polarization

Ceramic materials like 
BaTiO3 due to its tetragonal 
microstructure

Capacitors, fi lters, resonant 
tunneling devices, ferro-
electric RAM’s, holographic 
3-D storage, photonic 
networks

Piezoelectric 
materials

Piezoelectric materials are able to 
convert electricity into mechanical 
energy. Conversely, when pressure is 
applied, piezos generate electricity. The 
fraction of mechanical energy converted 
to electrical energy is k. Piezoelectric 
materials are considered ferroelectrics

Quartz or SiO2, (k = 0.1); 
BaTiO3, (k = 0.1) and 
combinations of PbTiO3 
and PbZrO3 (PZT) [Shack]

Transducers convert one kind 
of energy into another kind 
of energy. AFM and STM 
raster mechanics, quartz 
crystal microbalances, 
radios, electronic devices

Organics and 
polymers

Electronic materials made of organic 
(carbon-based) materials rely on 
charge transfer complexes and 
conjugated p-systems. Mechanisms 
include: mobility gaps, tunneling, 
phon-assisted hopping; resonance 
stabilization, delocalization of 
p-electrons. Organic photoelectric 
complexes often involve a chromophore 
and a semiconductor

Conductive polymers: 
polyaniline (PANI), 
polypyrrole (PPY), 
polyacetylene (PA)

Chromophores: ruthenium 
bipryridine (Rubpy), 
chlorophyll

Molecular electronics, solar 
cells, quantum devices

Photosynthesis

Biomolecular 
materials

Use of biological materials in electronic 
circuits. Proteins, lipids, etc., are able 
to transfer charge, transfer charged 
molecules, undergo color changes

DNA
Bacteriorhodopsin
Self-assembled monolayers
Proteins/lipids

Neuroelectronic interfaces
Biological motors
Storage elements
Electronic switches, gates, 
biosensors, and biological 
transistors [5]

Nano-
electronic 
materials

Analogous to macroscopic counterparts 
but possess nanoscale dimensions. 
Biomaterials can produce cascades. 
Electronic properties of nanomaterials 
may be quantized

Carbon nanotubes
Quantum dots
Organic thin fi lms
Inorganic nanowires
Small molecules (e.g., 
rotaxanes and catenanes)

Charge transfer complexes

Single-electron transistors
Nanowires
NEM systems
Unimolecular rectifi ers
Computer transistors
Field-effect transistors
Nanosensors

TABLE 3.2
(CONTD.)

Electronic Materials
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devices, or processes. Nanotechnology has already created a new generation of 
batteries that outperform anything on the market today. Battery components 
include the anode, the cathode, and the electrolyte (solid or liquid).

A capacitor is a passive electronic component that is able to store energy. Its 
mode of energy storage is not like that of a battery. Capacitors, consisting of a 
dielectric material sandwiched between two conducting plates, store energy in 
the form of charge. Capacitance is directly proportional to the surface area of the 
electrical contact with the dielectric and measured in terms of farads (Table 3.1). 
Capacitors are used in conjunction with transistors and form two core elements 
in integrated circuits. A resistor is another passive component that provides a 
source of resistance in an electronic circuit, for example, resisting the fl ow of 
electrons. Its function is to produce a voltage drop across its terminals. Resistors 
also produce heat when activated and are usually made of carbon particulates 
with a binder material. A converter is a device that processes AC power into DC 
power or vice versa. Transducers are devices that convert a physical signal into 
one that is electronic. The stimulus may be physical (e.g., pressure), chemical, or 
biological. These devices all have nanoscale analogs that operate in similar ways. 
Nanoscale sensors, transducers, transistors, rectifying junctions, resistors, and 
capacitors all group together in nano-integrated circuits to perform predetermined 
functions.

3.0.4 The Nano Perspective

The fi rst level of function in the biological world is at the nanoscale—as atoms and 
molecules react stochastically without any perceived function or objective except 
to fi nd the lowest energy state. Nature has optimized the nanoworld—optimized 

FIG. 3.1

Schematic rendition of a prototype silicon electronic device. When forward bias is applied 
to the p-type semiconductor terminal (as depicted in the fi gure), the holes are pushed away 
from the positive contact and electrons away from the negative contact towards the p/n 
junction and electric current is made to fl ow. When no potential is applied, the depletion 
zone consists of canceled hole–electron pairs, a process known as recombination. When 
increasing bias potential, the depletion zone is thinned so that charge carriers are able to 
tunnel through the junction as electrical resistance is decreased.
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its special nanoelectronics and has shown an incredible track record for several 
hundreds of millions of years—one that humbles us for sure. We are, however, 
at the stage where atoms and molecules can be manipulated by us with due 
intent—to do our bidding as it were. Yes, we have controlled atoms, molecules, 
and electrons before in our chemical reactions, but we have never controlled 
them singly. Nanotechnology is the application of nanoscience to industry and 
commerce. We take nanoscience and turn it into devices, materials, and applica-
tions. We take an atom, a molecule, or an electron and tell it to “stay” or “go.”

Carbon nanotube supercapacitors, triodes, and diodes; the use of biological 
and complex organic molecules in circuits, nanowire electrical conduits, quantum 
dot relays, gigantomagnetic capability, nanoresonators, single-electron transfer, 
single-photon optics, zeptomole level analytical capability, atomic level and 
better resolution, advanced solar cells and components, quantum computing 
and spintronics and nanoscale fi eld emitters—the list goes on and the possibilities 
are endless.

3.1 MICROELECTRONICS

In 1904, Sir Ambrose Fleming invented the thermionic valve (diode or two 
electrode rectifi er). The age of microelectronics offi cially began with the inven-
tion of the germanium transistor, used initially to amplify electrical currents, in 
the late 1940s by J. Bardeen. W. Brittain, and W. Shockley, all of Bell Labs. It 
was smaller, cheaper, and more effi cient than the vacuum tube it replaced. Use 
of silicon grew popular due to its superior properties and the ability to grow it 
as a single crystal with high purity. Silicon also readily forms a thin oxide layer 
(better than germanium)—a layer that serves as a gate oxide and demonstrates 
facility during fabrication and function. Then William Shockley left Bell Labs 
to form Shockley Semiconductor after he developed the junction (sandwich) 
transistor.

In 1957, eight colleagues, known as the “Fairchild Eight,” left Shockley’s 
company to form Fairchild Semiconductor, and two of the eight, R.N. Noyce 
and G. Moore, left to form Intel [6]. The planar process to form integrated cir-
cuits was underway [7]. The process makes use of silicon’s thin oxide layer 
through which impurities are able to diffuse. The concept of the integrated 
circuit was developed in 1958 when R.N. Noyce (Fairchild and the Intel) and 
J. St. Clair Kilby (Texas Instruments) independently placed transistors and cir-
cuits on a silicon wafer or chip [6]. Noyce and Kilby did not know each other at 
the time of their breakthrough, but their two respective companies engaged in a 
lawsuit that lasted well into the 1960s [8]. According to Gordon Moore of Intel 
(the author of Moore’s Law), 1017 transistors are manufactured every year—an 
amount equivalent to the number of ants in the world [6]. That fi gure breaks 
down to about three billion transistors manufactured per second!

3.1.1 Introduction to Band Structure

Charge carriers and their mobility are responsible for electrical conduction. 
Charge carriers can be electrons, holes, or positive and negative ionic species. 
Semiconductors differ from metals in that electrical conductivity increases as a 
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function of temperature—whereas in metals conductivity decreases with increas-
ing temperature due to increasing resistance. The average velocity of the charge 
carriers is the product of the carrier mobility m times the strength of the electric 
fi eld E.

The Electronic Structure of Atoms and Molecules. According to the Pauli 
exclusion principle, no two electrons can be in the same exact state, for example, 
two electrons in the same orbital must have opposite spins to form a closed 
shell. Each electron of an atom is defi ned by four quantum numbers that form 
a unique set: n, l, m, and s (principal, two orbital angular momentum, and spin, 
respectively). The electrons fi ll consecutive levels of atomic orbitals. The s orbital 
can accommodate 2 electrons, the p 6, the d 10, and the f 14, and so on and 
so forth.

Types of Solid Materials. When metal atoms come together to form molecules 
or clusters, a reshuffl ing of electrons and energy levels among the valence elec-
trons takes place (core shell electrons that exist in fi lled shells remain unchanged). 
If these atoms have unfi lled valence shells, electrons become mobile and contri-
bute to a phenomenon known as an electron cloud. In other words, valence 
electrons donated by atoms become delocalized and spread over the entire 
structure—an extension of molecular orbital theory. The luster, high electrical 
and thermal conductivity, and malleability of metals are due to this electron 
cloud. Why is a metal conducting and why is an insulator non-conducting?

Ionic solids are formed by strong nondirectional Coulombic attractions 
between ions and have large bond energies on the order of 2–4 eV per atom. 
Low electrical conductivity (no free electrons), water solubility, and visible light 
transparency (visible photons do not have enough energy to excite electrons) 
are properties associated with ionic solids. Covalent solids (Group IV elements 
like carbon and silicon and Group III–V molecules like gallium arsenide) 
have strong localized, directional bonds with high bond energies on the order of 
4–7 eV per atom. Covalent solids have stable closed shell confi gurations. 
Higher melting points, low electrical conductivity, and solubility in nonpolar 
media (hydrocarbons) are characteristic of covalent solids. Metallic solids 
are characterized by Coulombic attractions between the positive atom cores and 
the negatively charged and delocalized valence electron gas (or electron sea). The 
cohesive bond energy of metals is less, between 1–4 eV and metals therefore are 
able to absorb visible light. The bonds in metals are nondirectional and allow 
for free electron movement throughout the crystal structure of the metal.

Band Theory. Sodium serves as a good example for the formation of electronic 
bands in metals. Sodium has one electron in its valence shell, the 3s1 electron. 
If two sodium atoms form a bond, two molecular orbitals are formed: A σ bond-
ing orbital and a σ* antibonding orbital. The energy of an occupied bonding 
orbital is lower due to constructive orbital overlap (constructive interference) 
between the two atomic orbitals and the resulting enhanced amplitude in the 
internuclear region [9]. This gives rise to bond strength between the two atoms. 
The antibonding orbital has higher energy due to destructive interference 
between two electrons that cancels their respective amplitude and generates a 
node. These electrons do not reside in the internuclear region [9].
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Electrons in a metal (or crystal) become free when excited and move into 
unoccupied molecular orbitals (LUMO) that lie just above the occupied mole-
cular orbitals of highest energy (HOMO). In a metal, this requires little energy, 
which is provided by thermal energy kBT (∼25 meV). From molecular orbital 
theory, electronic bands are formed when many atoms come together to form a 
solid. Figure 3.2 depicts the change in the electronic orbital structure of 
sodium as more atoms are added. Compare the electronic structures of sodium 
(11 electrons, 1s22s22p63s1) with neon (10 electrons, 1s22s22p6). Sodium is 
conducting and neon has a band gap of ∼20 eV—the energy between the closest 
fi lled and empty bands. The determination of electrical conduction relies on 
two parameters: whether the band is full or not and the degree of separation 
between the bands.

Bands made of just s-orbitals are called s-bands. Bands that include p-orbitals 
also form if the energy gap between them is not too great. Many metals that 
have the capability to form d-bands are constructed from overlap of many 
d-orbitals [9]. Bandgap energies exist between orbital energies (e.g., s, p, and/or 
d) or between HOMO and LUMO bands. Magnesium (Mg), for example, has 
two electrons in the 3s shell but three low-lying 3p orbitals. In this case, the 
valence band (the 3s band) is full and the conduction band, the 3p band, is 
empty. Due to the overlap between the 3s and 3p bands, called an sp-band, 
there is no bandgap and therefore, Mg is a conductor.

FIG. 3.2

Band structure of sodium (Na) is depicted (only even numbered clusters are shown for ease 
of illustration—for Na3, there would be an orbital midway in energy between the bonding 
and antibonding orbitals—a nonbonding orbital). The black dots represent electrons. The 
electron confi guration of sodium is 1s22s22p63s1. There is one valence electron. When a 
molecular orbital is formed between two Na atoms, splitting occurs to form HOMO and 
LUMO molecular orbitals. As more atoms are added to the cluster, a band is formed. In 
metals, the bandgap is small and can be overcome by thermal energy and electrons can be 
easily promoted into the conduction band. The progression is described by the following: 
atom → molecule → cluster → nanoparticle → bulk material. In each case, going 
from atoms to the bulk, the bandgap energy decreases as more states become populated.
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The Fermi Energy. A Fermi–Dirac distribution describes the population of elec-
trons (or Fermions, particles with 1/2 spins, that obey the Pauli exclusion prin-
ciple) as a function of the Fermi energy, the Boltzmann constant, and temperature. 
At absolute zero, electrons populate all available energy states below the Fermi 
energy EF (Fig. 3.3). Due to thermal excitation at higher temperatures, electrons 
start to occupy the conduction band and deplete the valence band. Electrons 
that occupy states at the higher energy states of the valence band (the HOMO) 
become mobile with thermal stimulation. The Fermi–Dirac behavior is described 
by the following relation.

 
( )⎡ − ⎤⎣ ⎦

=
+B/

1
( )

1FE E k T
f E

e
 (3.27)

where
f(E) is the Fermi function
EF is the Fermi level
kB is the Boltzmann constant

FIG. 3.3

The Fermi function at T = 0 K (left) and T > 0 K (right). The probability (between 0 
and 1) that an electron will populate an energy state is a function of the band structure 
and the temperature. As temperature increases, thermal excitation of electrons promotes 
high-lying electrons from the valence band into the conduction band. The Fermi level is 
defi ned at 0 K and represents the energy of the highest fi lled state in the valence band. At 
f(EF), the value is exactly 0.5. When E > EF, enough electrons are promoted that conduction 
of electricity is possible.
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The distribution describes the population of electrons in the band structure as a 
function of energy and temperature—the probability that an energy level is 
occupied by an electron.

There are two terms that you will encounter from time to time: intraband 
transitions and interband transitions. When a photon excites an electron to a 
higher level within the same band, it is called an intraband transition—a transi-
tion from occupied to empty states within the same band with the participation 
of a phonon [3]. Transitions within the conduction band for example are called 

What is the room temperature (300 K) probability of electron promotion from the valence band into the 
conduction band of four common materials: diamond, graphite, germanium, and silicon? (Hint: Assume 
that the Fermi level lies halfway between the conduction and valence bands).

Solution for Diamond:
The bandgap for diamond is 5.5 eV.

− − − −= = = = × ⋅ = × ⋅g 23 1 5 1
B

5.5 V
2.75 V; and that 1.381 10 J K 8.617 10 V K

2 2F

E e
E e k e

( ) ( )− −

−
⎡ ⎤× ⋅ ⋅⎣ ⎦

= = = = ×
+ ×+

5 1

47
Diamond 106.4 462.75 V / 8.617 10 V K 300 K

1 1 1
( ) 6.31 10

1 1.58 101
e e

f E
ee

Solution for Graphite:
The bandgap for graphite is 0.0 eV. It is a good conductor of electricity. The band is a p-band that consists 
of abutting π and π* molecular orbitals in the solid.

( ) ( )− −⎡ ⎤× ⋅ ⋅⎣ ⎦
= = = =

++
5 1Graphite 00 V / 8.617 10 V K 300 K

1 1 1
( ) 0.50

1 21
e e

f E
ee

Solution for Pure Silicon (no doping):
The bandgap for silicon is 1.09 eV.

= = =g 1.09 V
0.545 V

2 2F

E e
E e

( ) ( )− −

−
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1 1.43 10 11
e e
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ee

Solution for Pure Germanium (no doping):
The bandgap for silicon is 0.72 eV.

= = =g 0.72 V
0.36 V

2 2F

E e
E e

( ) ( )− −

−
⎡ ⎤× ⋅ ⋅⎣ ⎦

= = = = ×
+ × ++

5 1

7
Germanium 13.9 60.36 V / 8.617 10 V K 300 K

1 1 1
( ) 8.95 10

1 1.12 10 11
e e

f E
ee

Both silicon and germanium offer a much better chance at conduction than diamond. Although not in doped 
states, the two materials are genuine intrinsic semiconductors.

EXAMPLE 3.1 Probability of Electron Promotion
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intraband transitions. Intraband transitions are not quantized and occur only in 
metals with maximum energy correlating to the minimum and maximum band 
edge [3]. If more energetic radiation is applied, interband transitions become 
stimulated. The mechanism of absorption depends on the energy difference 
between the bands. Interband transitions occur in both metals and semiconduc-
tors and are similar to optical resonance excitation of bound electrons [3]. A 
transition from the valence band to the conduction band is an example of an 
interband transition.

3.1.2 Basic Conductor and Semiconductor Physics

Conductors. Figure 3.4 lists materials that traverse the electrical conductivity 
continuum.

In metals, valence and conduction bands overlap. There are then no forbid-
den energy gaps. Metals, therefore, are excellent conductors. At the temperature 
of absolute zero, electrons are in the lowest energy levels with the highest fi lled 
level known as the Fermi level EF. At ambient temperatures, some electrons from 
these highest energy levels are excited by thermal stimuli to empty levels above. 
The EF represents the energy at which the energy levels are half fi lled or half 
empty.

Conductors or insulators are characterized by the degree of separation of 
valence and conduction bands and whether the bands are fi lled or empty. If N 
atoms make up a solid, each band may consist of 2N electrons, in the sense 
relating to fi lling of electronic orbitals. Let us consider an example consisting of 
two elements, Ne and Na. The number of electrons in sodium is odd, therefore 
the last band up is only half fi lled. Ne on the other hand has an even number of 
electrons and the last “band” is therefore full (Table 3.3).

FIG. 3.4 Electrical conductivities of some common materials.
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TABLE 3.3 Electronic Confi gurations of Neon and Sodium

Name No. of electrons Confi guration
Neon 10 1s2 2s2 2p6

Sodium 11 1s2 2s2 2p6 3s1 or [Neon] 3s1
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For a solid material to conduct electricity, conduction electrons must be 
induced to fl ow by addition of some energy from an external applied voltage. 
The energy level of conduction electrons is approximated by the thermal energy 
kBT, equal to ca. 0.025 eV, at room temperature. The relative separation of bands 
therefore is a consideration, and we should also consider the energy of the next 
unfi lled band. Thus in this example, we have:

Neon
The energy separation between the nearest empty band and the closest • 
fi lled band is around 20 eV.
For conduction to take place in neon, the electrons in the upper • 
most band, completely fi lled, would have to “jump” across the band 
gap of 20 eV, very unlikely with only 25 meV of energy kBT (thermal 
energy)!

Sodium
The band is partially fi lled, thus a “little bit” of energy can be added • 
to the electrons—no quantum jump is involved.
The fi nal electrons “added” to make sodium, the 3s• 1 electrons, are 
very easy to strip from the “neon” ion core. They become the conduc-
tion electrons, often known as the free electrons in the metal.

The electronic confi gurations of the following elements that happen to be excellent 
conductors as solids are listed in Table 3.4:

This is not to say that all conductors have one electron in an unfi lled band, 
but certainly the best conductors do!

Insulators. An insulator has a wide forbidden energy gap as we have noted 
earlier. The valance band is completely fi lled, and the conduction band is com-
pletely empty. Since there are no free electrons present, an insulator should not 
be able to conduct electricity. An electrical insulator, therefore, resists the fl ow 
of electricity. Application of a voltage difference across a good insulator results 
in negligible electrical current. In comparison, a conductor allows current to 
fl ow readily. Electrical wiring and electronic circuits require both insulators and 
conductors. For example, wires typically consist of a current-carrying metallic 
core sheathed in an insulating coating.

Resistivity. Resistivity is the measure of a material’s effectiveness in resisting 
current fl ow. Materials with resistivities higher than 108 Ω ⋅ m are considered as 

TABLE 3.4 Electronic Confi gurations of Conductors

Name No. of electrons Confi guration
Aluminum 13 [Neon] 3s2 3p1

Copper 29 [Argon] 3d10 4s1

Silver 47 [Krypton] 4d10 5s1

Gold 79 [Xenon] 4f14 5d10 6s1
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good insulators. Glass, rubber, and many plastics are well-known examples of good 
conductors. Resistivities as high as 1016 Ω ⋅ m can are attained in some exceptional 
insulating materials. Conductors on the other hand have resistivity values as 
low as 10−8 Ω ⋅ m.

Charge carriers are responsible for transporting current. One kind of charge 
carrier is the electron. In most conductors, electrons move relatively freely, while 
in insulators electrons do not move freely. When atoms of simple metals com-
bine to form a solid, the outer valence electrons become free for conduction. In 
an ideal insulator, all electrons stay tightly bound to the atoms, so there are no 
electrons that can be readily moved through the material for conduction.

In order to understand better the mechanism of conduction (and hence, 
insulation), consideration of electronic band structure is required. The electrons 
in an isolated atom possess discrete energies, a consequence of quantum 
mechanics. These discrete levels evolve into bands of allowed energies when the 
atoms condense into a solid. Forbidden regions separate the allowed bands, as 
schematically displayed in Figure 3.2. The electrons in a solid fi ll in the bands, 
from lower to higher energy.

The distinction between an insulator and a conductor is how the electrons fi ll 
in the allowed bands. For a simple metal, the highest band containing electrons 
will be only half full. The thermal energy (at ordinary temperatures) will be 
suffi cient to generate conduction electrons—electron states of slightly higher 
energy are available in the incompletely fi lled band.

In comparison, the highest energy band containing electrons is completely 
full in a good insulator. The thermal energy of the electrons is not suffi cient for 
promotion from this band, known as the valence band (VB), to the next band 
with available energy states, known as the conduction band (CB). The gap between 
the valence and conduction band, known as the band gap, is at least several 
electron volts (eV) wide in an insulator—thermal electron energies are 100 times 
smaller.

Semiconductors. The energy band model of a semiconductor is similar to that 
of an insulator except that the forbidden energy gap is relatively narrow in com-
parison. At very low temperatures, semiconductors behave like insulators. 
However, at higher temperatures, a few electrons are promoted from the VB to 
the CB by simple thermal excitation. Electrons promoted to the CB now are able 
to conduct electricity in the presence of an applied electric fi eld. Corresponding 
electron vacancies, or holes, created in the VB contribute to over all conductivity. 
Two commonly used semiconductor materials are silicon (bandgap = 1.1 eV) 
and germanium (bandgap = 0.7 eV).

The topic of semiconductors is enormous and we will provide only a cursory 
overview. Since the invention of the transistor ca. 40 years ago, three single-
component, ten binary, and a few tertiary semiconductor materials (e.g., mercury 
cadmium telluride [HgCdTe] and aluminum gallium arsenide [AlGaAs]) have 
been developed. These single and binary semiconductors, ordered by the magni-
tude of their bandgap, are listed in Table 3.5. Others not listed include ones that 
have signifi cant potential like mercury telluride (HgTe), manganese selenide 
(MnSe), gallium antimonide (GaSb), indium nitride (InN), scandium nitride 
(ScN), aluminum nitride (AlN), zinc selenide (ZnSe), and boron nitride (BN).
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Table 3.5 also indicates the nature of the bandgap, that is, whether it is direct 
or indirect gap material, as this determines to a large extent just what kinds of 
applications the semiconductor may be suited for. Direct bandgap semiconduc-
tors are those in which the minimum energy of the CB lies directly on top of the 
maximum energy of the VB (in momentum or k-space). Therefore, in direct 
bandgap semiconductors, electrons in the conduction band have a high proba-
bility to combine directly with holes that exist in the valence band without any 
loss of momentum. When recombination does occur, a photon is released that 
corresponds to the bandgap energy (radiative or spontaneous recombination) 
[10]. Gallium arsenide and copper indium diselenide (CuInSe2) are good exam-
ples of direct bandgap semiconducting materials. Direct bandgap materials fi nd 
applications in light-emitting diodes and lasers [10].

In crystalline silicon, recombination does not occur as directly. In “momentum 
space,” the VB minimum and CB maximum are not aligned perfectly. Silicon is 
an example of an indirect bandgap semiconducting material. In this case, direct 
transition is forbidden (e.g., does not conserve momentum). Recombination 
does occur however but it is in a form that is not mediated by the emission of a 

Material Bandgap (eV) Bandgap type

EF

EF

EF
h+

e−

Semimetal bandgap

k-Space

Indirect direct bandgap

Phonon assist

E
ne

rg
y

InSb 0.230 Direct

InAs 0.354 Direct

Ge 0.664 Indirect

Si 1.124 Indirect

InP 1.344 Direct

GaAs 1.424 Direct

CdTe 1.475 Direct

AlAs 2.153 Indirect

GaP 2.272 Indirect

ZnTe 2.394 Direct

SiC 2.416 Indirect

GaN 3.503 Direct

C 5.5 Indirect

TABLE 3.5 Common Semiconductor Materials
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photon. Energy from excitation is released in the form of phonons. Semimetals, 
another class of semiconductors, are those in which the lowest energy of the 
conduction band is actually lower in energy than the highest state of the VB. In 
this scenario, however, the lowest state of the VB is shifted in momentum space 
from the highest state of the VB. Arsenic, antimony, bismuth, HgTe, and graphite 
are examples of semimetal materials. Boron nitride (white), although having 
the same structure (isoelectronic) as graphite (black), is a semiconductor. 
Graphical representations of direct, indirect semiconductors, and semimetals 
are shown in the image in Table 3.5.

Intrinsic Semiconductor: Group IV Elements (Si and Ge). An intrinsic semicon-
ductor is a pure elemental semiconducting material (ideal) that has no chemical 
impurities. No atoms are displaced from their proper sites in the structure of the 
material. This state is highly unlikely however. For such an ideal material at 
absolute zero, the valence band is fi lled completely and the conduction band is 
absolutely empty. At temperature, T > 0 K, two processes occur: (1) Due to ther-
mal vibration of the lattice, electron–hole pairs (EHPs) are generated due to 
break up of some covalent bonds and (2) recombination of EHPs to produce 
covalent bonds also occurs in thermal equilibrium. The number of electrons per 
unit volume (ni) in CB is equal to the number of holes per unit volume (pi) in 
VB. This means that the Fermi level, EF, is located in the middle of the forbidden 
energy gap. Hence, at T > 0 charge carriers are obtained by breakdown of some 
covalent bonds.

Extrinsic Semiconductors. The electrical properties of a semiconductor are dras-
tically altered when doped by “impurity atoms.” Such a solid is called an extrin-
sic semiconductor. There are two types of extrinsic semiconductors: n-type 
semiconductors and p-type semiconductors.

n-Type Semiconductors. When a group IV element (Si/Ge) is doped with a group V 
element (P/As/Sb), an n-type semiconductor is formed (Fig. 3.5). At temperatures 

FIG. 3.5
n-Type substitutional doping with arsenic atoms in a silicon 
lattice. Four of the valence electrons of arsenic bind to neighboring 
silicon atoms, the one left over becomes free for conduction.
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above absolute zero, four of the impurity atom electrons play the same role as 
the four valence electrons of the VB. The fi fth valence electron is unbonded and 
is therefore considered to be free. Thus, addition of donor atoms provides for 
additional allowed energy states to the semiconductor (Fig. 3.6).

At very low temperatures, T < 100 K, electrons are attached to the donor 
atoms, that is, they occupy the Ed state (see Fig. 3.6). At around 100 K, the ther-
mal energy enables the extra impurity electron to shift into one of the many 
empty states of the nearby conduction band, where it has effective mass me*, 
mobility me, and can carry current. Note that in an n-type material, there are two 
types of charge carriers from three processes:

Doping—produces electron as charge carriers (majorities carriers)
Thermal vibration—produces electrons and holes
Recombination—takes away electron and holes

n � defi ned as the electron density
p � defi ned as the hole density

In an extrinsic semiconductor in thermal equilibrium, Nd is the donor concentra-
tion. The product of concentrations of majority and minority carriers in thermal 
equilibrium is independent of the doping impurity concentration and is a function 
of only of the temperature and the semiconductor material, that is, np = ni2 
(constant) for every T.

Here, n >> ni >> p.
Arsenic and phosphorous have one more valence electron than silicon (Si). 

When it is placed substitutionally in the lattice of a Si atom, four of the valence 
electrons bind to neighboring Si atoms, the one left over becomes free for con-
duction. In the band structure picture, impurity states are created much closer to 
the conduction band. These states are known as donors, since they “donate” 
electrons to the conduction band. It is much easier to “liberate” the electron for 
conduction at lower thermal energy. A semiconductor doped with donors is 
known as an “n-type” semiconductor (n for negative charge carrier).

p-Type Semiconductors. When a group IV element (Si/Ge) is doped with a 
group III element (In/Ga), a p-type semiconductor is formed. In this case, there 
is a vacancy in the covalent bond structure.

FIG. 3.6
Energy level diagram of a typical n-type semiconductor. Here 
EFi is the Fermi level of an intrinsic semiconductor.
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Addition of the impurity adds allowed energy states (Ea) that are empty at 
absolute zero. At higher temperature (T > 100 K) electrons from VB can jump to 
Ea and leave a vacancy behind (Fig. 3.7). In a p-type material, the following 
processes occur:

Doping—produces holes as charge carriers (majority carriers)
Thermal vibration—produces electrons and holes
Recombination—takes away electrons and holes
Here, again np = ni2. Here, p >> ni >> n.

Gallium or boron has one fewer valence electron than silicon—when it is 
placed substitutionally in the lattice for a Si atom only three of the neighboring 
Si atoms are successfully bound, a hole remains, which also aids conduction 
since electrons may now move more freely through the lattice, “jumping” into a 
hole and leaving a hole behind to be fi lled (Fig. 3.8).

FIG. 3.8
p-Type substitutional doping with gallium (Ga) atoms in a silicon 
(Si) lattice. Three of the valence electrons of Ga bind to neigh-
boring Si atoms leaving a hole for conduction.
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FIG. 3.7
Energy level diagram of a typical p-type semiconductor. Here 
EFi is the Fermi level of an intrinsic semiconductor.
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In the band structure picture, impurity states are created much closer to the 
valence band. These states are known as acceptors, since they can accept elec-
trons from the valence band. Again, it is much easier to “liberate” the electron 
for conduction at lower thermal energy. A semiconductor doped with acceptors 
is known as a “p-type” semiconductor (p for positive charge carrier).

Doping changes the resistivity of semiconductors drastically. A typical exam-
ple of antimony-doped germanium with different antimony concentrations and 
its relative resistivity is shown in Table 3.6 above.

A diode is created when a p-type material is joined to an n-type material to 
create a p/n-junction (Fig. 3.1). The p-type material will have a high concentration 
of holes and few electrons. The n-type material will have a high concentration of 
electrons and few holes. It is obvious that there will be a large concentration 
gradient of both free electrons and free holes. Therefore there must be a large 
electric fi eld in the p/n-junction region, which will oppose the tendency of the 
electron and hole concentrations to even themselves out. As previously mentioned 
this electric fi eld arises when the carriers diffuse down their concentration gradi-
ents. As they do so they uncover (remove the screening carriers from) the fi xed 
doping atoms, which have positive and negative charges for donors (n-type) 
and acceptors (p-type), respectively.

The formation of a p/n-junction is schematically shown in Figure 3.9, in which 
two pieces of uniformly and oppositely doped semiconductors are brought 
together. The p/n junction is not actually created in this way, but it is useful to 
imagine such a process in order to illustrate the basic physics. Initially the two 
pieces of semiconductors consist of fi xed-charge doping atoms surrounded by 
an equal number of oppositely charged free carriers. When they are joined 
together, the electrons and holes (which are moving around at random) will 
begin to recombine with each other at the interface between the two regions. As 
they do so, the screening free carriers (electrons or holes) are removed from the 
junction region leaving the fi xed positively and negatively charged doping atoms 
exposed. A powerful electric fi eld will be established which will have a direction 
that opposes further movement of holes and electrons towards each other (and 
hence inhibit subsequent recombination).

The p/n-junction, consisting of a p-type and n-type silicon layer in contact, is 
the site of free electrons (n-type) and holes (p-type), canceling each other to 
form a rectifying junction, for example, the depletion zone does not contain 
mobile charge carriers. Doping Si with P, which has one more electron than Si, 
creates an n-type silicon. Conversely, doping silicon with B, which has one fewer 
electron in its valence shell, causes the formation of a p-type semiconductor. 

TABLE 3.6 Resistivity of Antimony-Doped 
Germanium Compounds

Donor concentration (m %) Resistivity (W ⋅ cm)
 5 109
 50 105
150 10
300 0.1
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When a positive bias voltage (positive pole, forward bias) is applied to the p-type 
side, charge fl ows across the interface (Fig. 3.9). If polarity is reversed (reverse 
bias), very little charge can fl ow.

When equilibrium is established (after a few microseconds) the silicon wafer 
will consist of three regions: a neutral n-type region; a neutral p-type region; and 
a narrow-charged depletion region. The depletion region is typically 0.1–1 µm 
wide and has a very low concentration of free electrons and holes (hence the 
name). The electric fi eld is confi ned to the depletion region, and is nearly zero 
in the uniformly doped n-type and p-type regions that comprise the bulk of the 
wafer (which is typically 500 µm thick). The electric fi eld strength will rise from 
near zero at the two edges of the depletion region to a maximum in the center, 
and can reach a strength of 106 V ⋅ cm−1.

Of course, if the n-type or p-type regions are not uniformly doped (e.g., from 
a solid-state diffusion of dopants) then the electric fi eld will be nonzero outside 
the depletion region as well. Figure 3.10 shows in cross section the main regions 
of a particular diode together with the electric fi eld strength. The electric fi eld 
strength is nonzero to the left of the depletion region because that region has 
been diffused, and has a nonuniform doping concentration. The electric fi eld 

FIG. 3.9

Formation of a p/n-junction (schematic only). The doping atoms are shown with a circle 
around the charge sign, while the free electrons do not have a circle. When the n and p 
regions contact each other there is rapid recombination of electrons and holes at the 
interface. A depletion region forms, containing a strong electric fi eld. Very soon, the fi eld 
strength is suffi cient to prevent further migration of electrons and holes towards each 
other, and equilibrium is reached. The depletion region width is greatly exaggerated in 
the fi gure.
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strength is zero in the right-hand p-type region because the doping concentration 
is uniform. The electric fi eld strength in the depletion region has a triangular 
shape and rises to a maximum in the center of the depletion region.

The direction of the electric fi eld (conventional fi eld, + to −) is from left to 
right because the n-type region has fi xed positive charges (the phosphorus atoms 
that donated an electron to the crystal) and the p-type region has fi xed negative 
charges (the boron atoms that accepted an electron from the crystal). The electric 
fi eld opposes further movement of holes down the concentration gradient from 
the p-type silicon to the n-type silicon and similarly for electrons. At equilibrium, 
the electric fi eld exactly balances the concentration gradient.

Because of the concentration gradient, electrons diffuse from n to p and holes 
from p to n. Hence a potential barrier VB builds up across the junction. VB causes 
drift currents which exactly balance the diffusion currents (in equilibrium), that 
is, there is no net fl ow of electrons or holes across the junction.

Barrier height VB in absence of external bias
Consider Figure 3.11.

 (a) Fermi level is shifted due to doping.
In general,

 
= + ln

2F Fi

KT n
E E

p
 (3.28)

EF i is the Fermi level in an intrinsic semiconductor
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FIG. 3.10 An abrupt p/n junction.
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(i) n-type:
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Substituting equation (3.29) in equation (3.28)
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(ii) p-type:
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From equations (3.30) and (3.32) we see that Fermi level in n-type 
is shifted up as compared to intrinsic Fermi level and is shifted 
down in p-type due to doping.

 (b) At the junction, Fermi level must be the same on both sides. Thus, the 
electron energy levels are higher on the p-side as compared to the 
n-side (Fig. 3.11).

 

= +

⎛ ⎞= ⎜ ⎟⎝ ⎠

B N P

d A
2ln

V V V

KT N N

q ni
 (3.33)

Forward bias (Fig. 3.12):
VA is the applied voltage and Vt is the total voltage.

 
= −t B AV V V  (3.34)
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As VA is increased, Vt and barrier width both decrease.
Reverse bias (Fig. 3.13):

 
= +t B AV V V  (3.35)

As VA increases, Vt decreases.
The Poisson equation in one dimension is given by

 
= − = −

2

2

( ) ( )

r o

d V x dE x Q
dx dx e e

 (3.36)

FIG. 3.11
The Fermi level is the same for both sides of the junction, there-
fore, the electron energies are higher on the p-side compared to 
the n-side.

n p

EFn EFp

VB

CB

qVp

VB

Depletion
region

qVn

FIG. 3.12
Forward bias is depicted. As the applied voltage is increased, 
the Vt and the barrier width both decrease.
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where
eo is the permittivity of vacuum
er is the dielectric constant of the material
Q is the charge density
E is the electric fi eld
V is the potential.

Solving under the abrupt junction approximately, we get

 
( )

= − −

= +

n p

2 2
d n A p

( ) ( )

2

t

r o

V V d V d

q
N d N d

e e  (3.37)

where
Q = qNd on the n-side, and Q = −qNA on the p-side.
dn is the barrier width on the n-side
dP is the barrier width on the p-side

Now,

 
=d n A pN d N d  (3.38)
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FIG. 3.13
Reverse bias is depicted. As the applied voltage is increased, 
Vt decreases.
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I–V Characteristics. Current through the p/n junction (Fig. 3.14) is given by

 

⎡ ⎤⎛ ⎞= −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
exp 1o

qV
I I

KT

where
V is the applied voltage
K is the Boltzman constant
T is the absolute temperature

 1. When the junction is forward biased, V is positive
If

 
� �

4
i.e., 100 mV

KT
V V

q

then

 

⎛ ⎞
⎜ ⎟⎝ ⎠

�exp 1
qV

KT

then

 

⎛ ⎞= ⎜ ⎟⎝ ⎠
expo

qV
I I

KT

 2. When the junction is reverse biased, V is negative
Then, if

 

⎛ ⎞ = −⎜ ⎟⎝ ⎠
�exp 1, o

qV
I I

KT
 (3.40)

Io is thus called the saturation value for a reverse bias condition.

FIG. 3.14
(a) Plot of the I–V characteristics of a diode (Vr is the cut-in 
voltage, Vbr the breakdown voltage; (b) I–V characteristics of a 
pure conductor.
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3.1.3 Transistors

The transistor is a three-layer semiconductor device consisting of either two 
n-type and one p-type layers of material (referred to as npn transistors) or two 
p-type and n-type layers (referred to as pnp transistors) (Fig. 3.15). The middle 
range is called the base and the two outer regions are called the emitter and the 
collector. In most transistors, the collector region is made larger than the emitter 
region since it is required to dissipate more heat. The emitter is heavily doped, 
the base is lightly doped and is thin, while the doping of the collector is in 
between the other two. The emitter is so called since it emits electrons (holes in 
case of a pnp transistor) into the base. The base passes most of these electrons 
(hole for pnp) onto the collector. The collector gathers these electrons (holes for 
pnp) from the base.

A transistor has two p/n junctions, the one between the emitter and base 
is called the emitter junction while the one between the base and collectors is 
called the collector junction. There are four possible ways of biasing these two 
junctions (Table 3.7).

FIG. 3.15
(a) NPN-type; (b) NPN-transistor symbol; (c) PNP-type; (d) PNP-
transistor symbol.
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TABLE 3.7 Junction Bias

Condition Emitter junction Collector junction Region of operation
FR Forward biased Reverse biased Active
FF Forward biased Forward biased Saturation
RR Reverse biased Reverse biased Cut-off
RF Reverse biased Forward biased Inverted
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3.2 NANOSCALE ELECTRONICS

3.2.1 Background

Fabrication of future nanotechnology devices is expected to take place from the 
bottom up. This is in stark contrast to most integrated circuit device manufac-
turing that is done today from the top down. Top-down manufacturing is a 
reductionist manufacturing philosophy. In top-down fabrication, electronic 
features are created by subtracting material from a bulk source. The top-down 
philosophy has demonstrated an incredible track record over the past several 
decades. Sadly, Si-based microelectronics cannot travel down the path of Moore’s 
law forever. In 1997, Gordon Moore pointed out that there were probably fi ve 
more generations (at 18 months per generation) left of improvements down the 
trackfollowing his own “Moore’s law” before processes run into the wall of 
physical limitations. This implies that the ability of the industry to double the 
computing power of a microchip within that period could conservatively begin 
a noticeable slowdown in the mid-2000s. [11]. Fabrication of computer chips, 
and in no uncertain terms, will come up against the wall of economic unfeasibility 
as further scaling down of microelectronics continues.

Higher and higher energy lithography sources and support equipment are 
required to achieve the resolution required for nanometer-scale features. Because 
of the different functions they perform, logic chips are a more complicated design 
than memory chips are. As a result, the design complexity is expected to increase 
exponentially with the number of transistors to be integrated, and this in turn 
impacts the design-cycle time, causing a tendency for the actual integration level 
to fall short of the scales potentially attainable with current technology. This 
expenditure in investment is expected to be economically impractical as some 
juxtaposition between economics, smaller features, and complexity is attained 
along somewhere soon down the line.

3.2.2  The Current State of Microelectronics 
and Extensions to the Nanoscale

There are many kinds of physical limitations that would hinder our “staying the 
course” of traditional manufacturing practice. Stray signals and heat-dissipation 
limitations will be encountered as more transistors are packed onto a chip, and 
the increasing magnitude of diffi culty of fabricating ever-smaller devices will 
severely impact future progressive steps. Experts expect such challenging issues 
to dramatically express themselves as transitions approach the 100-nm landmark. 
Because of this and other factors, the explosive increase in transistor densities 
and processing rates of improved integrated circuits projected by Moore’s law is 
countered by mounting costs required for facilities to manufacture transistors, 
chips, and wafers. Inevitably, market equilibrium will be reached when the con-
tinually decreasing physical scale of the microelectronics reaches the rapidly 
increasing economic factors that impact production. This impasse could be 
reached as early as 2015. The cost of a facility, for example, that is required to 
fabricate high technology devices and components is projected to be nearly 
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$200 billion. That event will signal the end of the long and remarkable advances 
in CMOS computer-chip processing power.

We all are aware how storage capacity and computer speed increased signifi -
cantly over the years. We too are well aware how the concomitant cost of manu-
facturing integrated microcircuits, transistors, chips, and devices has been 
reduced. The primary bearer of the load of the electronic industry has been, and 
still is, photolithography—in particular, the use of visible and ultraviolet sources. 
Photolithography, however, has a fundamental resolution limit—70 nm [11]. 
Even with the advent of shorter wavelength sources such as extreme ultraviolet 
(EUV), x-rays, and electron beams, obstacles in the form of resolution limits, 
radiation damage, and increasing costs to develop the next generation of high-
vacuum, high-energy lithography equipment have inspired investigators to 
develop other means.

Much of modern IC R&D and manufacturing processes is devoted to optimi-
zation of chip size, wafer size, and detection of defectivity and interconnects—
all of this just to keep pace with Moore’s law. We have to, however, ask this 
question. Can we fabricate circuits <1 µm by simply extending practices associ-
ated with current device production technologies? The answer is an unequivocal 
no! What then is required for us to get down to that remarkable level of proper-
ties and phenomena in components and devices that are manufactured whole 
scale? One of the fi rst steps to take is to develop an interdisciplinary “off the 
beaten path” approach because the limitations of current manufacturing options 
are on the horizon. For example, ArF lasers with a wavelength 193 nm, a current 
technology, is able to achieve critical dimensions down to 100 nm. To resolve 
smaller structures would require light of smaller wavelength (higher energy). If 
we go beyond the extreme ultraviolet, yes Martha, we are in the domain of the 
x-ray. Consequences of taking such an “energetic step” is to search for new mate-
rials that are able to stand up against x-ray bombardment. This will only add to 
the already astronomical R&D expenses involved in modem IC manufacture.

3.2.3  Nanotechnology-Based Strategies: 
Single-Electron Tunneling

Bottom-up strategies are nanotechnology-based methods that offer real solutions 
to the dilemma described in the previous section. Strategies using molecules, 
biological entities (proteins/DNA), particle deposition, etc., are straightforward 
techniques to synthesize, fabricate, and explore new component and device 
hierarchies. Self-organization is a fabrication strategy that allows for building 
patterns, processes, and structures at a higher level(s) through multiple and 
diverse interactions among components at lower level(s), for example, molecules. 
The self-organization process is inspired from nature. As we state over and over 
in this text, nature has perfected these processes over millions of years, evolved 
many complex structures that function as sensors, actuators, memory, and logic 
units. Synthetic sensors have a linear response because they are easily connected 
to the next stage of processing. In comparison, biological sensors usually have 
nonlinear characteristics, for example, they are “compensated by feedback systems” 
within which they play an integral role.
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The dynamic range and overload capability, as a result, are often spectacular. 
As examples of memory devices, nature stores biological information in DNA 
where approximately 50 atoms are used for one bit of information about the 
cell—currently our level of “one bit” far exceeds this modest number. Modern 
hard disks can have an areal density of 150 GB ⋅ in.−2, a level that corresponds to 
more than a million atoms. However, all these changes will take more than a 
decade from making an impact in the marketplace at the same level as today’s 
IC technology!

Electron Tunneling and the Single-Electron Transistor. Once again we delve 
into the fundamentals of single-electron transfer. In 1985, Dmitri Averin and 
Konstantin Likharev of the University of Moscow proposed the idea of a new 
three-terminal device called a single-electron tunneling (SET) transistor that was 
eventually fabricated by Theodore Fulton and Gerald Dolan at Bell Labs in the 
United States in the following two years. Unlike FETs, single-electron devices are 
based on the tunneling effect that has its fundamentals in quantum mechanical 
phenomenon. The tunneling effect of electrons is observed if two metallic elec-
trodes are separated by an insulating barrier about 1-nm thick (the length of 10 
hydrogen atoms). Electrons at the Fermi energy level are able to “tunnel” through 
the insulator, even though in classical terms their energy would be too low to 
overcome the potential barrier.

The electrical behavior across a tunnel junction depends on how effectively 
the barrier transmits electron waves (that decrease exponentially as a function of 
barrier thickness) and on the number of electron-wave modes that impinge on 
the barrier (given by the area of the tunnel junction divided by the square of 
the electron wavelength). A single-electron transistor takes advantage of the 
quantum transfer of charge through the barrier. Such charge transfer becomes 
quantized when the junction is made suffi ciently resistive.

If a tunnel junction interrupts an ordinary conductor, electric charge will 
move through the system by both a continuous and a discrete process. Since 
only discrete electrons can tunnel through junctions, charge will accumulate 
at the surface of the electrode against the isolating layer, until a high enough 
bias has built up across the tunnel junction (see right side of Fig. 3.1). Then 
one electron will be transferred. Likharev coined the term “dripping tap” as an 
analogy of this process. In other words, if a single-tunnel junction is biased 
with a constant current I, the so-called Coulomb oscillations will appear with 
frequency

 
= I

f
e  (3.41)

where e is the charge of an electron (Fig. 3.16). Notice that equation (3.41) 
is identical to equation (2.15) presented in chapter 2 and describes SET 
oscillations.

The charge continuously accumulates on the tunneling junction barrier until 
it is energetically favorable for an electron to tunnel. This discharges the tunnel 
junction by an elementary charge e. Similar effects are observed in superconductors. 
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There, charge carriers are Cooper pairs, and the characteristic frequency becomes 
f = I/2e; (equation (2.16)) is related to what are known as the Bloch oscillations 
(Fig. 3.17).

The current-biased tunnel junction is one very simple circuit that is able to 
control the transfer of electrons. Another one is the electron-box (see Fig. 3.2). 
A particle is only on one side connected by a tunnel junction. On this side elec-
trons can tunnel in and out. Imagine for instance a metal particle embedded in 
oxide, as shown in Figure 3.18.

The top oxide layer is thin enough for electrons to tunnel. To transfer one 
electron onto the particle, the Coulombic energy Ec = e2/2C, where C is the 
capacitance of the particle, is required. Neglecting thermal and other forms of 
energy, the primary energy source is the bias voltage Vb. So long as the bias voltage 
is small, smaller than a threshold Vth = e/C, no electron is able to tunnel because 

FIG. 3.16 Current-biased tunnel junction showing Coulomb oscillations.
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FIG. 3.17 The electron-box can be fi lled with a precise number of electrons.
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not enough energy is available to charge the island. This behavior is known as 
the Coulomb blockade behavior. Raising the bias voltage will populate the particle 
with one, then two, and three electron, and so on and so forth, leading to a 
staircase-like characteristic.

It is easily understandable that these single-electron phenomena, such as 
Coulomb oscillations and Coulomb blockade, only matter if the Coulomb energy 
exceeds that of the thermal energy. Otherwise thermal fl uctuations will disturb 
the motion of electrons and will wash out the quantization effects. The necessary 
condition is

 
= >

2

B2c

e
E k T

C
 (3.42)

where
kB is Boltzmann’s constant
T is the absolute temperature

What does this expression imply? It means that the capacitance C has to be 
smaller than 12 nF for the observation of charging effects at the temperature of 
liquid nitrogen and smaller than 3 nF for charging effects to appear at room 
temperature. F is the unit for capacitance, the farad. A second condition for the 
observation of charging effects is that quantum fl uctuations of the number of 
electrons on an island must be negligible. Electrons need to be well localized on 
the islands. If electrons are not localized on islands, charging effects would not 
be observed since islands would not be separate particles but rather one larger 
agglomerated uniform space.

The charging of one island with an integer number of the elementary charges 
would be impossible, because one electron is shared by more than one island. In 
this case, the Coulomb blockade would vanish because no longer would a lower 
limit of charge exist. This leads to the requirement that all tunnel junctions must 

FIG. 3.18
Metal particle embedded in oxide. Tunneling is only possible 
through the thin top layer of oxide.

Metal particle

Oxide host
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be opaque to electrons in order to confi ne electrons on islands. This tunnel junc-
tion “transparency” is described by the tunnel resistance RT and must fulfi ll the 
following condition for discrete charging effects to be observable. This should be 
understood as an order-of-magnitude measure, rather than an exact threshold.

 
> = ΩT 2 25,813 

h
R

e
 (3.43)

where h is Planck’s constant.

Therefore, these effects are experimentally verifi able for very small high-
resistance tunnel junctions like those associated with small particles with small 
capacitances and/or at very low temperatures. Advanced fabrication techniques 
such as the production of granular fi lms with particle sizes down to 1 nm and a 
deeper physical understanding allow today the study of many charging effects at 
room temperature.

In summary, if a voltage source charges a capacitor, through an ordinary 
resistor, the charge on the capacitor is strictly proportional to the voltage and 
shows no sign of charge quantization. But if the resistance is provided by a tun-
neling junction, the metallic area between the capacitor plate and one side of 
the junction forms a conducting “island” surrounded by insulating materials. In 
this case the transfer of charge onto the island becomes quantized as the voltage 
increases, leading once again to the so-called Coulomb staircase (Fig. 3.17). The 
Coulomb staircase is seen only under certain conditions. The energy of the elec-
trons due to thermal fl uctuations must be signifi cantly smaller than the Coulomb 
energy, which is the energy needed to transfer a single electron onto the island 
when the applied voltage is zero. This Coulomb energy is given by e2/2C, where 
e is the charge of an electron and C is the total capacitance of the gate capacitor 
and the tunnel junctions. Secondly, the tunnel effect itself should be weak 
enough to prevent the charge of the tunneling electrons from becoming delocal-
ized over the two electrodes of the junction, as happens in chemical bonds.

SET Function. So how does a SET transistor work? The key point is that charge 
passes through an island in quantized units. For an electron to jump onto an 
island, its energy must equal the Coulomb energy e2/2C. When both the gate 
and bias voltages are zero, electrons do not possess enough energy to enter an 
island, and as a result current does not fl ow. As the bias voltage between the 
source and drain is increased, an electron passes through the island when the 
energy in the system reaches the Coulomb energy, for example, the Coulomb 
blockade. The critical voltage needed to transfer an electron onto the island, 
equal to e/C, is called the Coulomb gap voltage.

Now imagine that the bias voltage is set under the Coulomb gap voltage. If 
the gate voltage increases, the energy of the initial system (with no electrons on 
the island) gradually increases concomitantly while the energy of the system 
with one excess electron on the island gradually decreases. At the gate voltage 
corresponding to the point of maximum slope on the Coulomb staircase, both 
of these confi gurations equally qualify as the lowest energy states of the system. 
This lifts the Coulomb blockade, thereby generating electrons to tunnel into 
and out of an island.
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FIG. 3.19 Comparison of SET and MOSFET.
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The Coulomb blockade is lifted when the gate capacitance is charged with 
exactly minus half an electron, which is not as surprising as it may seem. The 
island is surrounded by insulators, which means that the charge on it must be 
quantized in units of e, but the gate is a metallic electrode connected to a plenti-
ful supply of electrons. The charge on the gate capacitor merely represents a 
displacement of electrons relative to a background of positive ions.

Researchers have long considered whether SET transistors could be used for 
digital electronics. Although the current varies periodically with gate voltage (in 
contrast to the threshold behavior of the FET), the SET would still form a com-
pact and effi cient memory device. However, even the latest SET transistors suffer 
from “offset charges.” That means that the gate voltage needed to achieve maxi-
mum current varies randomly from device to device. Such fl uctuations make it 
impossible to build complex circuits.

One way to overcome this problem might be to combine the island, two 
tunnel junctions, and the gate capacitor that comprise a single-electron transis-
tor in a single molecule. An intrinsically quantum behavior of SET transistors 
should not be affected at the molecular scale. In principle, the reproducibility of 
such futuristic transistors would be determined by chemistry, and not by the 
accuracy of the fabrication process per se.

It is not yet clear whether electronics based on individual molecules and 
single-electron effects will replace conventional circuits based on scaled-down 
versions of FETs. Only one thing is certain: That if the pace of miniaturization 
continues unabated, the quantum properties of electrons will become crucial 
in determining the design of electronic devices before too long—most likely 
before the end of the next decade.

Single-electron transistors are not so different from traditional MOSFETs 
(Fig. 3.19).
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 1. In the SET, electron conduction takes place one electron at a time 
while in a MOSFET, many electrons simultaneously take part in 
conduction.

 2. In the SET, the drain gate controls Coulomb blockade behavior while 
in MOSFETs the gate controls the channel.

 3. The SET requires an opaque junction where RT > RQ∼26 kΩ while 
MOSFETs require highly transparent junctions.

3.2.4  Nanotechnology-Based Strategies: 
Molecular Wires

The concept of fabricating nanoscale devices with molecules was initiated in the 
early 1970s by chemists Ari Aviram of the IBM Thomas J. Watson Research Center 
in Yorktown Heights, New York, and Mark Ratner, a professor at Northwestern 
University, Chicago, Illinois. The two started working on the idea of synthesizing 
molecular electronic elements and devices and proposed the concept of a rectifi er 
consisting of a single molecule. [12]. Excellent reviews on molecular electronics 
research is available in the literature [13–15]. In 1997, Professor Robert Metzger 
and his colleagues at the University of Alabama produced the molecule named 
hexadecylquinolinium tricyanoquinodimethanide [16]. They used this molecule 
to measure the bi-directional current fl ow through it between two aluminum 
electrodes. The rectifi cation ratio of these two currents, the ratio indicating the 
preferential fl ow direction, ranged from 2.4 to 26.4 for different room tempera-
ture samples. These results demonstrated a defi nite preference for the direction 
of the electron fl ow. The chemical confi guration of this molecule is shown in 
Figure 3.20.

FIG. 3.20

The DC electrical conductivity of g-(n-hexadecyl)quinolium tricyanoquinodimethanide 
(or C16H33-Q-3CNQ) assembled in Langmuir–Blodgett multilayers demonstrated unimo-
lecular rectifi cation behavior. In other words, the conductivity of electrons from one of this 
impressive molecule is not the same as conductivity originating from the other end. 
Monolayers with the negative end of the zwitterion on the substrate and the tail (the 
hydrocarbon chain) up and away from the substrate conducted electrons away from the 
substrate.

H3C

Zwitterionic C16H33Q-3CNQ

C — N
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N N
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−

Source: R. M. Metzger, B. Chen, U. Höpfner, M. V. Lakshmikantham, D. Vuillaume, T. Kawai, X. Wu, H. Tachibana, T. V. Hughes, 
H. Sakurai, J. W. Baldwin, C. Hosch, M. P. Cava, L. Brehmer, and G. J. Ashwell, Journal of American Chemical Society, 119, 
10455–10466 (1997). With permission.
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There are several compelling reasons to consider that molecular electronics 
will play a major role in the future of nanoelectronics. Essentially all electronic 
processes in nature, from photosynthesis to signal transduction, are mediated by 
molecular structures. There are four major advantages for molecular circuits:

 1. Size. The size scale of molecules is between 1 and 100 nm, which 
allows to make functional nanostructures with accompanying advan-
tages in cost, effi ciency, and power dissipation.

 2. Assembly and Recognition. Intermolecular interactions can be utilized 
to form structures by nanoscale self-assembly. Molecular recognition 
can be used to modify electronic behavior, to obtain both switching 
and sensing capabilities on a single-molecule scale.

 3. Dynamical Stereochemistry. Many molecules have multiple distinct 
stable geometric structures or isomers (an example is the rotaxane mol-
ecule in Figure 3.21d, in which a rectangular slider has two stable 
binding sites along a linear track). Such fi xed geometry isomers have 
very distinct optical and electronic properties. For example, the retinal 
molecule (in eyes) switches between two stable structures, a process 
that transduces light into a chemoelectrical pulse that allows vision.

FIG. 3.21

Examples of molecular transport junctions. The top panel depicts molecules with various 
localized, low-energy molecular orbitals (colored dots) bridging two electrodes L (left) 
and R (right). In the middle panel, the black lines are unperturbed electronic energy 
levels; the red lines indicate energy levels under an applied fi eld. The bottom panel depicts 
representative molecular structures. (a) A linear chain, or alkane. (b) A donor–bridge–
acceptor (DBA) molecule, with a distance l between the donor and acceptor and an energy 
difference EB between the acceptor and the bridge. (c) A molecular quantum dot system. 
The transport is dominated by the single metal atom contained in the molecule. (d) An 
organic molecule with several different functional groups (distinct subunits) bridging the 
electrode gap. The molecule shown is a rotaxane [2], which displays a diverse set of localized 
molecular sites along the extended chain. Two of those sites (red and green) provide positions 
on which the sliding rectangular unit (blue) can stably sit. A second example of a complex 
molecule bridging the electrodes might be a short DNA chain.
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Source: Adapted from R. E. Hummel, Electronic properties of materials, Springer-Verlag, Berlin (1985). 
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 4. Synthetic Tailorability. The molecules can be tailor made to the expected 
composition and geometry to control a molecule’s transport, binding, 
optical, and structural properties. The tools for such molecular synthesis 
are highly developed (Fig. 3.22)

But what are these devices specifi cally? To begin with, there are two general-
ized classes of molecules that have demonstrated possession of the characteris-
tics acceptable for molecular-scale electronic devices: (1) carbon nanotubes and 
(2) polyphenylene-based chains.

Polyphenylene Molecular Wires. The polyphenylene-based chains, which are 
made of chains of aromatic benzene rings, are much smaller molecules than 
carbon nanotubes are. It then seems more likely to provide an immediate source 
of molecular-scale rectifi ers and switches. As a result, these materials have estab-
lished a base for much of the recent research into molecular electronic wires and 
devices. An example of such a device is shown in Figure 3.23, conducting 
molecular wire assembly, demonstrated by Tour [17]. The basic structure of this 
molecule is shown in the fi gure.

To understand the basics of what is involved in producing a current carrier of 
such a small magnitude, let us fi rst look at how one would produce such a 
“simple” conductor or wire.

If we remove two hydrogen atoms from a benzene ring (C6H6), then we obtain 
a phenylene structure (C6H4), which is a ring with free sites or what we call two 
bonding sites. Now if we have many phenylene groups together, the missing 
hydrogen atoms will act as attraction sites; a chain of phenylene groups can be 
formed as depicted in Figure 3.23 (Top). The chain is terminated with a phenyl-
group molecule, which is a benzene ring with only one hydrogen removed (C6H5). 
Since this single strand of nanofi lament can be of arbitrary length, it is called a 
“polyphenylene” chain, where “poly” means “more than one.” Other molecular 
groups can be adapted to this chain to specialize it for specifi c properties or char-
acteristics that may be desired.

For example, triply bonded ethynyl or acetylenic links are often inserted as 
spacers to eliminate interference from adjacent hydrogen atoms in order to 

FIG. 3.22 Schematic representation of the self-assembly of molecular devices.
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enhance the conductivity of the molecular wire. A three-ring polyphenylene 
chain demonstrated approximately 30 × 10−9 A of current passing through the 
molecule. The technique for synthesizing conductive polyphenylene-based 
chains has been refi ned by James Tour so well with great repeatability over the 
past few years that they have come to be known as “Tour wires.” [17]. Adding 
aliphatic methylene groups to the chain makes the molecule an insulator, and 
depending on where the polyphenylene-based molecular wire is added, aliphatic 
methylene could function either as a “resistor” or as an “insulator.”

FIG. 3.23

(Top): “Tour wires.” A conductive polyphenylene molecular chain comprised of a series of 
modifi ed benzene rings (Middle): A wire with an insulating island is depicted. (Bottom): 
Molecular rectifying diode, originally proposed by Aviram and Ratner, uses chemically 
doped polyphenylene molecular wires for the conduction of electrons. The dopants are 
intramolecular modifi ers. Two intramolecular doping agents, X and Y, are applied to the 
polyphenylene backbone structure [18]. “X” is an electron donating group (e.g., “n-type”) 
and “Y” is an electron accepting group (e.g., “p-type”). The donor–acceptor complex is 
separated within the molecular diode by a semi-insulating bridge structure “R” (e.g., dim-
ethylene groups) that provides a potential energy barrier to preserve the potential drop 
between the Tour wires and X and Y coplanar assemblies to allow for tunneling. The thiol 
linkages, “S,” also provide potential barriers to the Au-electrodes that serve to maintain 
isolation of the molecular wire structure. None of the barriers have potential that is insur-
mountable when a proper bias is applied [18].
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Both rectifying diodes and resonant-tunneling diodes have been recently 
demonstrated. A molecular-rectifying diode, based on the work by Aviram and 
Ratner, has been successfully demonstrated by teams led by Metzger [16] at the 
University of Alabama and Reed at Yale University.[17]. Although other confi gu-
rations of polyphenylene-based molecular rectifi ers are being designed, molecular-
resonant tunneling diodes, which are quantum devices that employ quantum 
effects in their simplest form by utilizing energy quantization for the “on”-“off” 
switching of an electric current, have been found to integrate rather nicely. The 
energy quantization “regulates” the variation of voltage bias across the source 
and drain contacts of the diode. However, current can pass equally well in either 
direction for the resonant-tunneling diode, unlike that of the rectifi er.

In order to control the desired direction of the electron fl ow, a set of “insulators” 
acting as tunnel barriers are placed very close together to create a potential-energy 
“well” or “island” similar to the case explained in single-electron transistors. The 
probability that electrons can tunnel depends upon the difference between the 
energy level of the incoming electrons and that of the electrons within the poten-
tial well. If the energy quantum state of the electrons arriving in the device is dif-
ferent from the energy level allowed inside the potential well, current fl ow is not 
allowed and the device is switched “off.” But if the energy quantum state of the 
arriving electrons matches one of the energy levels of the island barrier, a con-
dition said to be “in resonance,” then the state of the device is “on” and current 
fl ows.

Tour and Reed produced the fi rst working “prototype,” as shown schema-
tically in Figure 3.24. By inserting two aliphatic methylene groups into the 
polyphenylene-based chain “wire” on either side of a single aliphatic ring, they 
were able to demonstrate a resonant-tunneling diode. Figures 3.23 (Middle) and 
3.24 show that the “island” is formed by the CH2 or methylene group located 
on either side of the benzene ring while the insulating property of the aliphatic 

FIG. 3.24 Polyphenylene molecule (Fig. 3.23 Middle) with resonant-tunneling diode confi guration.
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group, as mentioned earlier, acts as potential-energy barriers to the fl ow of elec-
trons. The aromatic ring between the aliphatic groups provides a very narrow 
gap of approximately 0.5 nm, which becomes a region of lower potential energy 
that the electrons must pass through.

Because of the possibility of multiple quantum levels implicit with resonant-
tunneling devices, the additional advantage of multistate switching behavior is 
permitted. A continuously increasing bias voltage can produce multiple energy 
levels that come into resonance with the incident electrons. This multiple 
switching behavior represents additional logic states for each device.

Carbon Nanotubes. Similar progress has been experienced in the research of 
carbon nanotubes, also known as tubular fullerenes. A carbon nanotube, as 
depicted in Figure 2.9, is a cylinder of carbon atoms comprising a single mole-
cule that measures from 1 to 20 nm (nominally 10 atoms) in diameter. Carbon 
nanotubes can be either conductors or semiconductors—depending upon their 
“chiral” or twist angles and diameters. In 1997, Cees Dekker and his associates 
at the Delft University of Technology in the Netherlands were the fi rst to dem-
onstrate the capability of nanotubes to act as wires [19,20]. The following year 
this same team demonstrated a transistor using a nanotube as one of its compo-
nents. They then expanded their research into fi nding ways to adapt nanotubes 
as electronic devices and discovered that a kink in a nanotube caused it to act 
like a rectifi er diode. Through manipulation of individual molecules, research-
ers at IBM Corporation then successfully produced an array of transistors out of 
carbon nanotubes. [20]. While a technique for the self-ordering of both the 
conducting and semiconducting nanotubes like in the case of organic molecules 
has so far eluded researchers, the IBM team has discovered a technique for produc-
ing only semiconducting nanotubes through the destruction of the conductors. 
This is a signifi cant step towards the practical application of nanotubes in com-
puter chips.

Application of molecular electronics requires fl exible reaction chemistry 
capable of producing long strings with desired branch structures, and a high 
electrical conductivity for these large structures is a necessity. While polyphenylenes 
provide the more fl exible reaction chemistry, and can be self-assembled more 
easily, carbon nanotubes are more conductive. Technical challenges yet remain 
in the development of nanoelectronic devices using the molecular approach [21]. 
A practical integration of molecules or nanoparticles or nanotubes into scalable, 
functional electronic devices will still take some more time to be achieved. But 
the total impact of nanotechnology on the future of electronics seems likely to 
be much greater than the infl uence of the silicon integrated circuit. The benefi ts 
of “molectronics” will ultimately evolve from learning how to tailor fundamen-
tal properties and phenomena at the nanoscale and the capability of controlling 
the features of a desired component or structure during its basic molecular 
assembly. The technological future with nanoelectronics will be revolutionary, 
spawning major new industries neither envisioned nor conjectured today, 
involving the design and chemical synthesis of molecules that are quantum 
electronic devices, self-assembly into desired circuits by following encoded 
instructions based on simple principles yet to be discovered. Nanoelectronics 
may change the perspective of nearly every human endeavor for the remainder 
of the twenty-fi rst century.
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Problems
 3.1 Why are semiconductor quantum dots 

not very good in classical microelectronic 
applications? Give at least two reasons.

 3.2 Discuss your understanding of tunneling 
of electrons in single-electron nano-
structures?

 3.3 Defi ne Fermi energy. Describe the Fermi 
energy in a metal. Describe the Fermi 
energy for a semiconductor. What is its 
importance? How does Fermi energy relate 
to nanoparticles? Do semiconductors have 
a true Fermi energy?

 3.4 What is the basic difference between 
classical microelectronics and single 
“electron” electronics?

 3.5 What are compound semiconductors? 
Give some examples. What are some of 
their uses? Are there nanoparticulate 
compound semiconductors? If yes, give 
some examples.

 3.6 What are charge carriers? Identify the 
charge carriers in metallic substances, 
semiconducting substances, and conduc-
tive liquids. Can nanoparticles be used 
as charge carriers?

 3.7 Explain from the fi gure below the carrier 
recombination mechanisms in semicon-
ductors?

A B C

Ev

Ec

Et

E

 3.8 Explain the Coulomb blockade in your 
own words.

 3.9 Calculate the intrinsic carrier density in 
silicon at 300 K.

 3.10 When EC − EF > 3kBT

( )C F B

3/2

B
C C 2

*2
and 2 pE E k T m k T

n N e N
h

− ⎛ ⎞
= = ⎜ ⎟

⎝ ⎠

p

 Find the concentration of electrons and 
holes.

 3.11 Show that for intrinsic semiconductors, 
the correct alternative expression for n 
and p are

 
( ) ( )− −= =B Bandf i i fE E k T E E k T

i in n e p n e

 3.12 Use classical Coulomb potential energy 
expressions in fi nding the lowest poten-
tial energy of two electrons that occupy 
four quantum dots in a quantum autom-
ata cell. Show the energy of the electrons 
is lower when the diagonal confi guration 
is occupied than when the electrons 
occupy dots that are adjacent. The dimen-
sions of the 2-D box is a × a × a × a.

 3.13 Reconsider Problems 3.8–3.11. Is there 
anything that we need to modify to 
account for diminished size (as in the 
case of nanoparticles)?

 3.14 Consider a molecular wire. How would 
you expect its electrical conductivity to 
behave? Does an electron in a conjugated 
linear molecule behave like a “particle in 
a box”? Plot what you would expect in 
terms of its I–V behavior.

 3.15 What is an ohmic junction? Is there an 
issue with such junctions at the nano-
scale? Why or why not?

 3.16 Is overheating a problem in nanoscale 
circuitry?

 3.17 Explain the role of electron tunneling 
in a single-electron transfer device. 
Have we been able to transfer a single 
electron?

 3.18 What is ballistic conduction? How does 
it relate to the “mean free path” of an 
electron? What nanoscale material has 
potential to serve as a ballistic conductor? 
Is ballistic conduction related to super-
conduction?

 3.19 What is a unimolecular rectifi er? 
Nanoionics?

 3.20 Describe the action of a carbon nano-
tube fi eld emission device.

 3.21 Why is it diffi cult to dope a nanoscale 
semiconductor?
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NANO-OPTICS

 Some physicists may be happy to have a set of working rules leading to results 
in agreement with observation. They may think that this is the goal of physics. 
But it is not enough. One wants to understand how Nature works.

PAUL DIRAC

Chapter 4
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4.0 INTRODUCTION TO OPTICS

Optics (from the Greek opticus “of sight or seeing”; optos “seen visible,” related 
to ops “eye”) is the study of the interactions of light with matter and other optical 
phenomena. Infrared, visible, and ultraviolet are ranges of EM (electromagnetic) 
radiation that we are most familiar. X-rays, microwave, and radar are included in 
the extended family of EM phenomena. The fi eld of quantum physics provided 
us a fundamental understanding of optics from the “bottom up.” Classical 
optics (geometric optics) described the propagation of light through materials 
like prisms. Concepts such the light ray, refractive index, diffraction, and polari-
zation were developed through the work of early scientists in the fi eld. Figure 4.1 
depicts a page taken from the Cyclopaedia, compiled by Ephraim Chambers, 
published in 1728 London [1].

There are many pioneers in this fi eld, too numerous to list and discuss, but 
we shall recount a few notable contributors [1–3]. The fi rst lenses were derived 
from quartz that was polished dating to eighth century B.C. Democritus 
attempted to explain color and claimed it was due to the “roughness of constituent 
atoms.” Euclid in the 4th–3rd century B.C. was one of the fi rst to study optics 
from a geometrical sense. In his seven axioms, he defi nes visual rays, cones, and 
“seeing as a result of lines falling on objects”; angles and their relation to size 
and clarity; and left, right, and high rays. Archimedes (5th–4th century B.C.) 
studied catoptrics, refl ections from surfaces and refraction. The Roman Seneca 
during the reigns of Caligula, Claudius, and Nero studied the properties of water 
with regard to magnifi cation. Hero of Alexandria (fi rst century) considered the 

THREADS
Chapter 4 represents the second part of the Electro-
magnetic Nanoengineering section, following chapter 3 
on Nanoelectronics. It is interesting to note that 
electronics, optics, and magnetism are essentially 
inseparable. They are all part of the electromagnetic 
continuum. All involve electrons and photons. 
Nonetheless, we draw the boundary for our conve-
nience. In chapter 4, we study the basics of light and its 

interaction with matter. From there, we go on to 
investigate light’s interaction with nanomaterials. 
Once again, we fi nd that the size of matter has a great 
infl uence on the optical response of the material.

Chapter 4 is sandwiched in between electronics 
(chapter 3) and magnetism (chapter 5). The order of 
the chapters should make no difference with regard 
to the subject matter at hand.

FIG. 4.1

Table of Opticks, published in Cyclopaedia in 1728 London. The Cyclopaedia (or Universal 
Dictionary of Arts and Sciences) was compiled by Ephraim Chambers, an apprentice to a 
globe craftsman. His epitaph read “Heard of by many, Known to few, Who led a Life 
between Fame and Obscurity, Neither abounding nor defi cient in Learning, Devoted 
to Study, but as a Man, Who thinks himself bound to all Offi ces of Humanity, Having 
fi nished his Life and Labours together, Here desires to rest.”
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FIG. 4.1 See caption on page 166.

Fig. 1. Lens

Fig. 9.
Artificial eye

Fig. 15.
Shadon

Fig. 21. Microscope

Fig. 23. Microscope

Fig. 26. Mirrour
reflection & c:

Fig. 31. Mirrour

Fig. 40.
Optical inequality

Fig. 43.
Telescope

Fig. 41. Telescope

Fig. 42.
Telescope

Fig. 44.
Telescope

Fig. 45. Telescope

N�. XIV

Fig. 45.
Rainbow

Fig. 34. Mirrour Fig. 36. Mirrour

Fig. 37. Mirrour

Fig. 34. Mirrour

Fig. 38. Mirrour

Fig. 39.
Pencil of rays

Fig. 46.
Telescope

Fig. 46. Rainbow

Fig. 38. Focus

Fig. 35.
Mirrour

Fig. 27. Mirrour Fig. 28.
Mirrour Fig. 29. Mirrour Fig. 32.

Mirrour

Fig. 33.
Mirrour

Fig. 23.
Microscope

Fig. 22.
Microscope

Fig. 16.
Camera

Fig. 10. Magic lanthorn

Fig. 17. Camera
Fig. 18. Camera

Fig. 11
Virtual focus

Fig. 19. 20. Catoptric
ciftula

Fig. 25.
Double microscope

Fig. 24.
Microscope

Fig. 12. Shadon
Fig. 13. Shadon Fig. 14. Shadon

Fig. 30.
Mirrour

A

A

B
B

B
B

N

C

C

C

CD

D

D

E E

E E E
G

G

G

G D

a
a

b

b

b

e

e

e e
e

e

d

d

d
d

d
d

d
l

g

o

e

f

d

e

c
c

c

I

I I

I

K

K

H

H

H

H
PY

A

A

B L G C

I

F
F

F
F F

A

A
A

A
F E

C H

H
A

A

A M

D

B

H

G

O
IL

C

ME

F

N

B

C

D

D

C

I

HL

I

G H

E

M
N

K
O

D

A BC

F

L

A h

b
a

x

l

E

E
F

FBGG
I

E

F
N M

G
B

D

I

C

C
D

D

E B

BE

F
D A

A

A F

F

Y

K

T

L

X V

H

G

A

H

H

H

N N

G G
RP

P
C

C

a
i

e

y
z

o x

y
h

h

a

l

u
n
m

B

C A

A

A

N K H L M

G

E E

C

H
B D

K
I
A

Q

A
L I

B

K
L

C D

M

N
E F

O
G H

BP

A

G
F
N

Q

O

G
D

Q
P

A
A

B

K
CK

B
C

F
F

E E II

N
N

PM
M

M
Q

G
G

L

L

AB

O

I F
c

A

A E

E
NH

F

F E

A A B

B

H
D

F I G

L

A

E
K

B

G

C L B

S

E

C

O

P
R

G

F F

Q

L

V

D

D G
E

C

L
I

C

G
M

o
F
o

H

D
C

L
E

B

A

P

O

B
8

7

2

Y M
x

4

D
G

K

T
s

Q V

I
F

H

RE

B

X B

G

H

F

A

I

HF

R

O

Q
E
G

TL
V

S

X

RP

T

M

P

V

o

ID

SE

K

K
M

F

OI

L

C

E

F

H

N
L M

G

ID

I

K

G
D

C

F

E

H

F

E

E

D

D G E A
A

A
I

H F B

O

O O B

E

F
KD

G

H

c
LB

D

I
HEFD

L
C

C

C

C

G

A

B
B

D

D

E

E
GB

B

F

Q

D C
E F

B
K

C

a
g
b

h

d
e

1

2

3

5

f
E

L

C

ID

F

I
D

B
G

C

A

A
HC

K

H

I

B

A
B

H

Q
C D

GF G

H

L K I

X

F
P

ATC

M
QD

V
B

P Q

N

H

I

L K
E

DC

R S
S Q

B

D
DC

E F A

F

VZT

T

V

BA G
P

R

N
E

y

b

a

z

o

s

O
P

N
O

M I K

PL

N

B

E

F

GC

L L

L

Fig. 2. Lens Fig. 3. Lens Fig. 4. Lens Fig. 5. Colour Fig. 6. Colour Fig. 9. Colour

Fig.7
Colour

Fig. 8. Colour

u

a

a
b

o

z

c

e

q

b c
b

b a

c

g
m

d

l

c
a

b

g

c

M

48031_C004.indd   16748031_C004.indd   167 10/30/2008   6:10:31 PM10/30/2008   6:10:31 PM



168 Fundamentals of Nanotechnology

phenomena of refl ection, smooth versus porous surfaces (the beginning of 
nanophotonics?), and that light must travel at high speeds. The ninth century 
Middle Eastern scientist Al-Kindi stated that “all things in the world emit light 
rays in all directions.” The tenth century Arab scholar Alhazan researched refl ec-
tion from spherical and parabolic mirrors and explained why the sun and moon 
appear larger when near the horizon. Roger Bacon, in thirteenth century Europe, 
infl uenced greatly by Arabic scholars, conducted some of the fi rst mathematical 
analyses on light [2,3].

Ancient Greeks and Romans fi lled glass spheres with water and used them to 
magnify objects. Spectacles made the scene ca. thirteenth century when Roger 
Bacon (1220–1292) used broken shards of a glass sphere for a lens. Modern 
optics took form, beginning in the sixteenth century, from the efforts of Kepler, 
Descartes, Huygens, and Newton. Johannes Kepler (1571–1630) explained the 
workings of the eye and eyeglasses. Willebrod Snell (1580–1626) discovered the 
law of refraction. Rene Descartes promoted a corpuscular theory of light and 
that light consists of “tiny globes that travel and bounce according to the laws of 
optics—color was due to different spins of the globes.” Isaac Newton claimed 
that light consisted of discrete particles of different sizes with “immutable 
refracting powers” [3]. Interestingly, such corpuscular theories of light preceded 
those based on wave mechanics.

Thomas Young in 1801 proposed that the nature of light was wavelike and 
particulate per se. He found that interference patterns were produced by light 
emerging from adjacent pinholes. Interestingly, his idea was ridiculed in his 
homeland England [3]. Augustin-Jean Fresnel developed a mathematical 
treatment of wave optics. Laplace, Fourier, and Poisson supported the corpus-
cular theory of light. Young, Fresnel, and Francois Arago supported the wave 
theory.

James Clerk Maxwell explained EM theory and laid the foundations for the 
classical behavior of light. Rudolf Luneburg used Maxwell’s equations to system-
atically treat ray and diffraction optics. Heinrich Hertz, discoverer of the quan-
tum photoelectric effect, also used Maxwell’s equations to prove that light waves 
are EM in nature.

Classical optics, however, was found to break down at the high frequency 
limit. The major tenet of “ultraviolet catastrophe” (Rayleigh-Jeans) predicted 
that an ideal black body radiator (a 3-D cavity) emits radiation with infi nite 
power as the energy of the radiation increases (shorter and shorter wavelength)—
that radiated power per unit frequency is proportional to the square of the fre-
quency. However Max Planck, Albert Einstein, and others soon realized that this 
was not possible. Hence, through nonclassical physics, a solution to the dilemma 
was found based on the concept of the quantum. In essence, quantum theory 
predicts that radiated energy goes to zero at infi nite frequencies within a cavity 
and that the total power is fi nite. Classical physics describes light in terms of rays 
and waves. Quantum physics describes light in terms of waves, particles, and 
specifi c energy.

The quantum mechanical treatment of light began when Joesph von Fraun-
hofer (1787–1826) measured the positions of hundreds of absorption lines in 
elemental spectra. Planck, Einstein, Niels Bohr, Erwin Schrodinger, Werner 
Heisenberg, and many more brilliant scientists established the foundation for 
modern quantum mechanics.
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Modern Developments. Vacuum tubes and transistors in the 1960s evolved into 
integrated circuits in the 1980s and on into VLSI (very large-scale integration) in 
which ICs were created by combining thousands of transistor-based circuits into 
a single chip. In the 2000s, we are on the verge of molecular electronics. In an 
analogous way, crossing over from vacuum tubes and transistors, discrete fi ber 
optic components were developed in the 1970s that evolved into planar optical 
waveguides in the 1980s and on into integrated optical circuits, until fi nally we 
are in the developmental period of optical photonic crystals. The frequency ranges 
and velocities of the two primary components, the electron and the photon, 
differ signifi cantly: felectron ∼1010 Hz versus fphoton ∼1015 Hz, uelectron ∼105 m ⋅ s−1 
versus uphoton ∼108 m ⋅ s−1.

Optical techniques have several advantages: sensitivity (single photons, single 
molecules), selectivity (fl uorescence, fi lters), spectroscopy, (chemical analysis) 
and speed (femtosecond timescales).

History of Photonics. Photonics is the interaction of light with matter. It is the 
technology of light. Optical fi bers and waveguides, semiconductor physics, 
light-emitting diodes (LEDs), laser diodes, p/i/n-photodiodes, avalanche photo-
diodes (APD), organic photonic devices, photonic crystal fi bers, and many more 
devices are based on the interactions between light and matter. Photonics as a 
fi eld began in the 1960s with the invention of the laser, and subsequently the 
laser diode and optical fi bers and the Erbium-doped fi ber amplifi er in the 1970s. 
Some of the fi rst applications of photonics were devoted to telecommunications. 
Whereas the optics industry focused on cameras and light sources, photonics 
pursued the development of optical fi bers, laser LEDs, compact discs, digital 
videos, and LEDs.

The fi rst visible spectrum LED was invented by N. Holonyak of GE in 1962 
and he is considered to be the “father of the LED.” In the 1990s, Shuji Nakamura 
of Nichia Corporation developed the fi rst high-brightness blue LED based on 
InGaN (p-doped GaN). The fi rst white LED used a Ce:Y3Al5O12 or YAG (yttrium–
aluminum–garnet) phosphor coating that mixed yellow (down-converted) light 
with blue to produce white light.

4.0.1 Interactions of Light with Matter

The propagation of EM radiation is mediated by the materials that it encounters. 
In vacuum, EM radiation travels at ca. 108 m ⋅ s−1. The absorption of light makes 
an object dark or opaque to the wavelengths or colors of the incoming wave. 
Some materials are opaque to some wavelengths of light but transparent to 
others. Glass and water are opaque to ultraviolet light, but transparent to visible 
light. The wavelengths of light absorbed by a material depend on the material 
composition, and hence properties derived from them. If a material or matter 
absorbs light of certain wavelengths or colors of the spectrum, an observer will 
not see these colors in the refl ected light. On the other hand if certain wave-
lengths of colors are refl ected from the material, an observer will see them and 
see the material in those colors. For example, the leaves of green plants contain 
chlorophyll, a pigment that absorbs the blue and red colors of the spectrum and 
refl ects the green. Leaves therefore appear green. The fundamental interactions 
of matter with light are reviewed in Figure 4.2.
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Light (EM radiation) can be viewed classically or from the quantum mechan-
ical point of view. Since light is an EM phenomenon that consists of oscillating 
electric and magnetic fi elds and that electrons and protons are charged particles 
with motion that generate oscillating electric and magnetic fi elds, interaction 
between them is inevitable. The energy of electrons is quantized and the energy 
of EM radiation is quantized as well. We review some basic terminology and 
relate them to materials without going into too much detail (Table 4.1). Keep 
in mind that all interactions between light and matter can be described by the 
sum of all absorption and emission of photons and the most probable paths 
that photons take. All EM radiation exists within a continuum with matter 
related through E = mc2. All photon and matter interactions are the same; it is just 
their expression that we are able to distinguish, catalog, and measure. Additionally, 
it is also with the size of the matter that makes a difference in those properties 
that we call observables.

Optical properties of nanomaterials are interesting to study due to the variety 
of new possible applications, some of which have already been demonstrated or 
have been predicted theoretically. These interesting properties arise either due to 
the intrinsic absorption or scattering processes. When light is incident on a 
material, the intensity of the incoming light onto the material reduces by either 

FIG. 4.2
Interactions of light with matter. Not all categories are independent. Propagation of light 
is part of a continuum of interactions, all related. Discrete interactions are shown for 
clarity’s sake.
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TABLE 4.1 Interactions between Radiation and Matter

Phenomena Description Examples
Refl ection Change in the wavefront at an interface between two 

material media in which the incident wave is directed 
back into the medium of its origin. A refl ected wave 
that preserves the geometrical structure of the 
incident wave to produce a mirror image is called 
specular refl ection. The angle of incidence is equal 
to the angle of refl ection: qi = qr. Diffuse refl ection 
occurs when light strikes a roughened surface and 
is the macroscopic embodiment of scattering. 
Smooth surfaces refl ect and rough surfaces scatter. 
In specular refl ection, momentum of the light 
(an elastic process) is considered to be preserved.

Shiny mirror surfaces refl ect light.
Metals are able to refl ect light due to the 
presence of mobile electrons on their 
surface. The electrons are able to generate 
an opposing fi eld that defl ects that of the 
impinging radiation.

Scattering When radiation is not refl ected, other mechanisms 
account for its distribution. Light impinging on a 
roughened surface may be defl ected in all directions 
with loss of coherence and phase. This is called 
scattering. The degree and kind of scattering is 
dependent on the size of the particles or surface facet 
and the wavelength of the impinging light. Scattering 
is the microscopic form of refl ection—in the general 
sense.

Molecules, small and somewhat larger 
particles in the nano- and micro-domains 
are responsible for scattering light. 
Scattering is highly size-dependent—
thereby, it is very relevant to nano-optics. 
SERS is based on Rayleigh scattering—
both elastic and inelastic ramifi cations 
thereof.

Refraction Refraction is related to refl ection. Light incident on a 
surface is either refl ected (or scattered) or refracted—
usually both. It depends, like all EM phenomena, 
on the wavelength and the nature of the material 
(e.g., the refractive index). Refraction is described 
by Snell’s law: 

 
=1 2

2 1

sin
sin

n
n

q
q  (4.1)

Transparent materials and liquids are able 
to refract (bend) light. The refractive index 
of air (or vacuum) is equal to 1.

Absorption Absorption is a molecular phenomenon with mechanisms 
of electronic transitions, vibrations, and rotations.

Chromophores and fl uorophores are 
examples of organic materials that have 
specifi c electronic transitions. Raman 
and IR spectroscopy are based on the 
absorption of wavelengths that induce 
vibrations, both symmetrical (Raman) 
and asymmetrical (IR).

Transmission Transmission is the ability of light to pass through 
a material. Transmission is, in a general way, 
complementary to absorption. Transmission is a 
wavelength and material-dependent process.

Transmission of light is what is left over 
after refl ection, scattering, and absorption 
have occurred.

Diffraction Diffraction is the change in direction and intensity 
of waves after interaction with an obstacle 
(e.g., an aperture) that is of size on the order of the 
wavelength. It is the bending of waves around a 
feature or spreading of them through an aperture.

Diffraction is important in optical imaging 
techniques. The ultimate resolution of 
EM wavelength based optics is limited by 
the Heisenberg principle. The practical 
resolution of optical methods is limited 
by 1/2l. Diffraction gratings make use 
of this phenomenon in spectrometers.
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the absorption in the material, transmission through the material, or refl ection 
and scattering from the material as shown in Figure 4.2.

Intrinsic absorption of an optical material occurs by three fundamental 
processes: electronic absorption, lattice or phonon absorption, and free-carrier 
absorption. Electronic absorption occurs due to the interaction between the 
incident radiation and the motions of charged particles in a material (observed 
towards the higher frequency end of the infrared spectrum). Only EM radiation 
with suffi cient energy to cause an electron to transfer between the valence band 
(VB) and conduction band (CB) will be absorbed by this mechanism. Lattice 
absorption characteristics are observed at the lower frequency regions, in the 
middle to far-infrared wavelength range, defi ne the long wavelength transparency 
limit of the material, and are the result of the interactive coupling between the 
motions of thermally induced vibrations of the constituent atoms of the substrate 
crystal lattice and the incident radiation. Hence, all materials are bound by limiting 
regions of absorption caused by atomic vibrations in the far-infrared and motions 
of electrons and/or holes in the short-wave visible regions.

In the interband region, the frequency of the incident radiation has insuffi cient 
energy (E = hn) to transfer electrons to the CB and cause absorption; here the 
material is essentially loss free. In addition to the fundamental electronic and 
lattice absorption process, free-carrier absorption in semiconductors can be present. 
This involves electronic transitions between initial and fi nal states within the 
same energy band (intraband transitions).

The absorbance of an object is quantifi ed by the Beer–Lambert law. In absorp-
tion, the frequency of the incoming light wave is at or near the energy levels of 
the electrons in the matter. The electrons will absorb the energy of the light wave 
and change their energy state. After that, the electron returns to the ground state 
emitting a photon of light or the energy is dissipated internally. Beer–Lambert’s 
law is usually expressed as follows:

 

⎛ ⎞
= − ⎜ ⎟⎝ ⎠

log T

o

I
A

I
 (4.2)

where
IT is the intensity of the transmitted light through material
Io is the intensity of the impinging light.

4.0.2 The Nano Perspective

Nano-optics is the study of optical phenomena and techniques near or beyond 
the diffraction limit [4]. Phenomena associated with nano-optics were some of 
the fi rst nanotechnology to be controlled by humans. Nature also abounded 
with examples of nano-optical phenomena albeit unbeknownst to us in both 
synthetic and natural cases. Optical nano persisted throughout our history in 
the form of stained glass, photography, and quantum dots now. With the advent 
of the scanning electron microscope (SEM) and its application, we were able to 
decipher the colors of the Lycurgus cup. With transmission electron microscope 
(TEM) and atomic force microscope (AFM), we were able to see quantum dots 
for the fi rst time. Nano-optics is evolving alongside nanotechnology and new 
instrumentation designed to see them better.
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4.1 THE SURFACE PLASMON

There are several challenges facing optics in general as miniaturization contin-
ues unabated to the nanoscale. For example, spatial resolution is limited by 
diffraction. The diffraction limit is described by the Heisenberg principle:

 
∆ ⋅ ∆ ≥

2xx p
�  (4.3)

and for photons

 
∆ ⋅ ∆ ≥ 1

2xx k  (4.4)

where k is the wave vector. In order to shrink or overcome this limit, confocal 
microscopy and near-fi eld microscopy (NSOM) have been developed recently. 
In addition, Raman spectroscopy and multiphoton fl uorescence are capable of 
spatial resolution less than 200 nm, which is the highest optical resolution. 
Quantum dots of course take center stage in this section. Their versatility, stabil-
ity, and overall expectations are true representatives of things to come and of the 
future of nano-optics.

4.1.1 The Surface Plasmon Resonance

Since clusters are an ensemble of atoms, we can consider two types of effects 
that are related to the size of these clusters: intrinsic effects are related to the 
changes due to the surface-to-volume ratio of the cluster, and extrinsic effects that 
are related to the size of the cluster which varies according to the external con-
straints that are generated due to an applied fi eld. The fi eld of technology that 
involves the surface plasmon is called nanoplasmonics.

The interface between the cluster and the surrounding media (usually a dielec-
tric material) or host plays an extremely important role in the electrical and 
optical properties. Numerous theories have been developed to explain the prop-
erties of clusters as a function of their nature, size, shape, and the surrounding 
matrix. No single theory however can explain all the effects in entirety.

One of the notions to be developed in this section is the defi nition of the 
surface plasmon. Since a large number of atoms of the metallic nanoparticle 
are actually on the surface, the neighboring electrons form a sort of an electron 
gas since they are in continuous interaction with their neighbors. [5]. The surface 
plasmons are thus collective excitation of free electrons on the surface of 
the clusters. In other words, plasma oscillations on metal surfaces are collec-
tive longitudinal excitations of the conduction electron gas. The plasmon is a 
quantum of a plasma oscillation. When the light is incident on nanoparticles, 
its electric fi eld perturbs this electron cloud as electrons are excited into the 
CB. This creates surface charge separation in a small particle (r << l) and is 
called dipolar resonance (Fig. 4.3). Higher-order resonances exist for larger 
particles that are best described by Mie scattering theory, a topic beyond the 
scope of this chapter.

The dipole moment per unit volume is known as the polarization. The dipo-
lar oscillation of all electrons will have the same phase and when the frequency 
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of the EM fi eld resonates with the coherent electron motion, there is a strong 
absorption in the optical spectrum. It is this plasmon oscillation that is respon-
sible for the ruby color imparted to gold colloids with small diameter (<20 nm). 
The frequency and width of the surface plasmon absorption depend on the size 
and shape of metal nanoparticles, the dielectric constant of the metal itself (e.g., 
the composition of the particle), and the dielectric constant of the surrounding 
medium.

The classical Drude model of electrical conduction, developed in the 1900s 
by Paul Drude, explains the transport properties of electrons in materials (espe-
cially metals). The Drude model is the application of the “kinetic theory of 
gases” to model the “electron gas” of a metal. Assumptions include that the 
material contains immobile positive ions and an “electron gas” of classical, 
noninteracting electrons of density n, with motion damped by a frictional force 
due to collisions of the electrons with the core nuclei themselves, and impor-
tantly with the surface boundary. Relaxation time is symbolized by t. From the 
Drude model, we can see that if a metal nanoparticle has the size and shape in 
which its CB electrons have a higher possibility to polarize, it is easier for the 
surface plasmon resonance to occur with a lower frequency and sharp band-
width. We also can use the Drude model to explain the surface plasmon reso-
nance observed in noble metals, such as gold, silver, and copper, and that size 
and shape play a role in the development and maintenance of the surface plas-
mon (e.g., higher polarizability at lower frequency and sharper bandwidth than 
that exhibited in the bulk). Therefore, the plasmon resonance of the metal 
nanoparticles (noble metal particles in particular) are strongest and shifted 
towards the visible part of the EM spectrum. A metal colloid and clusters sur-
rounded by dielectric media are shown in Figure 4.4.

The electric fi eld strength of spherical metal nanoparticles (dielectric con-
stant em) surrounded by an insulating medium (dielectric constant eo) exposed 
to light is described by

 

⎛ ⎞−∝ ⎜ ⎟+⎝ ⎠sphere 2
m o

m o

E
l

e e
e e

 (4.5)

FIG. 4.3

The surface plasmon of two types of metal particles are depicted. 
The direction of propagation of the light is perpendicular to 
the horizontal axis (as depicted) of the elongated shape. 
Therefore, the electric fi eld of the light runs parallel to the 
horizontal axis of the elongated shape. In both the sphere and 
wire, the plasmon generates an opposing electric fi eld to counter 
that of the light.
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The factor “2” in the denominator is indicative of spherical shapes. From this 
equation, we can readily see that the localized electric fi eld strength is maximized 
when

 [ ]= −2m o l
e e  (4.6)

the condition for the dipolar resonance. For nanoparticles that are greater than 
ca. 20 nm, other factors such as higher-order resonance absorption modes and 
scattering phenomena need to be considered. For example, minor differences in 
the dimensions of lithographically produced Ag particles shown by Jensen et al. 
[6] showed a signifi cant effect on the resonance of the plasmon.

FIG. 4.4

Top: Metal colloids are embedded collectively within a monolithic dielectric surrounding 
medium. Bottom: Ligand-stabilized clusters are embedded within a localized dielectric. 
In each case, the surrounding medium affects the position of lmax of the surface plasmon 
dipolar resonance. Bulk material complex dielectric functions adequately describe the 
optical response of colloidal metals but caution must be used when applying them to smaller 
entities such as clusters. Metal clusters with diameter <10 nm start to exhibit quantum 
properties.

Metal colloid
complex dielectric function = em

Dielectric surrounding medium
complex dielectric function = eo

Ligand-stabilized metal clusters
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At the resonance, the extinction of Ag particles can be very large and increases 
linearly with particle volume.

We can use this characteristic of surface plasmon resonance (depending on 
the size and shape of nanoparticles) for sensor applications described in Ref. 
[6]. Moreover, for larger particles, the light cannot polarize the nanoparticles 
homogenously, and retardation effects lead to the excitation of higher-order 
modes or multipoles. Therefore, several resonances are generated leading to a 
broad extinction profi le, or a few other low-energy peaks in the extinction 
spectra.

For nonspherical particles, the localized electric fi eld induced by a surface 
plasmon is not evenly distributed around the surface [7] like nanorods and 
nanowires. The distribution of the local electric fi eld is more complex, and there 
are some effects resulting in the signifi cant increase of the local electric fi eld. 
Thus, surface plasmon resonance in this case is different from that of spherical 
nanoparticles. For example, cylindrical or oblate nanoparticles are often described 
as nanorods with reference to their aspect ratio.

The plasmon resonance of a nanorod is divided into two bands. The fi rst 
corresponds to the oscillation of the electrons being perpendicular to the major 
rod axis, often referred as the transverse surface plasmon absorption. The other 
corresponding to the oscillation of the electrons along the major rod axis is 
referred as the longitudinal surface plasmon absorption. The separation of two 
peak absorption frequencies depends on the aspect ratio; when this ratio 
increases, the separation increases. In addition, the lmax of the nanorods is 
shifted to lower energies. Figure 4.5 shows results from the report of El Sayed 
et al. [8]. The inset shows the peak absorption of transverse surface plasmon 
(squares) and the peak absorption of longitudinal surface plasmon (spheres) 
corresponding to the different aspect ratios. From this inset, we can observe 
that the transverse surface plasmon resonance is nearly unchanged for different 
aspect ratios, whereas the longitudinal surface plasmon resonance changes 
linearly with the aspect ratio.

The oscillation between the surface and the center of the nanoparticle (xo) is 
generated by the incident light. The movement of the electrons generates 
an induced dipole that is periodic (Fig. 4.6). The equation that describes the 
movement of electrons (e.g., the induced electric fi eld) is given by

 
−=induced exp iwt

oE E  (4.7)

If the fi eld is created by an incident EM wave of frequency w, then the fi eld 
experience by the electrons is represented by this time-dependent expression

 

∂ ∂
∂ ∂

−⎛ ⎞
+ = ⋅⎜ ⎟⎝ ⎠

2

2

( ) ( )
exp

( ) ( )
iwt
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m m e E

t t
g  (4.8)

where me is the electron’s rest mass, and g is an absorption factor that takes into 
account the damping forces arising from friction discussed earlier.

The dipole oscillation for a nanoparticle between the center and the surface 
xo is expressed as

 = op ex  (4.9)
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where p is the polarization due to one electron with charge e (similar to the 
more recognized expression for the dipole moment for a molecule: m = dd). 
With respect to the total number of electrons n, this becomes

 =P np  (4.10)

The polarization is also defi ned from the perspective of the electric fi eld:

 = ⋅P n Ea  (4.11)

where a is the polarizability (remember your basic Raman spectroscopy).
Colloidal dispersions of metals behave differently from the bulk. If we consider 

a single representative spherical particle of diameter d with complex dielectric 
constant em [32] embedded in a medium of dielectric constant eo in an oscillating 

FIG. 4.5

Top: The transverse and longitudinal plasmon resonance modes are depicted for two Au 
nanoparticle shapes. The sphere, of course, is isotropic with regard to the plasmon resonance 
and is therefore expected to display just one absorption peak. Bottom: Absorption spectrum 
of a nanorod (solid line) with aspect ratio = 3. The two peaks represent the transverse 
mode (left in the spectrum) and the longitudinal mode (at the right in the spectrum). The 
dotted line represents the absorption profi le for spherical particles. The box in the upper 
corner plots the behavior of lmax as a function of aspect ratio. As the particles become 
longer, the lmax of the longitudinal mode (circles) shifts to lower energies. The lmax of the 
transverse mode (squares) remains relatively unchanged [8].
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electric fi eld, a density oscillation is built up. This is known as the surface plasma 
mode. The dielectric function under this mode is found proportional to 1/t2 
where t is the average size-limited scattering time—a main factor for the optical 
properties for small particles. So much for classical EM treatment.

A new effect, that is, the quantum size effect, plays a considerable role for tiny 
particles when the classical scattering concept breaks down. In this case the 
surface plasmon mode is treated quantum compared to the classically derived. 
Considering all such effects, silver is found to be the most effective metal with 
sharp response to surface plasmon resonance. Subsequent research in this fi eld 
reveals that plasmon peak shift sensitivity depends on the interaction of the 
cluster with surrounding atoms or molecules and the medium. The more elec-
trons that are spilled out of the geometrical surface of the metal cluster the more 
a red shift is favored. On the other hand the more electrons that are injected into 
the metal cluster through the surface, the more a blue shift is observed.

Nanoparticle EM response is adequately described by the quasi-static approx-
imation. The major assumption is that the nanoparticle must be much smaller than 
the wavelength of light. If this is the case, then the electrodynamic condition 
becomes one of electrostatics. Under these conditions, the oscillations of the 
time-dependent external fi eld occur slowly relative to the motions of the free 
electrons comprising the plasmon, for example, the opposing fi eld is easily set 
up. As a result, only the dipolar resonance of the plasmon contributes to the 
optical response. There are no phase shifts (retardation effects), multipole phe-
nomena (e.g., quadrupole scattering and extinction), radiation damping, and 
dynamic depolarization. This condition lends itself to treatment by electrostatic 
principles, a far simpler method to predict absorption than if an electrodynamic 
treatment is required. The physical particle size regime that qualifi es for a quasi-
static domain is r < 10 nm or so. The Maxwell–Garnett, equation 4.12, and 
Bruggeman (not shown) effective medium theories are used successfully to describe 
the optical response of small metal clusters

FIG. 4.6

Periodic oscillations are induced by the EM fi eld of the impinging radiation. Electrons on 
the metal particle surface, represented as gold, oscillate in beat with the EM fi eld. The 
electron cloud (dotted circles) oscillates on the surface of the metal. At the right, the respective 
polarization of the metal electrons is shown.
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where
fm is the inclusion fraction (usually a metal)
em, eo, and ec are the dielectric constants of the metal, host oxide, and 

composite, respectively.

The factor k in the denominator is indicative of spheres if equal to 2.

4.1.2 Scattering

Mie theory offers a means of describing the optical response of particles larger 
than those that reside within the quasi-static limit—particles 20–50 nm and 
larger in diameter—or when the ratio of particle circumference to wavelength is 
larger than 10 [9]. As depicted in Figure 4.2, there are several kinds of scattering 
phenomena. Apart from absorption, scattering phenomena gives rise to novel 
applications of nanomaterials.

When we discuss about extinction in optical properties, for small nanopar-
ticles (diameter much smaller than the wavelength of the incident light), only 
the dipole absorption contributes to the extinction of the nanoparticles and 
scattering is negligible. However, when the size of the nanoparticles increases (for 
large nanoparticles), the extinction is not only dependent on the higher-order 
multipole modes but also the light scattering of light can be thought of as the 
redirection of light that takes place when an EM wave (i.e., an incident light ray) 
encounters an obstacle or nonhomogeneity, let us say a scattering particle.

As the EM wave interacts with the discrete particle, the electron orbits are 
perturbed periodically with the same frequency as the electric fi eld of the incident 
wave—similar to dipolar plasmon resonance we discussed earlier. The oscillation 
or perturbation of the electron cloud results in a periodic separation of charge 
within the molecule called an induced dipole moment. The oscillating induced 
dipole moment becomes a source of EM radiation. Scattered light is the result. 
The majority of light scattered by the particle is emitted at the identical frequency 
of the incident light, a process referred to as elastic scattering. In summary, the 
above comments describe the process of light scattering as a complex interaction 
between the incident EM wave and the molecular/atomic structure of the scat-
tering object; hence, light scattering is not simply a matter of incident photons 
or EM waves “bouncing” off the surface of an encountered object [9].

Rayleigh Scattering. Rayleigh scattering is a molecular phenomena and the 
limit in size can be extended to ca. d = 0.10l, for example, where photons do not 
lose energy. The intensity of Rayleigh scattering is proportional to 1/l4. This means 
that Rayleigh scattering is more intense for the blue wavelength light—hence the 
blue color of the sky. Rayleigh scattering is elastic. SERS (surface enhanced 
Raman spectroscopy) relies on some of the equations we presented earlier in 
this section: the one describing the polarization and the ones describing the 
resonance condition. SERS utilizes scattered photons induced by a laser source 
to detect changes in vibrational states of analyte molecules. For example, 
Campion et al. state that for an analyte signal
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where
c = r/(r + d) with r equal to the radius of the spherical metal nanoparticle
d is the distance of the analyte molecule from the surface of the metal 

particle.

The l and s represent the laser and Stokes fi elds, respectively. Obviously the 
SERS signal is enhanced signifi cantly as the relative denominators approach 
zero [10]. SERS is a true nanoscale phenomenon.

Mie Scattering. Scattering from molecules and very tiny particles (<0.10l) is 
predominantly Rayleigh type of scattering. For particle sizes larger than this 
limit, Mie scattering predominates. This scattering produces a pattern like an 
antenna lobe, with a sharper and more intense forward lobe for larger particles. 
Mie scattering is not as strongly wavelength dependent and produces an almost 
white glare around the sun when a lot of particulate material is present in the 
air. It also gives us the white light we see from mist and fog. Mie scattering is 
compared to Rayleigh scattering in Figure 4.7.

In Mie theory, if nanoparticle size is less than the incident wavelength, the 
Mie size parameter is less than unity.

 = 2 on a
x

p
l

 (4.14)

In this case, scattering is defi ned by Rayleigh scattering. The Mie scattering cross 
section is reduced to the Rayleigh scattering cross section.
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Mie scattering encompasses the general spherical scattering problem (absorbing 
or nonabsorbing) and places no limitations on particle size. Cscattering is inversely 

FIG. 4.7

Different kinds of scattering are depicted. Rayleigh scattering 
is the most intense due to short wavelengths (e.g., the blue sky). 
Mie scattering involves larger particles. Notice how here is a 
signifi cant portion of forward scattering of photons for larger 
particles. These are truly nanophenomena.

Rayleigh scattering Mie scattering Mie scattering: Larger particles
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proportional to l4. Therefore, for a same-sized particle, the scattering effi ciency 
Qscattering decreases as the wavelength becomes longer where

 
= scattering

scattering 2

C
Q

ap  (4.16)

Conversely, as the particle diameter a becomes larger, scattering effi ciency is 
expected to improve.

Mie scattering theory therefore converges to the limit of geometric optics for 
large particles and may be used for describing most spherical particle scattering 
systems, including Rayleigh scattering. As you can see, we can create a continuum 
between quantum optics, quasi-static optics, and Rayleigh scattering, Mie scattering, 
and geometric optics of the classical world.

4.1.3  Color Generation from Nanoparticles and 
Nanostructures

Color Due to Interference. This mode of color is quite familiar to us—from the 
vivid colors displayed by bubbles made of water and surfactants. The color is 
based on interference (constructive) of light wavelengths as they traverse the 
thickness of the bubble fi lm. Depending on the thickness of the bubble, differ-
ent colors are made visible. Relative thickness of microtomed sections for TEM 
analysis is determined by interference colors. Bubble fi lms are on the order of 
several hundred nanometers in thickness.

Jewelry made of anodized titanium often display brilliant colors due to the 
thin refractive oxide coating. Colors such as bronze (l ≈ 300 nm), blue (l ≈ 
400 nm), yellow (l ≈ 600 nm), and purple (l ≈ 700 nm) are some colors avail-
able. Optimal oxide thickness is equal to ca. half the wavelength of the color 
desired. Of course, incidence angle and refractive index also play a role in the 
resultant color.

Color Due to Diffraction. The best example of diffraction colors is a CD 
(Fig. 4.8).

Color Due to Scattering. We have discussed above the phenomenon of scattering. 
Different colors are generated by different kinds of scattering, different particle 
sizes, and different wavelengths. The sky is blue because short wavelengths are 
scattered by molecules. The sky is red because long wavelengths (e.g., reds) are 
scattered by larger particles. The defi ciency in scattering intensity is compensated 
by longer path lengths.

Color Due to the Surface Plasmon. Perhaps the most famous example of metal 
plasmon color is provided by the Lycurgus cup, housed in the British Museum. 
The cup, made in fi fth century Rome, consists of Au and Ag nanoparticles housed 
in a soda lime NaO glass matrix. SEM analysis in the 1990s showed that noble 
metal nanoparticles were responsible for the color. A remarkable dichroism is 
also exhibited by the cup. Upon refl ection, the cup looks green. Upon transmis-
sion, the cup is a crimson red. Gold-55 quantum dots occupy the smallest limit 
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for the plasmon resonance. They are, with their protecting ligand shell, around 
4 nm in diameter. The color is a ruby red with lmax at ca. 520 nm.

Color Due to Quantum Fluorescence. Semiconductor quantum dots are known 
for their intense fl uorescent colors. Although made of exactly the same material, 
different colors are generated due simply to the difference in size of the quantum 
dots (QDs) (Fig. 4.9).

4.1.4 Applications of Nanoplasmonics

In nanophotonics and information technology, nanoscale metal structures 
embedded in organic devices could also potentially be benefi cial in improving 
the light absorption, as well as the charge separation and charge collection pro-
cesses. In biomedical applications, by linking specifi c antibodies to the metal 
surface, tumor cells can be targeted and imaged before pathologic changes occur 
at the anatomic level. HIV-I virus can be detected with Ag nanoparticles, and 
super paramagnetic nanoparticles used in MRI can detect disease in soft tissues 
(e.g., liver). Au nanoparticles applied on electrode surfaces improve electrode 
chemical analysis. In sensing, detecting low concentrations of molecules or 

FIG. 4.8

Image of a color display on a CD. The colors are scattered from 
a diffraction grating; the grooves are in the CD. The CD uses a 
diffraction grating to align the read laser to the data on the 
disc. A good exercise for students is to make a CD spectrometer. 
All you need is a light source (e.g., a lightbulb), an old CD, and 
a ruler. With these primitive tools, one can determine the 
groove spacing on the CD in terms of nanometers (please refer to 
falconphysics.blogspot.com/2007/02/dmapt-optics-cd-diffraction.
html).
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biological species exploits the dependence of the surface plasmon resonance 
frequency on the dielectric constant of the surrounding medium. The sensitivity 
of single, small metal particles could approach the single-molecule detection 
limit for large biomolecules.

Waveguides. Waveguides based on surface plasmon resonance are also possible. 
Arrays of closely spaced metal nanoparticles are able to interact by establishing 
coupled plasmon modes. The resonance creates a dipole fi eld due to the oscillations 
of the plasmons as we discussed earlier. If a periodic array (a line or plane or 
other structure) of metal nanoparticles is created, electrodynamic interactions 
between the adjacent metal nanoparticles can combine to form a waveguide. 
The phenomena is based on the near-fi eld coupling of adjacent metal particles. 
The propagation of light along the array can be forced inside such a pipe on a 
scale well below the diffraction limit and be made to take 90° turns that are 
signifi cantly lower than the wavelength of the light [11].

The screening parameter utilized by effective medium theories (e.g., Maxwell–
Garnett) incorporates a term known as the screening parameter k (described 
briefl y above). If parallel Au nanorods are placed within the pore channels of 
anodically formed porous alumina, they too have the ability to “screen” light 
into the transparent host dielectric medium. This concept forms the basis for 
development of transparent metal nanostructured materials [12]. The screening 
effect of a spherical particle (e.g., k = 2) is not as strong as screening by higher 
aspect ratio parallel nanorods (e.g., k = 1) [12].

FIG. 4.9

Fluorescence of CdSe quantum dots decreasing in size from left to right are depicted. More 
will be said about QDs in the next section. The wavelength of fl uorescence emission of 
CdSe quantum dots is related to the size of the nanoparticle. The emission of longer 
wavelengths is indicative of larger size.

Source: Image reprinted with permission from Professor Zhiqun Lin, Department of Materials Science and Engineering, Iowa State 
University.
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SERS. Surface enhanced Raman spectroscopy (SERS) has exploited the phe-
nomenon of surface plasmon for several decades. SERS techniques have developed 
to the point of single-molecule detection. The surface plasmon of the nano–
noble–metal particle is able to enhance analytical signals several orders of magnitude. 
Illumination with a fi ber optic source of a SERS substrate at the tip of the probe is 
all that is required to detect analyte samples at incredibly low levels.

4.2 QUANTUM DOTS

A quantum dot is a semiconductor nanostructure that is very small along all three 
spatial dimensions. What is very small? Small in this case implies that the motion 
of CB electrons, VB holes, and excitons are restricted in the three spatial directions. 
More clarifi cation is required. Quantum dots (a.k.a. zero-dimensional structures) 
are nanostructures where all dimensions are comparable to the exciton Bohr 
radius. QDs generally have a diameter that is less than 10 nm. An electron–hole 
pair created when an electron leaves the VB and enters the CB is called an exciton.

4.2.1 The Bohr Exciton Radius

Excitons have a natural physical separation between the electron and the hole 
which is dependant on the material. This average distance is called the exciton 
Bohr radius. In large semiconductor crystals, the exciton Bohr radius is small 
compared to the size of the crystal, and the exciton is then relatively free to 
move around in the crystal. However, in nanocrystals, quantum confi nement 
occurs that serves to restrict the motion of electrons, holes, and excitons in 1, 2, 
or 3 dimensions, respectively. Thus, the exciton Bohr radius may additionally be 
defi ned as the natural physical separation in a crystal between an electron in the 
CB and the hole it leaves behind in the VB. The size of this radius controls how 
large a crystal must be before its energy bands can be treated as continuous, 
which distinguishes a semiconductor bulk crystal from a quantum dot. 
Mathematically, the exciton Bohr Radii is described by
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where
eo and er are the absolute and relative dielectric constants of the medium 

respectively
mo is the rest mass of an electron
e is the fundamental electronic charge
m*

e and m*
h are the effective masses of an electron and hole exciton pair, 

respectively

In your spare time, provide a physical interpretation of this equation.
The difference in energy between the lowest energy state of the CB and the 

highest energy state of the VB of a semiconductor is the energy bandgap. In bulk 
semiconductors, CB and VB have continuous energy states separated by 
the bandgap that allows us to easily control by doping and other methods. 
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In semiconducting quantum dots, on the other hand, motion of charge carriers 
is confi ned due to the particle dimensions approaching the exciton Bohr radius. 
The CB and VB energy states split up and become discretized. Charge transfer 
occurs within these discrete levels, resulting in photoemission. Mathematically, 
these discrete energy levels can be expressed by the formula in equation
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where
En is the energy of the quantum dot at some discrete energy level n
m is the mass of the QD
a is the diameter of the QD

Such discretization of the bandgap shifts the emission of the QD to a higher 
energy, for example, a blue shift. Comparison of the bandgap of bulk semicon-
ductors, QDs, and molecules are shown in Figure 4.10.

4.2.2 Tuning the Gap

The discrete energy states of QDs are similar to those of organic molecules. 
Electrons excited from VB to CB may lose energy radiatively or nonradiatively by 
discrete jumps within these levels. The optical properties of quantum dots have 
strong size dependence. Excitation as well as emission bands can be tailored by 

FIG. 4.10

As the material assumes smaller dimensions, the VB and CB lose 
their continuity and become discretized (e.g., split into discrete 
energy levels). Note also how the energy gap increases with 
smaller size. This phenomena is responsible for the blue-shifted 
fl uorescence emitted by smaller particles compared to larger 
particles made of the same material.
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varying the size of QDs. In general, the smaller the diameter of the QD, the 
greater is its exciton binding energy and the higher its emission energy (Fig 4.11). 
The emission spectrum of a QD can be tuned from ultraviolet past into the 
infrared. The gap of ZnS, for example, is 3.6 eV for bulk material but it can be 
increased to about 4.5 eV if in the form of a QD of diameter between 1 and 4 nm 
[13]. The bandgap energy Eg is related to the diameter a of the QD from
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4.2.3 Luminescence

Quantum dot semiconductors, just like in bulk semiconductors, are amenable 
to doping. Concomitantly, QDs, in addition to fl uorescence, also are able to 
undergo luminescent radiative pathways. Luminescence is the generation of 
light emission that is not fl uorescence. This property is characteristic of semi-
conductors and the cause is excitation and subsequent recombination of 
electron–hole pairs. Luminescence in semiconductors is initiated by the absorp-
tion of photons. The former is called photoluminescence while the latter is 
called electroluminescence or sometimes cathodoluminescence (e.g., a cathode 
is used for the generation of electrons which cause the excitation). Regardless of 
the form of excitation energy, the result is excitation of electrons in the VB of the 
semiconductor and subsequent jumping of excited electrons from the VB to the 
CB. These excited electrons however do not stay in the excited state for too long 
and must release the excess energy and get to their normal state by recombining 

FIG. 4.11
Graphical representation of the increase in “bandgap” with 
decreasing size.
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with holes. This happens of course by emission of energy either in the form of 
heat (via phonons) or light.

When a recombination results in emission of light it is called radiative recom-
bination, otherwise it is nonradiative recombination. Radiative recombination 
is favored if donor/acceptor energy levels are introduced in the energy band of a 
semiconductor through doping. Dopants that reside within the crystal in between 
lattice sites are called interstitial dopants. Interstitial dopants do not give rise to 
luminescent recombinations. Dopant ions that reside within a semiconductor 
QD (e.g., by substituting lattice atoms) are called substitutional dopants, and 
this form results in luminescent recombinations that occur in three different 
ways (Fig. 4.12).

4.2.4 Applications

Crystalline semiconducting QDs have many applications: (1) as components 
in nonlinear optical devices, (2) in photoluminescent and electroluminescent 
materials, and most importantly (3) as fl uorophores in biolabeling, medical 
imaging, and other types of image applications. ZnS QDs in particular have 
received a signifi cant amount of attention over the past decade or so. ZnS has 
excellent optical properties and is chemically quite stable. ZnS has potential for 
use in optoelectronic devices such as high-fi eld electroluminescence, cathodo-
luminescence, and fi eld emission displays (FED).

Fluorophores. Fluorophores are molecules or functional organic groups that 
can emit light or fl uoresce after absorbing light at a particular wavelength. In 
other words, the component of a molecule which makes it fl uorescent is named 
a fl uorophore. Fluorophores absorb energy at specifi c wavelengths and emit at 
other specifi c wavelengths. This emitted energy depends on the type of the 
chemical composition, the immediate environment (a ligand stabilized shell, 
for example), and functional groups. Fluorophores are particularly useful for 
bacterial, protein, and cell studies and in other biologically related investigations. 

FIG. 4.12
Different luminescent recombination processes for electrons 
and holes in doped semiconducting QD (not to scale).
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For example they can be incorporated into other biological proteins to produce 
fl uorescence. This process of fusion is known as biological labeling or biolabel-
ing in short. Biological labeling of living bacteria or cells, etc., has helped 
immensely in getting better understanding of the inner details of cells and their 
functions. This is relatively easy to accomplish because of the advanced develop-
ment of fl uorescence microscopies such as NSOM and confocal instruments.

Use of traditional organic dyes has proven to be rather diffi cult. First of all, it 
is diffi cult to label proteins with organic dye fl uorophores because suffi cient 
technical expertise and experience is required to inject the biolabels at the 
microscopic level with minimal damage to the object of the tag. Targeting spe-
cifi c proteins in vivo is also diffi cult with organic dyes. Biological materials can 
also be highly fl uorescent and when organic dyes are attached, there is diffi culty 
in resolving them from background fl uorescence. Most organic dyes are not 
chemically stable (to light and heat), and this results in a decay of fl uorescent 
properties. Therefore, organic dyes are usually stored in the dark at refrigerator 
temperatures (ca. 4°C). Since large amounts of chemical dyes are often required, 
poisoning of the cell may result.

In QDs, the absorption and emission lines are much farther apart than that 
of organic dyes. This is illustrated in Figure 4.13 where the fl uorescent isothio-
cyanate (FITC or fl uorescein) absorption–emission profi le is compared to that 
of a generic QD. In Figure 4.13 (Middle), the degradation of luminescence 
effi ciency between hybridized EUB338-conjugated QDs and 4’-6-diamidino-
2-phenylindole (DAPI) organic fl uorescent labels on E. coli is depicted.

Most organic dyes used for biolabeling have a narrow excitation band and 
often the emission band overlaps with it (Fig. 4.13 Top). Semiconducting QDs 
on the other hand can be excited by any wavelength above its bandgap with 
built-in tunability. The emission wavelength can be tuned by manipulation of 
the size, use of dopant materials, and their specifi c placement in the energy 
band structure of the semiconductor QD. Semiconductor fl uorescent QDs can 
be synthesized for multicolor luminescence.

QDs have a high number of photons and can give high luminescent intensi-
ties [14]. QDs therefore are capable of a broad range of emission with narrow 
emission spectral bandwidth [14]. For example, ZnS-capped CdSe QDs demon-
strated 20x more intensity and 100x better stability than the common organic 
dye rhodamine 6G [15].

QDs have been used in combination with bacteriophages, and subsequently 
tag infectious bacteria [16]. There is a need to identify infectious bacteria 
quickly and with great amplifi cation of signal to increase sensitivity. A “quick 
and easy” method to do just that has been developed by research groups at the 
National Cancer Institute (NCI) and the National Institute of Standards and 
Testing (NIST). The team developed a phage-based method that utilized QDs 
for tagging (Fig. 4.14). Organic fl uorophores like GFP and luciferase have 
disadvantages as discussed earlier. Specifi cally, they suffer from low signal-
to-noise ratio (due to background autofl uorescence) and low photostability 
(e.g., susceptible to photobleaching).

New fl uorescent materials that incorporate CdSe QDs exhibit broadband 
absorption with narrow emission and with size-dependent local lmax of absorp-
tion. ZnS QDs, due to an outer shell of a few atomic layers, further enhance 
the photostability of the QD fl uorophore [16]. The method developed by the 
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FIG. 4.13

Top: Generic spectra emphasizing the difference between 
organic dye (FITC) and a generic QD fl uorescence. The organic 
fl uorescence (top left) is within range of its excitation (absorp-
tion) wavelength whereas in the case of the QD, the absorption 
and emission regions are quite separated. Middle: Comparison 
between organic and QD fl uorescence lifetime is depicted. 
Green relates to EUB338 QD fl uorophores, blue to an organic 
dye DAPI. Bottom: Biolabeled E. coli with chitosan-capped 
Mn-doped ZnS QDs [31].
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NCI–NIST team utilizes in vivo biotinylation of genetically engineered T7 phage 
linked to streptavidin-modifi ed QDs. Amazingly, this genetically engineered, 
nanoengineered phage–QD complex reduces amplifi cation time to 20–45 min 
because each infected bacterium is able to produce 10–1000 phages that are 
detected by the QD complex.

Field Emission Displays. Fluorescent quantum dots have the potential to be 
used as cathodoluminescent phosphors, and hence can be used in FEDs. Most 
fl at screen displays make use of LCDs that are electronically switched between 
a transparent and opaque state. However, viewing angles for these are very 
narrow, and faster switching speed is also a problem. Hence, instead of this 
light “on/off technology,” light emitters as the picture elements should be used, 
equivalent to a miniature version of old CRT technology. This confi guration 
gives much better viewing angles with full color display and faster switching 
speeds. In this display technology, like of that in a CRT, emission of electrons 
and corresponding emission of color is due to electrons impinging the picture 
elements. This technology is known as a fi eld emission display (FED). In FEDs, 
electrons are emitted from cold cathodes unlike in CRTs and the most chal-
lenging task is to develop low-voltage phosphors with cathodoluminescent 

FIG. 4.14

The process of tagging microorganisms with nanoengineered QD complex to detect infectious 
bacteria is shown. (a) First, the phage is genetically engineered to assemble a small surface 
peptide (a biotinylation peptide) that is fused to a capsid protein. Biotin (vitamin H) is 
then attached to the lysine residue of the tagged peptide. Streptavidin-functionalized QDs 
are then attached. (b) Western blot analysis of control (T7-myc phage) versus experimental 
(T7 biophage) results with streptavidin–horseradish peroxidase is shown. (c) Fluorescence 
micrograph of E. coli with 100-fold excess of biotinylated phage is depicted. (d) Bright 
fi eld TEM of the same region is shown. Scale bars are 1 and 2 mm, respectively.
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Source: R. Edgar, M. McKinstry, J. Hqang, A. B. Oppenheim, R. A. Fekete, G. Giulan, C. Merril, K. Nagashima, and S. Adhya, Proceedings 
of the National Academy of Science, 103, 4841–4845 (2006). With permission.
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effi ciency to get good resolution, stability, and brightness [17]. Good FEDs 
should have low current saturation and the nanophosphors showed less current 
saturation than the microphosphors [18].

There are more advantages to this nanoscale FED technology. The processing 
temperature of the nanophosphors are hundreds of degrees lower than the com-
mercial microphosphors that are fabricated by mechanical milling with sizes of 
the order of 2 µm. These micron-sized particles pose a problem for screen effi -
ciency of very high-resolution displays [19]. Nanophosphors, on the other hand, 
are fabricated at lower temperatures and are very small: 2–100 nm in diameter. 
These small particles, not surprisingly, can be made to luminesce at different 
wavelengths for the reasons we described before. This gives QD-based FEDs 
great fl exibility. What do you think that the resolution of such a device could be, 
potentially? A schematic of a typical nano-emitter is shown in Figure 4.15.

4.3 NEAR-FIELD MICROSCOPIES

4.3.1 The Diffraction Limit

Measurement and standards need to be extended to the nanoscale (e.g., nano-
metrology). One of the areas where this is required is nanoscale optics. NSOM 
has made incredible progress in this area—to the point of single-molecule spec-
troscopy. The ability to detect, measure, and manipulate large, single biological 
molecules like proteins and RNA is leading to a greater understanding of folding 
and other mechanisms. Efforts are underway to accomplish all of this—and 
within living cells [20].

Far-fi eld optics is limited by diffraction (Fig. 4.16).
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FIG. 4.15

Schematic representation of a generic nanophosphor-based 
FED is shown. Television tubes use ZnS with Cu+ doping to 
give green, ZnS doped with Ag gives blue, and Y-VO4 gives a 
red color.

Insulator
Baseplate

Emitter tip
Emitter
Electrode

Extraction
grid

Space

Phosphor

ITO

Faceplate

Evacuated
ElectronDriver

++

−−

48031_C004.indd   19148031_C004.indd   191 10/30/2008   6:12:33 PM10/30/2008   6:12:33 PM



192 Fundamentals of Nanotechnology

where
NA is the numerical aperture.
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Optical resolution is therefore restricted by the diffraction limit defi ned by 
the uncertainty principle. Depending on the wavelength, for most standard 
optical (and UV) microscopes this limit is ca. 150–300 nm. Resolution limit of 
30 nm with far-fi eld microscopes was attained with nonlinear materials and 
solid immersions [4]. This is not possible using conventional UV-visible light 
microscopy because it has a wavelength range of 300–700 nm. Thus conven-
tional optical microscopy fails because the resolution is restricted to half the 
wavelength used.

4.3.2 Near-Field Microscopy

The diffraction limit can be overcome by adding a nanoscale object in the near-
fi eld and resolution is improved signifi cantly. The invention of NSOM over-
comes the major problem of resolution limits. In order to obtain an illumination 
in the nano range, we need optical apparatus that is able to produce a small 
spot size with the beam in the near-fi eld of the probe (with diameter between 
10 and 100 nm). To overcome this problem a small aperture that illuminates a 
region on the sample that is a few nanometers in diameter is needed. We should 
keep in mind that the character of light changes as it passes through small 
apertures. Thus the localization of the light waves result in the formation of 
evanescent waves. As the distance from the aperture increases, the intensity of 

FIG. 4.16
Resolution limited by the Heisenberg principle. In NSOM, an evanescent wave is created 
that when close to the surface is able to beat the diffraction limit.

Diffraction limit Diffraction limit

Evanescent wave
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the evanescent waves decreases rapidly. Therefore the aperture has to be close 
to the object, only a fraction of wavelength away. That is why it is called near-
fi eld microscopy [21].

Much more research and progress is going on to design electronics devices 
with feature size on the nanometer scale, in which the electron is confi ned in 
the nanometer scale structure called quantum dot. In these structures the spa-
tial confi nement of electron approaches the de Broglie wavelength, so the 
matter wave properties of electron changes rigorously. Therefore, along with 
the electronic properties their optical properties also vary from that of bulk 
materials. With current techniques it is a challenging task to observe optical 
transition between the electronic states in quantum dots. But by using the 
nanometer scale light source (obtained from the conventional laser light 
from an aluminum-coated fi ber tip), Guest et al. have now succeeded in excit-
ing and detecting single optical transition on the nanometer scale in a solid 
material [21].

In NSOM, a subwavelength aperture (e.g., an aperture that is smaller than the 
wavelength of the illuminating source) is used as the scanning probe. The probe 
is scanned a few nanometers above the surface of the sample. The confi ned light 
transmits through the sample and is collected by traditional optical apparatus 
[22]. The probe tip is a small aperture at the end of a tapered optical fi ber that 
is coated with aluminum. With such a probe, even though the original light 
source may be 500-nm wavelength, it is possible to beat the diffraction limit. 
Resolution down to 50 nm and better is achievable.

4.3.3 Applications

Near-fi eld polarimetry was used to investigate the structure of isotactic polysty-
rene with subdiffraction limit resolution [22]. The crystallites of ultrathin poly-
mer fi lms (<100 nm) crystallites were imaged by this technique. The objective 
was to investigate the radial strain, local tilt of the crystal axis, and strain in the 
amorphous layer above and below the growth planes of the crystallites of the 
polymer by optically characterizing the birefringence profi les of the material 
[22]. Characterization of chain conformation near the growth front, amorphous 
layers (positioned over and under crystallites), and the orientation of folded 
chains was not possible by traditional diffraction limited methods. Use of the 
NSOM technique was applied to reveal the structure during early growth stages 
of the crystallites (Fig. 4.17) [22].

In anisotropic crystals, two rays of light produced by a double refraction 
have different velocities in the crystal (e.g., it takes longer time for the slow ray 
to traverse the crystal). The faster ray travels a distance ∆R beyond the surface of 
the crystal before the slow ray reaches the surface. ∆R is known as the retarda-
tion. Birefringence is the difference in refractive index within a material. 
Without retardation, for example, light emerging from a crystal can recombine 
by interference. If there is no retardation, the resultant ray is identical to the 
incident ray. If there is retardation, then the resultant ray is altered. If the light 
source is monochromatic, then the crystal will appear light or dark depending 
on the degree of retardation. Retardation is a function of crystal orientation 
and thickness.
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4.4 NANOPHOTONICS

4.4.1 Photonics

According to the Photonics Dictionary [23]

The technology of generating and harnessing light and other forms of radiant 
energy whose quantum unit is the photon. The science includes light emission, 
transmission, defl ection, amplifi cation and detection by optical components 
and instruments, lasers and other light sources, fi ber optics, electro-optical 
instrumentation, related hardware and electronics, and sophisticated systems. 
The range of applications of photonics extends from energy generation to detec-
tion to communications and information processing.

Photonics is the study of the interactions of light with matter. Photonics is not 
just the study of light, it is more appropriately a technology that happens to be 
based on the interactions of light with matter. The goal of photonics is to develop 
components and devices. Photonics fi rst began to emerge with the invention of 
the laser in 1960 and the laser diode a decade later. The invention of the optical 
fi ber as a means of transmitting information via light, and therefore information, 
formed the basis for optical telecommunications. The fi eld is now quite enor-
mous and consists of a variety of subdisciplines and applications that includes 

FIG. 4.17

Retardance and topographical images of PS crystallites acquired with NSOM polarimetric 
technique. (a) Retardance, (b) topography, (c) retardance with overlaid fast axis orienta-
tion, and (d) topography with overlaid fast axis orientation, and (e and f), high resolution 
scans. For a more detailed interpretation, see Ref. [22].
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laser technology, biological and chemical sensing, medical diagnostics and 
therapeutics, display technology, optical computing, fi ber optics, metrology, 
holography, photodetection, and photonic crystals.

In 1987, Eli Yablonovitch at Bell Communications Research Center in New 
Jersey and Sajeev John of the University of Toronto created an array of 1-mm 
holes in a material with refractive index equal to 3.6 (a.k.a. Yablonovite) 
[24,25]. They found that the array prevented microwave radiation from propa-
gating in any direction. It took nearly a decade to fabricate photonic crystals 
that do the same in the near-IR and visible range. They based their work on the 
premise that “photonic bandgap” (PBG) behavior would be similar to the 
behavior of electron waves in natural crystals, for example, that phenomena 
such as reciprocal space, Brillouin zones, dispersion relations, Block wave 
functions, and Van Hove singularities must also be applicable for photonic 
waves [26].

4.4.2 Photonic Structures in Living Systems

There are numerous examples of photonic systems that are displayed by living 
things. The nanostructure of the wing of the butterfl y genus Morpho is composed 
of intricate photonic structures on the order of 500–600 nm that interact with 
light to produce a beautiful iridescent blue color. Other butterfl ies also have 
what are known as structural colors—interference colors that do not depend on 
chemical means or a pigment to become visible. Professor Peter Vukusic, a 
member of the Thin Film Photonics Group in the School of Physics at the 
University of Exeter, United Kingdom discussed the “optical tricks that have 
given butterfl ies, beetles and other creatures an evolutionary advantage” [27]. 
It was Isaac Newton and Robert Hooke who fi rst connected photonic structures 
to the iridescent colors of a peacock’s feather, the Abalone’s shell (mother of 
pearl), and natural opals.

There exist two generalized mechanisms that produce color in butterfl y 
wings. The fi rst is due to the presence of pigment molecules that are able to 
absorb certain wavelength light and selectively transmit or refl ect other wave-
lengths. The second mechanism is more interesting. It leads to remarkable iri-
descent colors and is based on structure, for example, a structural color. 
Interference colors are due to the thin-fi lm interference or diffraction phenom-
enon. Interference in thin fi lm as discussed above is due to the difference in the 
refractive indices of the two mediums, which form the interface for the light to 
pass through [26]. Wave mechanics has shown that the color of butterfl y scales 
is due to interference phenomena. When light is incident on thin fi lms some of 
the light refl ects from the outer surface while the rest refl ects from the inner 
surface of the thin fi lm. One sees interference colors when the fi lm thickness is 
on the order of the wavelength of visible light. These “refl ected” wavelengths 
interfere with each other either constructively or destructively and that causes 
increase or decrease of amplitude of the original wavelength. Constructive inter-
ference is responsible for the color production.

The structural hierarchy of the blue Morpho butterfl y wing is shown in Figure 
4.18. Starting with scales (not shown), there exist veins (or ridges) that consist 
of photonic structures. If viewed from the side (Fig. 4.18 Left), one can see that 
the tiered structures correspond to light that interferes with the structure.
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4.4.3 Photonic Crystals

Photonic crystals are periodic structures made of dielectric materials that interact 
with resonance with radiation at wavelengths consistent with the periodicity of 
their lattice network. One of the goals of nanophotonic crystals is to serve as wave-
guides and to confi ne light without experience losses. Photonic crystals, called 
“semiconductors of light” by Marion Florescu of NASA’s Jet Propulsion Laboratory 
and Cal Tech, can be compared to semiconductors [28]. Semiconductors consist 
of periodic arrays on the atomic scale that control the fl ow of electrons. Photonic 
crystals consist of periodic arrays on the scale of wavelength of dielectric materials 
that control the propagation of light waves. Both material regimes have a charac-
teristic bandgap. We understand the nature of the bandgap in semiconductors. We 
shall discuss PBGs later in this section. Photonic crystals are designed to confi ne, 
manipulate, and control the propagation of photons in three dimensions. 
Photonic crystals can be one-, two-, or three-dimensional (Fig. 4.19).

Applications of photonic crystals include their use in devices to control the 
fl ow of radiation, dielectric mirrors for antennas, microresonators, low-threshold 
nonlinear devices, microlasers and amplifi ers, controlled miniaturization, and 
pulse sculpting (Florescu). PCs can act as a fi lter regardless of polarization or 
direction of motion of photons to localize photons, to inhibit the spontaneous 
emission of chromophores, to modulate stimulated emission, and to serve as 
waveguides [29]. Control of these phenomena will enable us to make LEDs, zero-
threshold semiconductor diode lasers, and enhance performance of quantum 
optical devices as well as all other kinds of optical devices [29]. PCs and applica-
tions of photonics reach across the EM spectrum—from UV to radio waves.

The major characteristics of synthetic photonic crystals is that dielectric net-
works retain connectivity, the active elements have the same average optical path, 
and that there be a high ratio of dielectric indices. Even if the crystal is heteroge-
neous, the average optical path should be the same regardless of the media. 
There should be an overlap of frequency gaps along different directions. The 
beauty of photonics is that PCs can be fabricated to specifi cally overlap with the 
radiation range of interest.

FIG. 4.18
The ultrastructure of the blue Morpho butterfl y is depicted. On the left, the veins of the 
structure are depicted. On the right, the transverse section of the veins is shown. The 
tiered structure is ca. 600 nm in height.

Source: Images are courtesy of Professor Pete Vukusic, School of Physics, University of Exeter, UK. With permission.
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The Photonic Bandgap. The photonic bandgap (PBG) is a range in wavelength 
within which there is no absorption or propagation of light by a material. In 
other words, the PBG is a wavelength range in 3-D dielectric structures in which 
EM waves are forbidden regardless of the direction of propagation of the inci-
dent beam [26]. The PBG is the key to the way light might be controlled by a 
material structure. For example, by introducing defects in the structure or by 
doping, certain pathways can be closed or diverted. Creating periodic structures 
out of materials with different dielectric properties (high and low refractive 
index materials) serve as waveguides—similar to the way electrons are “guided” 
through a semiconductor via doped domains. The goal of photonic crystals is to 
exclude light transmission in all directions for specifi c wavelengths—once again, 
similar to semiconductors that exclude the fl ow of electrons for specifi c energy 
bands. It was actually the de Broglie model for electronic wave propagation in a 
crystalline solid that inspired research on the PBG.

The PBG is determined by the radius of the holes (or other features like 
dielectric rods), the periodicity of the holes (or rods), the lattice structure, the 
thickness of the material, and the refractive index. In essence, optical properties 
can be absolutely under control by designing the photonic device with proper 
attributes. Periodic structures along the direction of propagation of light restrict 
or allow modes or limit the density of states of photons. For example, the struc-
tures shown in Figure 4.20 are two different kinds of photonic structures.

The behavior of light in a photonic crystal is described by Maxwell’s equa-
tions for periodic dielectrics. Dispersion relations (dependence of energy on the 
wavelength or k-vector) are accurate because there is little interaction between 
photons in such a crystal (Fig. 4.21) [30].

If some features were removed from the lattice, for example, a couple of rows 
of rods or holes removed in a nonrandom way, that region becomes devoid of 
structure and would act as a waveguide. In such a confi guration, an “allowed 
frequency” is now allowed to traverse the bandgap—similar in effect to doping 
a semiconductor material crystal [30].

In semiconductors, p or n-doping creates energy levels in the bandgap. The 
same is true in photonic crystals except that the PBG is activated to accommo-
date the passage of light.

FIG. 4.19 Generalized photonic crystal structures depicting 1-, 2-, and 3-D confi gurations are shown.

One-dimensional crystal Two-dimensional crystal Three-dimensional crystal

Source: C. P. Poole and F. J. Owens, Introduction to Nanotechnology, John Wiley & Sons, Inc., New Jersey (2003). With permission.
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Light is actually able to turn sharp corners in such a structure. Because the 
light is traveling in what was once forbidden territory, it has no way to escape 
the forbidden zone back and make its way back into the crystal’s periodic array 
crystal [30].

FIG. 4.20

Two types of 2-D photonic structures are depicted (e.g., an 
array of cylindrical holes or cylindrical rods). On the left, a 
“cavity” structure is shown. On the right, a structure suitable 
as a waveguide is shown. The black dots represent a periodic 
array of holes (or rods) in the photonic material. Photonic crys-
tals are based on the symmetry and periodicity (distribution) of 
the dielectric functions of the materials [30].

Source: C. P. Poole and F. J. Owens, Introduction to Nanotechnology, John Wiley & Sons, Inc., 
New Jersey (2003). With permission.

FIG. 4.21

Schematic of the region occupied by the PBG—analogous to 
those found in semiconductors. In this region, light cannot prop-
agate through the lattice. The region below is the region where 
the radiant power is intense. The bandgap region is forbidden to 
EM radiation. The region above, the “Air Band,” is an allowed 
region but one with low intensity. The frequency is actually fa/c, 
the (frequency) ¥ (the lattice parameter a)/(the speed of light c). 
The wavevector has its usual meaning, k = 2p/l .
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By creating such defects or altering the geometry of its members, resonant 
cavities can be produced in the crystal. This allows characteristics of photonic 
crystals to be tunable [30].

4.4.4 Fabrication of Nanophotonic Crystals

The ability to tune the properties of a photonic crystal (e.g., material selection, 
component geometry, size and orientation, and spacing) is the key to photonic 
applications. Use of photonic crystals as fi lters and laser components. For exam-
ple, in spontaneous emission, coupling a photonic crystal to a laser allows for 
independent control of the rate of decay and the coupling between atoms and 
photons in the crystal [30].

Fabrication and Application of 1-D and 2-D Photonic Materials. 1-D and 2-D 
photonic crystals are quite easy to fabricate [29].

Physical or chemical deposition techniques layer by layer are able to generate 
1-D structures (see Fig. 4.10). 2-D systems are a little more diffi cult but overall 
are still relatively easy to obtain with today’s lithographic technology. Pattern 
transfer and selective etching allow for the creation of 2-D structures. Applications 
of these materials have already achieved commercial level status in the form of 
optical notch fi lters, dielectric mirrors, optical resonance cavities, and Bragg 
gratings on optical crystal [29].

Fabrication and Application of 3-D Photonic Materials. Three-dimensional 
photonic crystals are more problematic to fabricate. In 1994, K.M. Ho concep-
tualized a simple cubic lattice by stacking dielectric rods (Fig. 4.22), similar to 

FIG. 4.22
A simple woodpile lattice 3-D photonic structure is depicted. 
Such structures can be manufactured from polycrystalline silicon 
using conventional microlithography techniques.
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stacking popsicle sticks that we made structures out of in elementary school. A 
thin fi lm of poly-Si (polycrystalline silicon) was fi rst deposited on a silicon 
wafer and patterned by a standard photolithography technique. Features (the 
wood of the woodpiles) formed were accomplished by reactive ion etching. The 
gaps between the individual lumber were fi lled with SiO2 and the process was 
repeated after another layer of poly-SI was deposited on top of the fi rst layer. 
This time the pattern was placed 90° to the longitudinal direction of the fi rst 
layer. This process was repeated until the desired confi guration was achieved. 
Selective etching by hydrofl uoric acid (HF) removed the interstitial SiO2.

Photonic crystals can also be fabricated by holographic, two-photon, and 
self-assembly processes. Crystalline lattices of spherical colloids are varied and 
diverse due to the fl exibility of the template starting materials. Particle diameters 
on the order of a few nanometers to several microns are available today. Materials 
that are compatible with this method include dielectric materials made of latex 
polymer and silica beads (Fig. 4.23). Long-range order on the scale of several 
centimeters has been achieved with these materials. Inverse opaline structures 
are also possible by this method but in these cases, the templating agents (e.g., 
the spheres) are dissolved leaving an array of porous cavities. Crystalline lattices 
of nonspherical colloidal particles are also possible.
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Problems
 4.1 Why is the color of 20-nm gold particles 

red? What happens when two or three 
gold particles agglomerate together?

 4.2 What is the Lycurgus cup and how does 
it relate to nanotechnology?

 4.3 What is near-fi eld scanning optical micro-
scopy (NSOM)?

 4.4 What is a Bohr radius? What does it have 
to do with electronic transitions in semi-
conductor materials?

 4.5 What are excitons?
 4.6 What led Bohr to his radical proposal of 

“quantum leaps” as an alternative to 
Rutherford’s “planetary” model?

 4.7 In solitary atoms, electrons are free to 
inhabit only certain, discrete energy 
states. However, in solid materials where 
there are many atoms in close proximity 
to each other, bands of energy states form. 
Where do these “bands” come from?

 4.8 What is Fermi energy? What is its 
importance?

 4.9 What is a photonic bandgap material? 
For visible bandgap, what particle sizes 
would you choose?

 4.10 Niels Bohr in 1913 hypothesized that 
electrons in hydrogen were restricted to 
certain discrete levels. This comes about 
because the electron waves can have only 
certain wavelengths, that is, nl = 2πr, 

where r is the orbit radius. Based on this, 
one can show that the energy of hydro-
gen atom for n = 2 is 3.4 eV

 4.11 How much energy is required for taking 
out an electron from a Si atom?

 4.12 Calculate the energy difference between 
the ground state and the fi rst excited 
state for an electron in a quantum dot 
of size 10−8 cm (mass of electron = 9.1 × 
10−31 kg and Planck’s constant = 6.626 × 
10−34 J ⋅ s)

 4.13 The probability that an electron will 
occupy a state at the energy EC is the same 
as the probability that a hole will occupy 
a state at the energy EV. What is the energy 
EF of the Fermi level?

 4.14 Assuming that n = 1 states for both elec-
trons and holes participating in an optical 
transition, estimate the emitted photon 
energy from a GaAs (Bandgap = 1.42 eV) 
single-quantum well laser with a well 
length of 10 nm. Assume the hole mass to 
be 0.62 times the free space mass and the 
hole mass to be 0.067 times the free space 
mass of electrons. (Given: Free space elec-
tron mass = 0.511 × 106 eV/C2; � = 6.58 × 
10−16 eV ⋅ s; c = 3.0 × 1010 cm ⋅ s−1.)

 4.15 Suppose an electron accelerating at 5 kV 
strikes a copper target. What type of 
x-rays will be emitted?
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 Here again it was the quantum theory which came to the rescue.

WALTHER NERNST

Chapter 5
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5.0 INTRODUCTION

Magnetism is one of the phenomena by which materials can exert attractive or 
repulsive forces on other materials. Some well-known materials that exhibit 
easily detectable magnetic properties are nickel, iron, cobalt, and their alloys. 
All materials are infl uenced to a greater or lesser extent by the presence of a 
magnetic fi eld. Magnetism also does have other manifestations, particularly as 
one of the two components of electromagnetic waves such as light or the cell 
phone signals often known as electromagnetic waves.

What Is a Magnet? A magnet is normally known as a piece of iron, steel, or 
magnetite that has the property of attracting iron or steel. The most well-known 
magnet is probably the lodestone, also often called magnetite, which is a naturally 
occurring rock that was fi rst discovered in a region known as magnesia and was 
hence named after this region. Magnetism may be naturally present in a material 
or the material may be artifi cially magnetized and magnets can either be perma-
nent or temporary. After being magnetized, a permanent magnet retains the prop-
erties of magnetism indefi nitely while a temporary magnet (e.g., a magnet made 
of soft iron) is usually easy to magnetize but it loses most of its magnetic proper-
ties when the magnetizing cause is discontinued. Permanent magnets are usually 
more diffi cult to magnetize, but they remain magnetized pra ctically forever. These 
materials which can be magnetized are called ferromagnetic materials.

5.0.1 History

The term “magnetism” was introduced by a shepherd by the name of Magnés 
(from the city of Magnesia in modern day Turkey) who found that his iron-
tipped cane was attracted to magnetic rock deposits. The fi rst scientifi c discus-
sion on magnetism was enumerated by Thales (625 B.C. to about 545 B.C.) 
according to Aristotle. The earliest literary reference to magnetism lies in a fourth 
century B.C. book called Book of the Devil Valley Master,“The lodestone makes 
iron come or it attracts it,” that was published in China, where also the fi rst 
compass was reported by Shen Kuo (1031–1095), which is reported to have been 
fi rst used by Alexander Neckham, by 1187, in Europe for navigation.

In 1269 Peter Peregrinus wrote the Epistola de Magnete, the fi rst extant treatise 
describing the properties of magnets. The modern understanding of the inter-
relation between electricity and magnetism was triggered in 1819 by Hans 

THREADS

We conclude the Electromagnetic Nanoengineering 
section with chapter 5 that deals with magnetic prop-
erties of nanomaterials. Once again, size is a critical 
parameter with regard to the magnetic response of 
nanomaterials. For several decades now, information 
has been stored via the action of magnetic materials.

Mechanical Nanoengineering is the next 
section of the book. In this section, mechanical 

properties and the properties of thin fi lms and 
nanocomposites are discussed in chapters 6 through 
8. This is followed by a section on Chemical 
Nanoengineering and applications of nanomatri-
als and the final section deals with Biological 
and Environmental Nanoengineering aspects of 
nanotechnology.

48031_C005.indd   20448031_C005.indd   204 10/30/2008   6:15:27 PM10/30/2008   6:15:27 PM



  Nanomagnetism 205

Christian Oersted, from Denmark, who accidentally discovered that an electric 
current could infl uence a compass needle. This landmark experiment is popu-
larly known as Oersted’s Experiment. Andre-Marie Ampere, Carl Friedrich Gauss, 
Michael Faraday, and others carried out separately experiments to enumerate 
the links between magnetism and electricity in greater detail.

Possibly one of the best contribution to the understanding of the electromag-
netic nature of waves was clarifi ed by James Clerk Maxwell who presented the 
now famous “Maxwell’s equations,” unifying electricity, magnetism, and optics into 
a new fi eld called electromagnetism. 1921–1928 was probably the best-known 
years where active minds joined to explain the origin of magnetism that changed 
physics and magnetism. Notable amongst them were the introduction of spins 
in atoms by Pauli, Uhlenbeck, Goudsmidt, and Dirac; the quantum theory of 
magnetism propounded by Heisenberg, Schrödinger, and Dirac; and the magnetic 
exchange interaction in materials proposed by Heisenberg.

5.0.2  Magnetic Phenomena and Their Classical 
Interpretation

Magnetic Flux. A group of magnetic fi eld lines emitted outward from the north 
pole of a magnet is called magnetic fl ux. The symbol for magnetic fl ux is Φ (phi). 
The SI unit of magnetic fl ux is the weber (Wb). One weber is equal to 1 × 108 
magnetic fi eld lines.

Magnetic Field (H). A Current through a coil produces a magnetic fi eld (H). If 
N be the number of turns of the coil of turn length L and I be the current passed 
through the coil, the relation for magnetic fi eld (H) is given by

 H = NI/L ampere-turns/m

The above equation can be related as B = (1 + c)moH.
We stated earlier that different types of magnetism exist and that they are 

characterized by the magnitude and the sign of the susceptibility. Since various 
materials respond so differently in a magnetic fi eld, we suspect that several fun-
damentally different mechanisms must be responsible for the magnetic properties. 
In the fi rst part of this chapter we shall attempt to unfold the multiplicity of the 
magnetic behavior of materials by describing some pertinent experimental 
fi ndings and giving some brief interpretations (Fig. 5.1).

Diamagnetism. In a diamagnetic material, there are no unpaired electrons, so 
the intrinsic electron magnetic moments cannot produce any bulk effect and the 
magnetization arises solely from the electrons’ orbital motions. When a material 
is put in a magnetic fi eld, the electrons circling the nucleus will experience a 
Lorentz force from the magnetic fi eld, in addition to their Coulomb attraction to 
the nucleus. Depending on which direction the electron is orbiting, this force may 
increase the centripetal force on the electrons, pulling them in towards the nucleus, 
or it may decrease the force, pulling them away from the nucleus. This effect sys-
tematically increases the orbital magnetic moments that were aligned opposite 
the fi eld, and decreases the ones aligned parallel to the fi eld (in accordance with 
Lenz’s law). This results in a small, bulk magnetic moment, with an opposite 
direction to the applied fi eld.
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Paramagnetism. In a paramagnet there are unpaired electrons. When an external 
magnetic fi eld is applied, these magnetic moments will tend to align themselves 
in the same direction as the applied fi eld, thus reinforcing it.

Ferromagnetism. A ferromagnet has unpaired electrons. In addition to the electrons’ 
intrinsic magnetic moments wanting to be parallel to an applied fi eld, there is also in 
these materials a tendency for these magnetic moments wanting to be parallel to each 
other due to exchange interaction between electrons. Thus, even when the applied 
fi eld is removed, the electrons in the material can keep each other continually pointed 
in the same direction. Every ferromagnet has its own individual temperature, called 
the Curie temperature, or Curie point, above which it loses its ferromagnetic proper-
ties. This is because the thermal tendency to disorder overwhelms the energy lowering 
due to ferromagnetic order. In ferromagnetic rare earth metals (e.g., Gd, Dy, Sm), the 
magnetic moments (e.g., the Si) are strongly localized at the atomic positions.

Antiferromagnetism. In an antiferromagnet, there is a tendency for the intrinsic 
magnetic moments of neighboring valence electrons to point in opposite 
directions. When all atoms are arranged in a substance so that each neighbor is 

FIG. 5.1

Schematic illustration of spin-coupling behaviors, including 
(a) paramagnetic disordered spins (2D), (b) ferromagnetic ordered 
(aligned) spins (2D), (c) antiferromagnetic ordered (opposed) 
spins (2D), (d) ferrimagnetic ordered (opposed) spins (2D), 
and (e) superparamagnet.

(a) Paramagnetic disordered
spin (2D)

(c) Antiferromagnet (d) Ferrimagnet

(b) Ferromagnetic ordered
(align) spin (2D)

Ordered (opposed) spins (2D)

(e) Superparamagnets
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“anti-aligned,” the substance is antiferromagnetic. Antiferromagnets have a zero 
net magnetic moment. In varying temperatures, antiferromagnets can be seen to 
exhibit diamagnetic and ferrimagnetic properties. In antiferromagnetic materials, 
the local spin densities are nonzero, yet the overall spin (and magnetic moment) 
vanishes. Examples of antiferromagnets are MnO, FeO, CoO, and NiO. Chromium 
is a peculiar ferromagnet with nonvanishing local spin densities but with a peri-
odicity which is incommensurate with the Cr lattice.

Ferrimagnetism. Ferrimagnets retain their magnetization in the absence of a fi eld. 
However, like antiferromagnets, neighboring pairs of electron spins like to point in 
opposite directions but there is more magnetic moment from the sublattice of electrons 
which point in one direction, than from the sublattice which points in the opposite 
direction. We can distinguish various kinds of magnetic properties using magnetic 
susceptibility, ratio of magnetization, and applied magnetic fi eld (Fig. 5.2).

The interaction of localized moments can also be described using the mole cular 
fi eld approach where it is assumed that the interaction of spin S with all the other 
spins can be approximated with an effective magnetic fi eld Bmf due to those neigh-
boring spins. In a metal which is constructed with paramagnetic atoms, the bond-
ing is mediated by the valence electrons, which are often also responsible for the 
atomic paramagnetism. In Na for example, the single 2s valence electron (S = 1/2) 
gives rise to the conduction band, which is know to be almost free electron like. This 
means that these electrons hardly feel the atomic potentials but instead an almost 
featureless average potential. In this state, the local spin density vanishes everywhere. 
In other words the bulk is nonmagnetic. This is not true for itinerant ferromagnetic 
metals such as the 3d transition metals (Fe, Co, Ni). The bulk is ferromagnetic where 
each atom contributes 0.54 mB. This is due to an imbalance in the up-down spin densi-
ties. The local spin densities at the Fermi level of ferromagnetic metals do not vanish. 
This is important in the characterization of magnetic materials.

Several exchange-type interactions are responsible for magnetism in metals. 
One is the intra-atomic exchange, which causes atoms to attain a net spin that 
underlies Hund’s rules. Exchange is also responsible for spin order. That inter-
action is the interatomic exchange coupling can be either indirect or direct.

5.0.3 The Nano Perspective

Why the Interest in Nanoscale Magnetic Materials? There is a dramatic change 
in magnetic properties when the critical length governing some phenomenon 

FIG. 5.2 Magnetic susceptibility of various kinds of magnetic material.
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(magnetic, structural, etc.) is comparable to the nanoparticle or nanocrystal size. 
Since a large amount of surface is exposed, effects due to surfaces or interfaces are 
stronger.

5.1  CHARACTERISTICS OF NANOMAGNETIC 
SYSTEMS

5.1.1 Introduction to Nanomagnetism

In magnetic materials, a magnetic fi eld is produced because of the movement 
of electrons within the material, which produces a fi eld around the material 
and a magnetization effect exists within an atom, as shown in Figure 5.3. 
Because of the charge of an electron, magnetic moment appears just like mag-
netic fi eld is generated, when current fl ows through solenoid coils. A magnetic 
moment can appear even due to the orientation of the spins of an electron. The 
magnetic moment generated due to the orbital motion or spin motion of a 
single electron is called Bohr magneton, which is the smallest unit of magnetic 
moment of solids. This magnetic moment can interact with the magnetic fi eld 
as that in the current loop.

 
= = × ⋅24 2Bohr magneton 9.27 10  [A m ]

4 e

qh

mp

where
q is the charge of an electron
h is the Planck’s constant
me is the rest mass of an electron

In most materials, the electron spin will have its pair, up and down spin, and 
the spin will cancel each other resulting in a zero net spin, hence rendering these 
materials immune to any effects of an applied magnetic fi eld (no magnetic 
moment). Following Hund’s rule, certain materials such as the transition metals 
have unbalanced spins that lead to a nonzero net spin rendering a magnetic 
moment to the atoms (Table 5.1).

FIG. 5.3 Electron orbit in an atom.
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Magnetism at nanometric sizes deals more with the newly discovered phe-
nomena attributed to nano-sized materials such as spin-polarized tunneling, 
oscillatory exchange coupling between magnetic–nonmagnetic multilayers, 
magnetoresistivity etc., which take place mostly in low dimensional materials. 
When an object becomes so small that the number of surface atoms is a sizable 
fraction of the total number of atoms, then surface effects tends to be impor-
tant. A typical size of a classically expected magnetic domain is of the order of 
1 µm. As the dimensions of magnetic materials decrease down to nanometer 
scales, these materials start to exhibit new and very interesting physical proper-
ties mainly due to quantum size effects. Magnetic behavior is changed, the mag-
netization of noble metals is considerably induced, electron interference 
patterns are observed, oscillatory exchange interactions occur between adjacent 
layers separated by a nonmagnetic spacer, and magnetoresistivity is enhanced 
many orders of magnitude. All these new phenomena are affected by the imper-
fections of nanostructures. At the nanoscale the intrinsic properties of the mate-
rials become extrinsic and can be adjusted by size in the nanoscale, and thus 
devices virtually having any characteristic can be made realistic. The homogene-
ity and purities in chemical composition, crystalline structures, external mor-
phology, etc., determine the physical properties. These new materials are 
important for magnetic sensors; giant magnetoresistance (GMR) reading heads 
are used to read magnetically stored data. The recording industry desires for 
ever denser and more reliable recording media and hence nanosize properties 
are of distinct interest.

Thus, in magnetic materials, electrons’ orbital angular motion around the 
nucleus and the electrons’ intrinsic magnetic moment are the most important 
sources of magnetization. The magnetic behavior of a material depends on the 
structure of the materials as well as the temperature (at high temperatures, 
random thermal motion makes it more diffi cult for the electrons to maintain 
alignment).

A qualitative, as well as a quantitative distinction between different types of 
magnetism, can be achieved in a relatively simple way following a method pro-
posed by Faraday. The magnetic material to be investigated is suspended from 

TABLE 5.1 Electron Confi guration of Some 
Transition Metals

Metal 3d 4s
Sc ↑ ↑↓
Ti ↑ ↑ ↑↓
V ↑ ↑ ↑ ↑↓
Cr ↑ ↑ ↑ ↑ ↑ ↑
Mn ↑ ↑ ↑ ↑ ↑ ↑↓
Fe ↑↓ ↑ ↑ ↑ ↑ ↑↓
Co ↑↓ ↑↓ ↑ ↑ ↑ ↑↓
Ni ↑↓ ↑↓ ↑↓ ↑ ↑ ↑↓
Cu ↑↓ ↑↓ ↑↓ ↑↓ ↑↓ ↑
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one of the arms of a sensitive balance and is allowed to reach into an inhomo-
geneous magnetic fi eld (Fig. 5.4).

Diamagnetic materials are expelled from this fi eld, whereas para-, ferro-, 
antiferro-, and ferrimagnetic materials are attracted in different degrees. It has 
been empirically found that the apparent loss or gain in mass, that is, the force 
F on the sample exerted by the magnetic fi eld is

 
= dH

F V H
dx

c

where
dH/dx is the change of the magnetic fi eld strength |H| in the direction of the 

fi eld
V is the volume of the sample

The magnetic material can be characterized by a material constant c, called 
the susceptibility which expresses how responsive this material is to an applied 
magnetic fi eld. Frequently, a second material constant, permeability m, is used. 
This constant is related to the susceptibility by

 = +1 4m pc

For empty space, and for all practical purposes, also for air, c is 0 and thus m = 1. 
For diamagnetic materials one fi nds c to be small and negative, and thus m 
slightly less than 1. For para- and antiferromagnetic materials c is again small, 
but positive. Thus, m is slightly larger than 1. Finally, c and m are large and positive 
for ferro- and ferrimagnetic materials. The magnetic constants are temperature 
dependent, except for diamagnetic materials.

The magnetic fi eld parameters at a given point in space are defi ned to be the 
magnetic fi eld strength H, which we introduced above, and the magnetic fl ux 
density or magnetic induction B. In free space B and H are identical. Inside a 
magnetic material, the induction B consists of the free-space component (H), 

FIG. 5.4
Type of magnetic material investigation by suspension from one 
of the arms of a sensitive balance placed in an inhomogeneous 
magnetic fi eld.

Balance

Magnetic
material

Force, F

Field
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plus a contribution to the magnetic fi eld which is due to the presence of 
matter.

 = + 4B H Mp

where M is called the magnetization of the material. For a material in which the 
magnetization is thought to be proportional to the applied fi eld strength we 
defi ne

 =M Hc

Combining the above two equations we get

 = + =(1 4 )B H Hpc m

Finally, we need to defi ne the magnetic moment, mm, through the following 
equation

 

mM v=
m

that is the magnetization is the magnetic moment per unit volume.
It needs to be noted that in magnetic theory several unit systems are commonly 

in use. Scientifi c and technical literature on magnetism is still widely written in 
electromagnetic cgs (emu) units. The magnetic fi eld strength in cgs units is measured 
in oersted (Oe) and the magnetic induction in gauss.

5.1.2 Characteristics of Nanomagnetic Materials

Size Dependence. In general, the magnetic moment of transition metals decre-
a ses with the increase of number of atoms (size) in the clusters. However, the 
moment of different transition metal clusters are found to depend differently on 
the size of clusters. In the lower size limit, the clusters have a high-spin majority 
confi guration and the behavior is more like an atom, but with the increase of 
size, the moment moves towards that of the bulk with slow oscillations.

Surface Magnetism. The magnetic properties at the surfaces of ferromagnets 
are signifi cantly altered from the bulk for several reasons. For example, since the 
number of nearest neighbors is reduced, a valence electron tends to spend more 
time at each ionic site, due to reduced coordination compared with the bulk. 
Weaker bonding to neighboring sites causes the ions to have a more isolated 
atomic character.

Magnetic Anisotropy and Domains in Small Particles. Small magnetic particles 
therefore are typically monodomain, since the energy cost to form a domain 
wall outweighs the reduction in magnetic energy. Typically, critical sizes for 
monodomain particles are in the range of 20–2000 nm and depend on the 
ferromagnetic material under consideration.
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5.1.3 Magnetization and Nanostructures

Changes in magnetization of a material occur via activation over an energy bar-
rier. Each physical mechanism responsible for an energy barrier has an associated 
length scale. The fundamental magnetic lengths are the crystalline anisotropy 
length lk, the applied fi eld length lH, and the magnetostatic length lS, which are 
defi ned as follows:

 
=k

Jl k

       
= 2

H
S

Jl HM

         
= 22S

S

Jl
Mp

Here, k is an anisotropy constant of the bulk material due to the dominant 
anisotropy and J is the exchange within a grain. If more than one type of barrier 
is present, then magnetic properties are dominated by the shortest characteristic 
length. For most common magnetic materials, these lengths are of the order of 
1–100 nm. For example, nickel at 1000 Oe and room temperature has lengths 
lS ≅ 8 nm, lk ≅ 45 nm, and lH ≅ 19 nm.

When a suffi ciently large magnetic fi eld is applied, the spines within the 
material align with the fi eld. The maximum value of magnetization achieved in 
this state is called the saturation magnetization, MS. As the magnitude of the 
fi eld decreases, spins cease to be aligned with the fi eld and the total magnetiza-
tion decreases. In ferromagnets, a residual magnetic moment remains at zero 
fi eld. The value of the magnetization at zero fi eld is called the remanent mag-
netization, MR. The ratio of the remanence magnetization to the saturation 
magnetization MR/MS is called the remanence ratio and varies from 0 to 1. The 
magnitude of the fi eld that must be applied in the negative direction to bring 
the magnetization of the sample back to zero is called the coercive fi eld. HC 
magnetic recording applications require a large remnant magnetization, moderate 
coercivity, and (ideally) a square hysteresis loop. The different regimes of nano-
materials in the realm of nanomagnetism is summarized in Figure 5.5.

Classifi cation of Magnetic Nanomaterials. The magnetic behavior of most 
experimental realizable systems is a result of contributions from both interaction 
and size effects. The correlation between nanostructure and magnetic properties 
suggests a classifi cation of nanostructure morphologies. The following classifi ca-
tion is designed to emphasize the physical mechanisms responsible for the mag-
netic behavior that Figure 5.6 schematically represents. At one extreme are 
systems of isolated particles with nanoscale diameters, which are denoted by type A. 
These noninteracting systems derive their unique magnetic properties strictly 
from the reduced size from the components, with no contribution from interpar-
ticle interactions. At the other extreme are bulk materials with nanoscale struc-
ture denoted by type D, in which a signifi cant fraction (up to 50%) of the sample 
volume is composed of grain boundaries and interfaces. In contrast to type A 
systems, magnetic properties here are dominated by interactions. The length of 
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FIG. 5.5
Different regimes of magnetism with respect to the number 
of atoms in the material.
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FIG. 5.6

Schematic representation of the different types of magnetic nanostructures. Type A materials 
include the ideal ultrafi ne particle system, with interparticle spacing large enough to 
approximate the particles as noninteracting. Ferrofl uids, in which magnetic particles are 
surrounded by a surfactant, preventing interactions, are a subgroup of type A materials. 
Type B materials are ultrafi ne particles with a core-shell morphology. Type C nanocompos-
ites are composed of small magnetic particles embedded in a chemically dissimilar matrix. 
The matrix may or may not be magnetoactive. Type D materials consists of small crystal-
lites dispersed in a noncrystalline matrix. The nanostructure may be two phase, in which 
nanocrystallites are a distinct phase from the matrix, or the ideal case in which both the 
crystallites and the matrix are made of the same material.
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the interactions can span many grains and is critically dependent on the charac-
ter of interface. Due to this dominance of interaction and grain boundaries, the 
magnetic behavior of type D nanostructures cannot be predicted simply by apply-
ing theories of polycrystalline materials with reduced length scale. In type B par-
ticles, the presence of a shell can help prevent particle inter actions, but often at 
the cost of interaction between the core and the shell. In many cases the shells are 
formed via oxidation and may themselves be magnetic. In type C materials, the 
magnetic interactions are determined by the volume fraction of the magnetic 
particles and the character of the matrix they are embedded in.

Ferrofl uids. A ferrofl uid is a synthetic liquid that holds small magnetic particles 
in a colloidal suspension, with particles held aloft due to thermal energy. The 
particles are suffi ciently small that the ferrofl uid retains its liquid characteristics 
even in the pressure of a magnetic fi eld, and substantial magnetic forces can be 
induced, which results in fl uid motion.

A ferrofl uid has three primary components. The carrier is the liquid element 
in which the magnetic particles are suspended. Most ferrofl uids are either water 
based or oil based. The suspended materials are small ferromagnetic particles 
such as iron oxide, on the order of 10–20 nm in diameter. The small size is nec-
essary to maintain stability of the colloidal suspension, as particles signifi cantly 
larger than this will precipitate. A surfactant coats the ferrofl uid particles to help 
maintain the consistency of the colloidal suspension.

The magnetic properties of the ferrofl uid is strongly dependent on particle 
concentration and on the properties of the applied magnetic fi eld. With an applied 
fi eld, the particles align in the direction of the fi eld, magnetizing the fl uid. The 
tendency for the particles to agglomerate due to magnetic interaction between 
particles is opposed by the thermal energy of the particles. Although particles 
vary in shape and size distribution, an insight into fl uid dynamics can be gained 
by considering a simple spherical model of the suspended particles (Fig. 5.7 
and Table 5.2).

FIG. 5.7 Representative model of a typical ferrofl uid.
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The particles are free to move in the carrier fl uid under the infl uence of an 
applied magnetic fi eld, but on average the particles maintain a spacing S to 
nearest neighbor. In a low density fl uid, the spacing S is much larger than the 
mean particle radius 2R, and magnetic dipole–dipole interactions are 
minimal.

Applications for ferrofl uids exploit the ability to position and shape the fl uid 
magnetically. Some applications are

Rotary shaft seals• 
Magnetic liquid seals, to form a seal between regions of different • 
pressures
Cooling and resonance damping for loudspeaker coils• 
Printing with magnetic inks• 
Inertial damping, by adjusting the mixture of the ferrofl uid the fl uid • 
viscosity may be changed to critically damp resonances accelerometers
Level and attribute sensors• 
Electromagnetically triggered drug delivery• 

Single-Domain Particles. Groups of spins all pointing in the same direction 
and acting cooperatively are separated by domain walls, which have a character-
istic width and energy associated with their formation and existence. The motion 
of a domain wall is a primary means of reversing magnetization. The depen-
dence of coercivity on particle size is similar to that schematically illustrated in 
Figure 5.8.

In large particles, energetic considerations favor the formation of domain 
walls. Magnetization reversal thus occurs through the nucleation and motion of 
these walls. As the particle size decreases towards some critical particle diameter 
Dcritical, the formation of domain walls becomes energetically unfavorable and 
the particles are called single domain. Changes in the magnetization can no longer 
occur through domain wall motion and instead require the coherent rotation of 
spins, resulting in larger coercivity. As the particle size continues to decrease 
below the single domain value, the spins get increasingly affected by thermal 

Sample volume 1.7 × 10−6 m3

Electrical conductivity of particles σf = 3 × 106 (Ω ⋅ m)−1

Electrical conductivity of ferrofl uid σfl uid < 10−7 (Ω ⋅ m)−1

Volume percentage of particles 3% by volume
Initial magnetic permeability of particles m ≈ 100m0

Particle mean radius R ≈ 10−8 m
Density of magnetic particles rFE = 7.8 g ⋅ cm−3

Fluid density rf = 1 g ⋅ cm−3

Fluid viscosity of carrier fl uid h = 1 cp = 0.01 g ⋅ cm−1 ⋅ s−1

TABLE 5.2 Material Parameters of a Typical 
Ferrofl uid [1]
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fl uctuations and the system becomes superparamagnetic. Particles with suffi -
cient shape anisotropy can remain single domain to much larger dimensions 
than their spherical counterparts.

Single-Domain Characteristics. In a granular magnetic solid with a low volume 
fraction, one has a collection of single-domain particles, each with a magnetic axis 
along which all the moments are aligned. In Figure 5.9, the typical nanoparticle 
sizes for some common ferromagnetic materials (single-domain size, Dcritical) 
and the stability of the magnetic properties or the superparamagnetic limit at 
room temperature (Dsuperparamagnetic) is shown in Figure 5.9.

In the absence of a magnetic fi eld, parallel and antiparallel orientations along 
the magnetic axis are energetically equivalent but separated by an energy barrier 

FIG. 5.8
Qualitative illustration of the behavior of the coercivity in 
ultrafi ne particle systems as the particle size changes.
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FIG. 5.9
Single domain size, Dcritical and magnetic stability size or the 
superparamagnetic limit at room temperature, Dsuperparamagnetic 
for some common ferromagnetic materials [2].
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of CV, where C is the total anisotropy per volume, and V is the particle volume. 
Since the size of each single domain remains fi xed, under an external fi eld, only 
the magnetic axes rotate. Thus the measured magnetization (M) of a granular 
magnetic fi eld solid with a collection of single-domain particles is the global 
magnetization

 
= =

��� ���

S cos
MH

M M
H

q

where q is the angle between the magnetic axes of a particle. MS is the saturation 
magnetization, 

��
H is the external fi eld, and the average �cos q � is taken over many 

ferromagnetic particles. The hysteresis loop of a granular solid is thus a signa-
ture of the rotation of the magnetic area of the single-domain particles. This 
should be contrasted with the hysteresis loop of a bulk ferromagnet, in which 
the sizes and the direction of the domains are altered drastically under an external 
fi eld.

Superparamagnetic Materials. Superparamagnetic materials consist of indi-
vidual domains of elements that have ferromagnetic properties in bulk. Their 
magnetic susceptibility is between that of ferromagnetic and paramagnetic 
materials. Figure 5.10 illustrates the effect of a superparamagnetic material (gray 
circle) on the magnetic fi eld fl ux lines.

At suffi cient high temperatures, the energy barrier (CV) is overcome by the 
thermal energy. Consequently, the magnetic moments within a particle rotate 
rapidly in unison, exhibiting the superparamagnetic relaxation phenomenon. 
The simplest form of the relaxation time can be described by the Arrhenius 
relation

 

⎛ ⎞
= ⎜ ⎟⎝ ⎠0

B

exp
CV

k T
t t

FIG. 5.10
Magnetic fl ux lines when a superparamagnetic material is placed 
in a magnetic fi eld.

Superparamagnetic
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where
t is the relaxation time
t0 is the characteristic time
CV is the total anisotropy energy

The behavior of t is dominated by the exponential argument. Assuming rep-
resentative valves (t0 = 10−9 s, kB = 106 erg/cm3, and T = 300 K), a particle of 
diameter 11.4 nm will have a relaxation time of 0.1 s. Increasing the particle diam-
eter to 14.6 nm increases t to 108 s. For an instrument that can measure certain 
magnetic characteristics (e.g., magnetometry, AC susceptibility, Mössbauer 
spectroscopy) with a measurement time of ti, one can defi ne a blocking 
temperature.

 
=B

B 0ln( )i

CV
T

k t t

At T < TB, ti is less than t and the instrument detects the ferromagnetic nature 
(e.g., a hysteresis loop) of the system. However, at T > TB, because ti is longer 
than t, the time-averaged value of the ferromagnetic characteristics (e.g., magne-
tization and coercivity) vanish within the measuring time of ti. Then the system 
is in an apparent paramagnetic or superparamagnetic state, even though within 
each particle the magnetic moments remain ferromagnetically aligned. Because 
of the superparamagnetic relaxation, the value of remnant magnetization (MR) 
and coercivity (Hc) decrease with increasing temperature and vanish at the 
blocking temperature (TB). Above TB, all apparent ferromagnetic characteristics 
disappear. The blocking temperature in a superparamagnetic system decreases 
with increasing measuring fi elds, being proportional to H2/3 at large magnetic 
fi elds and proportional to H2 at lower fi elds.

5.2  MAGNETISM IN REDUCED DIMENSIONAL 
SYSTEMS

5.2.1 Two-Dimensional Systems

Thin Films. There is always a change in behavior as fi lm thickness decreases 
beyond a certain limit. The magnetization of the sample is obtained by using 
usual spin wave theory. The spin wave vector perpendicular to the fi lm plane is 
quantized for such thin fi lms. The degrees of freedom for spin waves is decreased 
from three to two and only low energy spin waves with a wave vector in two 
dimensions (fi lm plane) is considered. This effect is expected to refl ect itself in 
critical exponents during the magnetic phase transition near critical temperature 
Tc. As a result magnetization in two dimensions falls off more rapidly than in 
three dimension with increasing temperature around Tc. The Curie temperature 
Tc is determined mainly by the number and coordination symmetry of exchange 
coupled neighboring magnetic atoms and strength of J. All these parameters are 
different in the case of very thin fi lms. And the Curie temperature drastically 
changes in the thin-fi lm case. Tc is found to depend on the number of layers. 
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Tc even vanishes when we go to a one-dimensional system; the magnetization 
can be enhanced for ultrathin fi lms, especially for monolayers. The atoms try to 
maximize their spins as per Hund’s rule and also obey Pauli’s exclusion princi-
ple, which favors the increase of individual atomic moments at the surfaces. 
Also the electrons want to be far apart from each other to minimize the Coulomb 
energy.

Monolayers. For monolayers, magnetic moments are very large. Even a non-
magnetic metal in its bulk form can become spontaneously ferromagnetic in its 
monolayer form though there are diffi culties in growing ideal monolayers. For a 
high quality Cr monolayer on Fe(100) the atomic magnetic moment is observed 
to rise up to 3 mB instead of 0.4 mB for antiferromagnetic Cr in its bulk form.

Quantum Wells. With the decrease of the fi lm thickness, the fi lm can behave 
like a quantum well for spin carriers. These carriers are refl ected by the walls of 
the wells and the wave functions interfere to form a standing wave with discrete 
energy levels, and the refl ection coeffi cient is spin dependent. This effect infl u-
ences almost all the physical properties, such as inverse photoemission and 
photoemission, magnetic anisotropy, magneto-optic response, electrical con-
ductivity, Hall effect, and superconductivity.

5.2.2 One-Dimensional Systems

A one-dimensional magnetic system on an atomic level occurs as a chain of 
magnetic atoms even in the bulk form of some crystalline materials. These mag-
netic chains are magnetically decoupled from neighboring chains by non-
magnetic intermediated atoms. Artifi cial one-dimensional magnetic structures 
are becoming more attractive for their magnetoresistance. Though the geometry 
is experimentally diffi cult for a continuous thin-fi lm case however, it can be real-
ized by growing parallel stripes separated by nonmagnetic very narrow spacer 
wires on a substrate. The current in the substrate plane can be applied to get 
high magnetoresistance. One dimensional system may contain many parallel 
magnetic stripes and many properties of the interface are changed. For instance, 
continuous spectra split into discrete energy levels; magnetization direction 
in the sample plane may be switched between perpendicular and parallel to 
the stripes.

5.2.3 Zero-Dimensional Systems

The most remarkable changes are observed in ultrafi ne magnetic particles since 
the surface-to-volume ratio is highest for “zero-dimensional” systems. The sur-
face magnetism increases or decreases, or even can be disordered and/or dead 
for some surface-treated (e.g., Ni) particles at low temperatures. The smallest 
magnetic particles are magnetic molecules and clusters. The size of artifi cial 
magnetic particles may be reduced down to even 1 nm. The fi ne particles behave 
as a monodomain magnet because the particle diameter would be even smaller 
than domain wall thickness. When the particle size shrinks further the super-
paramagnetic limit is reached. When the size of the spin in the case of a single 
domain ferromagnetic particle without crystalline anisotropy can be many 
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orders of the magnitude greater than for a single atom it is known as superpara-
magnetism. The fi ne particle system on a substrate can be in a distinctly different 
phase from the bulk, depending on the particle density and size in the nanometer 
range. The ultimate goal is to achieve particle array for magnetic recording. Thus 
both signal-to-noise ratio and storage capacities would be increased a few orders 
of magnitude. If an assembly of identical uniaxial superparamagnetic particles is 
initially polarized along the easy axis, then the magnetization will reduce with 
increasing time. An important property of superparamagnetic particle systems is 
that they are nonhysteretic and their magnetization curves scale with H/T.

5.3  PHYSICAL PROPERTIES OF MAGNETIC 
NANOSTRUCTURES

5.3.1  Substrate Effects on Structures and Related 
Properties

At nanoscale the magnetic phases are dramatically changed and new magnetic 
phases arise in ultrathin fi lms of epitaxially grown metallic Fe, for instance, on a 
single-crystal Cu(100) substrate. The magnetic properties, phase boundaries, 
and critical temperatures depend on the fi lm thickness and on different crystal 
structures of the fi lm (fcc) that is imposed by the substrate through adhesion at 
the interface. The most important parameter determining the magnetic structure 
is the exchange overlap integral of electronic wave functions on neighboring 
atoms. This overlap depends on neighboring atomic distances determined by 
crystal lattice parameters.

The major contribution to the magnetism comes from electronic spins while 
the magnetic anisotropies originate from the interaction between spins and 
orbit; exchange interactions are changed because of lack of neighbors. A signi-
fi cant magneto-elastic energy due to lattice mismatch is induced as well. 
Anisotropies can overcome the magnetostatic demagnetizing energy to give a 
perpendicular magnetization for ultrathin-fi lm cases.

5.3.2 Oscillatory Exchange Coupling

Oscillatory exchange coupling is an important phenomena observed in ferro-
magnetic thin fi lms separated by a nonmagnetic spacer. In this phenomena one 
of the layers polarizes the conduction electrons of the nonmagnetic metallic 
spacer. If the lifetime of the polarization is long enough, these polarized elec-
trons carry this information to the layer across the spacer. Thus the second layer 
is coupled with the fi rst one through polarized conduction electrons, which is 
also known as RKKY.

5.3.3 Spin-Polarized Tunneling

Quantum mechanical effects may be important in particular for very small 
particles at low temperatures, when quantum mechanical reorientation of the 
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magnetization may occur. This process proceeds through a tunneling mecha-
nism. When two ferromagnetic materials are separated by a very thin insulator 
the tunneling current from one layer to the other depends on the relative orien-
tation of magnetization of the layers and the potential barrier, which in turn, 
depends on the insulator thickness and the type of the layer materials. Parallel 
orientation of the adjacent layer corresponds to lower resistivity. Indeed tunnel-
ing rate depends on the junction quality. The tunneling current is also affected 
by the temperature and voltage.

The magnetocrystaIline anisotropy in the particle defi ne a preferred direction 
along which the magnetization will be oriented at very low temperatures. Equal 
and opposite directions are energetically degenerate. If there is only one anisot-
ropy axis, then the ground state will be degenerate, and the magnetization will 
be either parallel or antiparallel to the magnetization axis. However, in the more 
general case, if there are two or more anisotropy axes, then the ground state will 
be a superposition of states where the magnetization is oppositely aligned 
(compare this with the NH3 molecule). Hence, if the magnetization is initially 
aligned along the easy axis (for example, by cooling it in a strong magnetic 
fi eld), then it will oscillate at the tunneling frequency between the spin-up and 
spin-down state.

5.3.4 Magnetoresistivity

Magnetoresistivity is an important phenomena observed at the nanoscale, 
which is a change of electrical resistivity when an external magnetic fi eld is 
applied to the substance. The magnetoresistivity can be varied by the relative 
orientation of magnetization in neighboring ferromagnetic layers separated 
by a nonmagnetic metallic thin layer. The prototype system is layers of Co 
separated by spacer layers of Cu. The in-plane resistance of this system 
depends sensitively on the magnetic fi eld applied to the layers. The origin of 
the effect is a strong exchange coupling between the ferromagnetic layers. 
The magnetoresistivity also depends on the direction of the current with 
respect to the fi lm normal. The parameters affecting the magnetoresistivity 
for multilayer fi lms are spin-scattering parameters for outer surfaces and 
interfaces, effective masses, inner potentials, and relaxation times for mag-
netic and nonmagnetic fi lms. All of these parameters are strongly infl uenced 
by imperfections of the samples. This property is ideal for a magnetic sensor 
as it directly relates the applied magnetic fi eld and the electrical resistivity. 
The resistance in normal metals is increased in the presence of an external 
magnetic fi eld and depends on the relative orientation of the current with 
respect to the fi eld. However, the resistivity decreases with the applied fi eld 
for magnetic–nonmagnetic composite systems when the size of the nonmagnetic 
metallic component separating magnetic components becomes smaller than 
the mean free path of charge carriers. This is called GMR and can be much 
larger than AMR.

5.3.5 Magnetic Moments of 3d Transition Metal Clusters

An overall decreasing trend of the magnetic moment with increasing cluster size 
is observed in all three cases, with some oscillating fi ne structure features. The 
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magnetic moment of an atom at the surface is generally larger than in the bulk 
for small sizes where the magnetic moments per atom for Fe, Co, and Ni are 
approximately 3mB, 2mB, and 1mB respectively (Co is slightly higher, probably 
due to orbital effects.) These values correspond to the maximum spin that can 
be obtained with 7, 8, and 9 electrons in a d orbital. For example a nearly free 
iron atom has 8 valence electrons of which 1 is in the 4s orbital and 7 in the 3d 
orbital. Of those 7 and 5 are in spin-up states (forming the majority spin band) 
and 2 in spin-down states (the minority spin band). Hence the net magnetic 
moment per atom due to the 3d orbitals is 3 mB. In fact for Fe, mbulk = 2.2 mB; for 
Co, mbulk = 1.6 mB, for Ni, mbulk = 0.6 mB. Clusters with as few as 600 atoms already 
appear to have bulk-like magnetic moments (Fig. 5.11). It is interesting to note 
that measurements of Cr clusters (N > 10) have demonstrated that these clusters 
do not defl ect. This indicates that they are nonmagnetic or more likely that they 
are antiferromagnetic.

5.3.6  The Temperature Dependence of Magnetic 
Moments

Loss of ferromagnetic order occurs at the Curie temperature where thermal 
motion overcomes the order imposed by the interatomic exchange interaction. 
In itinerant magnetism there are two distinct pictures: in the band picture, the 
magnetic moment reduction is caused by thermally induced electronic excita-
tions from the top of the majority spin band to the Fermi level of the minority 

FIG. 5.11
Magnetic moment per atom in units of Bohr magneton for 
iron, cobalt, nickel, and rhodium clusters as a function of cluster 
size.
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spin band, which reduces the total moment. In the localized moment picture, 
the global moment is reduced through local misalignments. The molecular 
beam method favors measurements of magnetic moments as a function of tem-
perature over a wide range of temperature, ranging from 80 to 1000 K. In this 
way the ferromagnetic to paramagnetic phase transition can be probed. The 
magnetic moments have been measured as a function of temperature for several 
sizes and it is clear that they decrease with increasing temperature. It is also 
observed that for the magnetic moments of Ni and Co clusters the magnetization 
curves appear to converge to their respective bulk behaviors. Fe is anomalous 
and no obvious trend can be discerned. Small clusters usually prefer icosahedral 
structures.

5.4  RECENT PROGRESS IN NANOSCALE 
SAMPLE PREPARATION

5.4.1 Epitaxial Methods

Epitaxial layer-by-layer growths in ultrahigh vacuum systems are the most useful 
and common methods of preparation of nanosized samples, since lattice sym-
metry and size of the crystal strongly infl uence the magnetic properties. However, 
due to their relatively higher surface free energy, the magnetic materials are 
diffi cult to grow on any substrate. Also any particular ferromagnetic material can 
be deposited in more than one crystal structure. Moreover some artifi cial solids 
are possible to grow, exhibiting new physical properties.

The most critical parameters in magnetic multilayer growth are lattice and 
relative surface free energies mismatch between the substrate and overlayer fi lm. 
The interdiffusion, chemical reactions, and alloying between the substrate and 
overlayer atoms give additional problems. For epitaxial multilayer fi lm prepara-
tions, noble metals, semiconductors, and some oxides are used as single-crystal 
substrates. Many tricks have been developed to overcome problems such as low 
temperature and high growth rate. Each molecule has to stick at a nearest place 
with an energy minimum of the previous layer, and thus, growth symmetry 
follows the substrate structure. Electrochemical deposition techniques and self-
organization are other useful and promising methods.

Magnetic materials are deposited on cylindrical pores to get nanowires per-
pendicular to the surface of the substrate. The beam of magnetic materials can 
be focused by interference fi eld of an intense laser onto the substrate to form 
parallel wires.

5.5 NANOMAGNETISM APPLICATIONS

5.5.1 Overview

Nanosized magnetic iron oxide particles have been studied extensively due 
to their wide range of applications in ferrofluids, high-density information 
storage, magnetic resonance imaging (MRI), biological cell labeling, sorting 
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and separation of biochemicals, targeting, and drug delivery [3]. For many 
of these applications surface modification of nanosized magnetic particles 
were accomplished by physical/chemical adsorption or surface coating of 
desired molecules, depending on the specific applications. A silica coating 
on the surface of nanosized iron oxide particles, for example, have also been 
shown to prevent their aggregation in liquids and improve their chemical 
stability.

For example, poly(1-vinylimidazole) polymer-grafted nanosized magnetic 
particles have been used in applications as magnetic carriers in a wide range 
of disciplines. Poly(1-vinylimidazole) is chosen to graft on nanosized magnetic 
particles, as the resultant organic–inorganic hybrid magnetic materials are 
anti cipated to expand the sorbent-based separation technology to a multiphase 
complex system, ranging from biological cell sorting to industrial effl uent 
detoxifi cation and recovery of valuables. Metal ion binding properties of imi-
dazole and poly(1-vinylimidazole) have been reported by many researchers 
for the removal of various metal ions from aqueous solutions.

MRI detectable and targeted quantum dots have also been developed. 
Quantum dots were coated with paramagnetic and pegylated lipids. The quan-
tum dots are usually functionalized by covalently linking RGD peptides. With 
recent developments in chemistry and the synthesis of powerful, innovative, 
specifi c, and multimodal contrast agents, for example, by introducing fl uores-
cent properties as well, MRI is becoming increasingly important for molecular 
imaging. Quantum dots, semiconductor nanocrystals in a size range of 2–6 nm, 
have gained much interest in the past few years for biological imaging purposes, 
especially because of their bright fl uorescence, their photostability, and their 
narrow and tunable emission spectrum. The in vivo use requires the quantum 
dots to be water soluble and biocompatible. Efforts have been undertaken to 
achieve these goals, and quantum dots have been used successfully for imaging 
studies of live cells and animal models, mainly in combination with two-photon 
fl uorescence microscopy.

The semiconductor currently used in integrated circuits, transistors, and 
lasers such as silicon and gallium arsenide (GaAs) are nonmagnetic. The carrier 
is almost independent of the spin direction. The miniaturization becomes 
more diffi cult in nanostructures. Magnetic semiconductors, alternative semi-
conductors which have both properties of magnetic materials and semicon-
ductors, exchange interactions that can give rise to pronounced spin-related 
phenomena not just in nanostructures but also in more conventionally sized 
devices.

Semiconductor spin electronics can be divided into two fi elds such as semi-
conductor magneto-electronics and semiconductor quantum spin electronics. 
Semiconductor magneto-electronics are used to implement new functions 
by using semiconductor materials that are also magnetic or combinations of 
semiconductors and magnetic materials. For example, semiconductors such as 
optical isolators, magnetic sensors, and nonvolatile memory are possible to be 
developed if the magnetism can be controlled by light and electric fi eld.

The other fi eld that is referred as semiconductor quantum spin electronics is 
mainly focused on using the quantum mechanical nature of spin in semiconduc-
tors. For example, since the various types of spins in nonmagnetic semiconductors 
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have a much longer coherence time than electrical polarization and can be con-
trolled by light or electric fi elds, it is easy to manipulate spin as a quantum 
mechanical entity. Such properties lend themselves to the development of solid-
state quantum information processing devices; in this way, spin in semicon-
ductors is heralding a new era both in classical and quantum physics and 
technology (Fig. 5.12).

The spin of the electron was ignored in mainstream charge-based electronics. 
A technology has emerged called spintronics (spin transport electronics or 
spin-based electronics) [4]. It is not the electron charge but the electron spin 
that carries information. Spintronics offers opportunities for a new generation 
of devices. This technology combined standard microelectronics with spin-
dependent effects that arise from the interaction between spin of the carrier and 
the magnetic properties of the material. In an ordinary electric circuit the spins 
are oriented at random and have no effect on current fl ow. Spintronic devices 
create spin-polarized currents and use the spin to control current fl ow. Devices 
that rely on an electron’s spin to perform their functions form the foundations 
of spintronics.

The advantages of these alternative techniques would be nonvolatility, 
increased data processing speed, decreased electric power consumption, and 
increased integration densities compared with current semiconductor devices. 
The fi eld of spintronics is addressed by the experiment and theory of the opti-
mization of electron spin, the detection of spin coherence in nanoscale struc-
tures, the transport of spin-polarized carriers across relevant length scales and 

FIG. 5.12

The basic elements of spintronics devices are depicted. The 
quantum mechanical nature of spin is exploited in semiconduc-
tors. Such efforts lead to the development of solid-state quantum 
mechanical information processing devices.

Mass + electric charge + spin
(intrinsic quantity of angular momentum)

Like that of a tiny bar magnet

West to east: spin up

In the magnetic field, spin up and -down have
different energies

In an ordinary electric circuit, the spins are oriented
at random and have no effect on current flow

Spintronic devices create spin-polarized currents and
use the spin to control current flow

48031_C005.indd   22548031_C005.indd   225 10/30/2008   6:16:21 PM10/30/2008   6:16:21 PM



226 Fundamentals of Nanotechnology

heterointerfaces, and the manipulation of both electron and nuclear spins on 
suffi ciently fast timescales.

Merging of electronics, photonics, and magnetics will ultimately lead to new 
spin-based multifunctional devices such as spin–FET (fi eld effect transistor), 
spin–LED (light-emitting diode), spin RTD (resonant tunneling device), optical 
switches operating at very high frequency in the terahertz range, modulators, 
encoders, decoders, and quantum bits for quantum computation and commu-
nication. A summary of the future memory technologies involving nanomag-
netism is shown in Table 5.3.

5.5.2 Current Status of Spin-Based Electronics Devices

There are a number of effects that couple magnetization to electrical resistance. 
These include

Ordinary magnetoresistance (OMR)• 
Anisotropic magnetoresistance (AMR)• 
Giant magnetoresistance (GMR)• 
Tunneling magnetoresistance (TMR)• 
Ballistic magnetoresistance (BMR)• 
Colossal magnetoresistance (CMR)• 

The GMR is perhaps the major innovation in spin-based electronics. GMR is 
observed in very thin-fi lm materials constructed of alternate ferromagnetic and 
nonmagnetic layers. The resistance of the material is lowest when the magnetic 
domains in ferromagnetic layers are aligned and highest when they are anti-aligned 
(Fig. 5.13).

A spin valve (Fig. 5.14a) is a GMR-based device that comprises of two 
ferromagnetic layers (e.g., alloys of nickel, iron, and cobalt) isolated within a 

CMOS

Technology DRAM Flash SRAM MRAM
Reference SIA 1999 SIA 1999 SIA 1999
Generation at introduction 64 Gb 64 Gb 180 Mb/cm2 64 Gb
Circuit speed (MHz) 150 150 913 >500
Feature size (nm) 50 50 35 <50
Access time (ns) 10 10 1.1 <2
Write time 10 ns 10 µs 1.1 ns <10 ns
Erase time <1 ns 10 µs 1.1 ns N/A
Retention time 2–4 s 10 years N/A Infi nite
Endurance cycles Infi nite 105 Infi nite Infi nite
Operating voltage (V) 0.5–0.6 5 0.5–0.6 <1
Voltage to switch state 0.2 V 5 V 0.5–0.6 V <50 mV
Cell size 2.5 F2a/bit 0.0005 µm2 2F2/bit 12F2/bit 2F2/bit

a F = minimal lithographic feature size.

TABLE 5.3 Comparison of Memory Technologies for the Year 2011 [5]
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thin nonmagnetic metal (usually copper), with one of the two magnetic layers 
being aligned (called pinned) whereby the magnetization in the pinned layer is 
relatively insensitive to any external magnetic fi elds. The other magnetic layer 
is called the free layer, and its magnetization can be changed by the applica-
tion of a relatively small magnetic fi eld. As the magnetizations in the two 
layers change from a parallel to a antiparallel alignment, the resistance of the 
spin valve increases typically from 5% to 10%. Antiferromagnetic layer (called 
“pinning” layer) is usually constructed by using an antiferromagnetic material 
that is grown on top of the pinned layer so that they can exchange their spins. The 
two fi lms form an inter face that acts to resist changes to the pinned magnetic 
layer’s magnetization.

In alternative structures, the pinned layer was replaced with a synthetic anti-
ferromagnet: Two magnetic layers separated by a very thin (∼10 Å) nonmagnetic 
conductor (usually ruthenium metal is used). The magnetizations in the two 
magnetic layers are strongly antiparallely coupled and are thus effectively 
immune to outside magnetic fi elds. This structure improves both stand-off mag-
netic fi elds and the temperature of operation of the spin valve. Another way of 
making these structures is by growing a nano-oxide layer (NOL) at the outside 
surface of the soft magnetic fi lm. This layer reduces resistance due to surface 

FIG. 5.13
Schematic representation of the resistance changes in a GMR 
setup with the orientation of the spins.

Aligned = low resistance Antialigned = high resistance

FIG. 5.14
Spin-dependent transport structures. (a) Spin valve and (b) 
magnetic tunnel junction.
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scattering, thus reducing background resistance and thereby increasing the 
percen tage change in magnetoresistance of the structure. A magnetic tunnel 
junction (MTJ) (Fig. 5.14b) is such a device in which a pinned layer and a free 
layer are separated by a very thin insulating layer (commonly aluminum oxide). 
The tunneling resistance is modulated by an external magnetic fi eld in the same 
way as the resistance of a spin valve is, and usually 20% to 40% change in the 
magnetoresistance can be observed. Also for its operation a saturating magnetic 
fi eld is required which is equal to or somewhat less than that required for spin 
valves. Because the tunneling current density is usually small, MTJ devices tend 
to have very high resistances.

Applications of Spin-Based Electronics Devices. The GMR-based galvanic isolator 
which is a combination of an integrated coil and a GMR sensor on an inte-
grated circuit chip is perhaps a good example of the current application. GMR 
isolators introduced in 2000 eliminate ground noise in communications 
between electronics blocks, thus performing a function similar to that of 
optoisolators providing electrical isolation of grounds between electronic 
circuits. The GMR isolator is ideally suited for integration with other commu-
nications circuits and the packaging of a large number of isolation channels 
on a single chip.

Magnetic Data Storage. MRAM (magnetic random access memory) that uses 
magnetic hysteresis to store data and magnetoresistance to read data is another 
application of the GMR effect. GMR-based MTJ or pseudospin valve memory 
cells are integrated on an integrated circuit chip and function like a static 
semiconductor RAM chip with the added feature that data are retained with 
the power off. Potential advantages of the MRAM compared with silicon elec-
trically erasable programmable read-only memory (EEPROM) and fl ash 
memory are 1000 times faster write times, no wear out with write cycling 
(EEPROM and fl ash wear out with about 1 million write cycles), and lower 
energy for writing. MRAM data access times are about 1/10,000 that of hard 
disk drives.

Magnetic nonstructures are starting to play a role in technology, particu-
larly in “non-volatile magnetic data storage.” New combinations with semi-
conductor technology are developing such as MRAMs where the storage 
capacitor of a traditional semiconductor in replaced by a nonvolatile mag-
netic dot. The storage media to today’s magnetic hard disk drives may be 
viewed as an array of magnetic nanoparticles. The magnetic coating of the 
disk consists of a ternary Co–Pt–Cr mixture, which segregates into magnetic 
Co–Pt grains. These grains are magnetically separated by Cr at the grain 
boundaries. Typical grain sizes are 10–20 nm using about 103 grains/bit at a 
recording density of 1 Gbit/in.2 for commercial devices. The grains segregate 
randomly, which introduces statistical noise into the read out signal due to 
the variation in grain size, coercivity, and domain structure. This explains the 
large number of grains that are required to reduce these fl uctuations in a 
device.

There is a fundamental limit on the improvement of magnetic storage density. 
The limit is controlled by
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 1. Thermal fl ipping of the bits as the grains become smaller.
 2. Energy barrier between the two stable magnetizations along the easy 

axis becomes comparable with kT. Eventually the superparamagnetic 
limit is reached where individual grains stay magnetized, but their 
orientation fl uctuates thermally.

For typical magnetic storage media, the superparamagnetic limit imposes a min-
imum particle size of about 10 nm that is a maximum recording density of several 
terabits per square inch. This is almost four orders of magnitude higher than the 
density of 1 Gbit/in.2 found in top-of-the-line disc drives today. While the current 
particle size is already close to the superparamagnetic limit the number of 
particle/bits is still more than 103. There are many signal-to-noise issues on the 
way towards reducing this number and reaching the theoretical limit. Inconsistent 
switching of different particles and an irregular domain structure require averag-
ing over many particles.

Controlling coercivity, size, orientation, and position of magnetic nano-
particles will be essential for reducing the number of particles needed to store a 
bit. For example, a large crystalline anisotropy can produce a higher switching 
barrier than the shape anisotropy above. Single-domain nanoparticles with high 
saturation magnetization and coercivity are being optimized for this purpose. 
The orientation of segregated grains can be controlled using multilayered struc-
tures where the fi rst layer acts as a seed for small grains and subsequent layers 
shape the crystalline orientation for the desired anisotropy. A further improvement 
would be the move from longitudinal to perpendicular recording where the 
demagnetizing fi eld does not destabilize the written domains.

The ultimate goal in magnetic storage is single-particle-per-bit on quantized 
recording. It is aimed at producing single-domain particles close to the super-
paramagnetic limit with uniform switching properties. Lithography is currently 
the method of choice for producing regular arrays of uniform magnetic dots. 
Dot arrays with a density of 65–250 Gbit/in.2 have been produced by electron 
beam lithography. The performance and parameters for various types of volatile 
and nonvolatile memory chip alternatives are shown in Table 5.4.

5.5.3 Sensors

Nanostructured material has also been used in the development of some reading 
head devices. The traditional inductive pick up of the magnetic signal is replaced 
by a magnetoresistive sensor in state-of-the-art devices.

Permalloy/(Cu/Co) multilayers are utilized in reading heads. Currently, read-
ing heads in high-end disc drives are based on the 2% AMR of permalloy. The 
resistance is highest for the current parallel to the magnetization and lowest 
perpendicular to it, producing a sinusoidal orientational dependence. The 
magnetic stray fi eld between adjacent bits with opposite orientation rotates the 
magnetization in the permalloy fi lm with respect to the current and thus induces 
a resistance change. That is directly connectible into a read-out voltage.

Present activities with GMR are directed towards lowering the switching fi eld 
while keeping a large magneto-resistance. To obtain the best of both characteris-
tics one obtains soft permalloy layer for easy switching with a high-spin co-layer 
that enhances the magnetoresistance.
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Another type of a nonvolatile magnetic storage device avoids moving parts 
altogether at the expense of having to pattern the storage medium. This is a 
combination of magnetic memory elements with semiconductor circuits that 
sense and amplify the magnetic state (MRAM).

Further into the future are logic devices based on magnetic nanostructures. 
A bipolar spin switch has been demonstrated that acts like a transistor.

5.5.4 Nanomagnetism for Biomedical Applications

The use of magnetic nanoparticles for biological and medical applications has 
been developed recently. The size of the particles can range from a few nanome-
ters to several micrometers and thus is compatible with biological entities rang-
ing from proteins (a few nm) to cells and bacteria (several µm).The combination 
of biology and magnetism is useful, because the biochemistry enables a selective 
binding of the particles, while the magnetism enables easy manipulation and 
detection. Using magnetic fi eld gradients, the magnetic particles can be subjected 
to signifi cant forces even when they are embedded in a biological environment. 
The absence of ferromagnetism in most biological systems, which typically 
have only weak dia- or paramagnetism, means that the magnetic moment from 
the ferromagnetic particles can be detected with little noise in a biological 
environment.

Parameter DRAM SRAM NOR fl ash NAND fl ash FeRAM MRAM
Read cycles >1015 >1015 >1015 >1015 before 

cycling
1012–1015 >1015

Write cycles >1015 >1015 104–105 106 1012–1015 >1015

Write voltage (V) 2.5–5 3.3–5 10–10 18 0.8–5 0.8–5
Cell write time (ns) 10–100 1–50 6 × 103 2 × 105 10–50 10
Write energy (pJ) Few 10−2 9000 1 1 10–100
Random access 
time (ns)

40–70 6–70 150 ∼10,000 40–70 40–70

Cell size (F 2) 8 ∼100 12 4.6 9–13 6–10
Retention (years) None None 10 10 10 10
Scaling issues Charge Tunnel oxide → 

read current → 
access time

Erase voltage 
tunnel oxide 
scaling.

3D + material 
texture

Switching fi eld 
increases with 
scaling and 
uniformity

Status/forecast 256 Mb/1 Gb 4–16 Mb 32 Mb/128 Mb 256 Mb/1 Gb 1 Mb/4 Mb Few kb/1 Mb (?) 
Applications PC memory Cache 

memory
Program code 
and data

Data fi les 
(camera, 
MP3)

Contactless 
smartcard

Envisaged: 
embedded 
(SOC) and 
mass storage

TABLE 5.4 Comparison of Performance and Parameters for Various Types of Volatile and 
Nonvolatile Memory Chip Alternatives [6]
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Based on these ideas, a variety of nanomagnetism applications in the bio-
medical fi eld have emerged. A simple application is to bind magnetic particles 
to the interested biological systems, which then allows manipulating the bio-
logical material via the magnetic fi eld gradient. This has been already applied to 
several problems, such as separating red blood cells from blood, cancer cells for 
bone marrow, drug delivery, and hypothermal treatment.

Applications in biology and medicine normally require that the particles are 
stable in aqueous solution at neutral pH values. For this reason, magnetite 
(Fe3O4) and maghemite (γ-Fe2O3) are most commonly utilized for biofunction-
alized magnetic nanoparticles.

The ability to tag biological molecules with functionalized magnetic par-
ticles has been already exploited for biological sensors. Traditionally many 
biological sensors, like DNA microarray, use fl uorescent markers for the 
detection of specifi c biological molecules. For example, the DNA can be 
bound to a fl uorescent molecule, then DNA is exposed to an array with many 
different well-defi ned DNA strands and it will only stick to complementary 
matching DNA. The position of the light signal from the fl uorescent marker 
then indicates which are the right DNA strands. Similarly it has been demon-
strated that magnetic particles can be used as tags and the binding can be 
identifi ed by detecting the stray magnetic fi eld of the particles (Fig. 5.15). Key 
advantages of using magnetic particles versus fl uorescent molecules have 
been argued to be the following:

Magnetic particles typically have an unlimited shelf life compared to • 
fl uorescent markers which deteriorate with time (note: quantum dots 
circumvent this problem).
The use of magnetic particles together with magnetoelectronic sensors • 
allows for a complete electronic readout of the sensors.
The sensitivity of the sensors based on magnetic versus fl uorescent • 
tagging are comparable.
Magnetic tags allow for manipulation of the target molecules such • 
that they can be moved towards the magnetic fi eld sensor using 
magnetic fi eld gradient

FIG. 5.15
Magnetic virus. The DNA is removed from the virus interior, 
which results in a rigid empty protein shell. This shell can be 
used as a template for ferromagnetic nanoparticles.

Remove DNA

Capsid shell

Replace with
ferromagnetic

material
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Hyperthermia. There are several reports regarding the effi cacy of hyperthermia 
for the treatment of musculoskeletal tumors [7–10]. Currently, the principal 
methods of hyperthermia for clinical use are microwaves or radiofrequency 
waves to generate heat in the tumor (Fig. 5.16). Using these methods, however, 
it is diffi cult to heat deeply seated tumors effectively and selectively [11]. New 
types of ferromagnetic thermoseeds are being developed experimentally to solve 
this problem, but they have never been used clinically because of their unreliable 
rise in temperature. Application of magnetic materials for hyperthermia of bio-
logical tissue with the goal of tumour therapy is known in principle for more 
than four decades. Much empirical work was done in order to manifest a thera-
peutic effect on several types of tumors by performing experiments with animals 
or using cancerous cell cultures. However, routine medical applications are not 
known till now and there is a demand for a more profound understanding of 
the related material properties to render that method reliably for tumour therapy 
of human beings. The heating of oxide magnetic materials with low electrical 
conductivity in an external alternating magnetic fi eld is due to loss processes 
during the reorientation of the magnetization. If thermal energy kBT is too low 
to facilitate reorientation, hysteresis losses dominate which depend on the type 
of the remagnetization process (wall displacement or several types of rotational 
processes). With decreasing particle size, thermal activation of reorientation 
processes leads to a dependence on temperature and measurement frequency to 
superparamagnetic behavior of the particle ensemble and the occurrence of the 
so-called Néel losses [12]. In the case of ferrofl uids, losses related to the rotational 
Brownian motion of magnetic particles may arise too, and hence care should be 
taken to analyze the results, depending on the temperature and measurement 
frequency.

Ocular. The anterior segment of the eye is bounded by the cornea and the 
lens–iris diaphragm, and contains the aqueous humor. The posterior segment 
begins behind the lens–iris diaphragm and includes, from inside outwards the 
vitreous (gel/fl uid), retina (neurosensory tissue), and choroid (heavily muscular). 

FIG. 5.16
Scheme of localized magnetic hyperthermia applied to a breast 
carcinoma. The tumor region contains injected magnetic 
particles.
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Field generated
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Water-cooled
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The retinal photoreceptors are supported by the choroid (Fig. 5.17). The retina 
and the choroid stay attached to each other with a suction pump, which keeps 
the subretinal space dry.

Retinal detachment is a major cause of vision loss in adults. It occurs when 
the retina separates from the choroid, resulting in eventual death of the retina 
and subsequent loss of vision. As one ages, the vitreous gel normally undergoes 
liquefaction, collapses, and separates from the retina. Separation of the vitreous 
gel may result in the formation of a tear in the retina at a site of vitreoretinal 
adhesion. The tear provides a pathway for the vitreous fl uid to pass through and 
underneath the retina, overcoming the suction attraction of the retina to the 
choroid, thus detaching the retina from the underlying choroid.

The goal of surgery is to close the holes in the retina, preventing further fl uid 
fl ow into the subretinal space, allowing for reattachment of the retina. Efforts 
are going on to develop an internal tamponade from modifi ed silicone fl uid 
containing spherically stabilized 4–10 nm sized metal particles, which could 
be held in place with an external magnetized scleral buckle. With an appropriate 
magnetic fl uid inside the vitreous cavity, a stable, 360° internal tamponade 
might be achieved. The enriching magnetized scleral buckle and magnetic fl uid 
would produce a ring of silicone oil in opposition to the retinal periphery. The 
central vitreous cavity would be free of the magnetic fl uid and the lens, anterior 
structures, or macula, thus avoiding the complications of currently available 
treatment modalities.

There are still other applications on magnetic nanoparticles, such as; drug 
delivery, hyperthermia treatment. Key challenges for nanoparticles for biologi-
cal application include the modifi cation of nanoparticles for enhanced aqueous 
solubility, biocompatible or bio-recognition, optimization of their magnetic 
properties. Looking further ahead into the future there are still many possibilities 
for the magnetic nanoparticles in biomedical fi eld. Many possible applications 
of magnetic nanoparticles in biology and medicine clearly offer plenty of 
opportunities for future research and development.

FIG. 5.17
Internal tamponade using silicone magnetic fl uids—magnetic 
fl uid for use in eye surgery [13].
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Problems
 5.1 What is the origin of magnetic moment 

in magnetic materials?
 5.2 What is a Bohr magneton?
 5.3 Which type of magnets have higher 

coercivity? Soft or hard?
 5.4 What are the three different types of 

material response to an applied electro-
magnetic fi eld called?

 5.5 Hund’s rule states that the lowest energy 
confi guration for an atom is the one 
having the maximum number of unpaired 
electrons allowed by the Pauli principle 
in a particular set of degenerate orbitals. 
Show the spins in the various levels in 
the table below:

 
Confi guration 1s 2s 2px 2py 2pz

C 1s2 2s2 2p2

N 1s2 2s2 2p3

O 1s2 2s2 2p4

 5.6 We’ve discussed how M affects J, and the 
ability to transport charge, as manifested 
through magnetoresistive effects. One 
can also consider the converse: can a 
current J of carriers with a net spin polar-
ization affect M?

 5.7 Consider that the molar volume of magnetite 
is 4.4 × 10−5 m−3 and magnetic moment of 
Fe3O4 is 9.27 × 10−24, then calculate the 
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magnetization of magnetite (Fe3O4) 
assuming that the magnetization is only 
due to the six 3d electrons of the Fe2+ ions 
and that only the spin angular momentum 
of the electrons contributes to the magnetic 
moment.

 5.8 Determine the values of Ŝ, L, and Ĵ for Cr3+ 
which has three electrons in the 3d sub-
shell. All lower energy shells are fi lled.

 5.9 Calculate the magnetization of Fe3O4 
assuming that only the six 3d electrons 

of the Fe2+ ions contribute to the magne-
tization and that only the spin angular 
momentum of the electrons contribute to 
the magnetic moment. Consider the molar 
volume of magnetite as 4.4 × 10−5 m−3.

 5.10 What is giant magnetoresistance? What 
are magnetic multilayered monolayers?

 5.11 How would you fabricate a magnetic 
nanowire?

 5.12 What future applications do you see aris-
ing from such giant magnetoresistance?
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NANOMECHANICS

Masood Hasheminiasari and John J. Moore

 I am not afraid to consider the fi nal question as to whether, ultimately in the great 
future we can arrange atoms the way we want; the very atoms, all the way down!… 
The principles of physics, as far as I can see, do not speak against the possibility of 
maneuvering things atom by atom. It is not an attempt to violate any laws… but 
in practice, it has not been done because we are too big… At the atomic level, we 
have new kind of forces and new kind of possibilities, new kind of effects.

RICHARD FEYNMAN, 1960

Chapter 6
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THREADS

Chapter 6, Nanomechanics, is the fi rst chapter in 
the Mechanical Nanoengineering section of the text. 
We are now ready to defi ne, or attempt to embrace, 
the mechanics of nanomaterials. This chapter is 
about how small size can infl uence the mechanical 
behavior of materials and its impact on the bulk 
properties. There are two chapters in the Mechanical 
Nanoengineering section. In chapters 7 and 8, thin 

fi lms and nanocomposites are discussed. The sec-
tions all provide examples of applications of this 
nanotechology.

Following the mechanical-oriented chapters, 
we embark on the chemical engineering aspects of 
nanotechnology—specifi cally, the domain of the 
catalyst and the composite.

FIG. 6.0
Richard P. Feynman (1918–1988), scientist, physicist, and teacher 
who was a joint recipient of the Nobel Prize in Physics in 
1965. 

Source: http://www.feynmangroup.com/company/whos_feynman.cfm, 2008.

6.0 INTRODUCTION

This chapter is designed to develop an understandable description of what is called 
“nanomechanics,” the mechanical behavior of an object in the nanometer level, 
that is, objects for which at least one dimension is in the nanometer range. Our main 
concern is not to focus on the rigid body dynamics or on the quantum mechanics 
in detail. Instead we will focus on the static deformation of solid objects, both with 
and without external forces in one, two, and three dimensions. Then, we will discuss 
about nanomechanical devices and their applications in the nanotechnology area.

In the fi rst part of this chapter, the main goal is to build the foundations required 
to understand the concept of nanomechanics and provide some examples in order 
to show how the small size scale can impact and vary the bulk properties. In the 
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second part of the chapter, we will describe some aspects of nano-microelectrome-
chanical systems (NEMS/MEMS) and illustrate other nanomechanical devices.

This chapter begins by discussing a very basic mechanical problem, in which two 
atoms of a molecule bond together by their mutual interactions. The motion of 
these atoms is restricted to one dimension. Next we move to three atoms and then 
expand our previous discussion of a two-atom chain to a more general problem.

6.0.1 Two-Atom Chain Mechanics

Let’s consider a molecule consisting of only two atoms. We assume that the atoms 
can only move horizontally towards or away from one another. We presume 
that there is an attractive force between the atoms; due to an electrostatic attrac-
tion, if the atoms have opposite electric charges, to a covalent bonding or due to 
an attraction known as the van der Waals force, generated by induced dipole 
moments in each atom. So, we assume that there is a net force f(r) between 
these two atoms, which is only a function of distance between two atoms, r. If 
the force is attractive, then the atoms will accelerate and combine with each 
other. This does not happen, because when the two atoms get too close to one 
another, the electron clouds of each atom repel one another through their electro-
static repulsion, and are furthermore limited to the law of quantum mechanics 
from occupying the same volume of space. Thus, the attractive force becomes 
repulsive as the atoms approach each other.

It is usually more useful to work with the interaction potential energy f(r) 
rather than force f(r), which is defi ned by the relation

 
≡ −( )

d
f r

dr

f
 (6.1)

The potential energy is also described as the negative of the work done by the 
force for a displacement r − r0 from the point of zero potential energy r0

 

= − = −∫
0

( ) ( ) 
r

r

r W f r drf  (6.2)

which is equivalent to equation (6.1).

6.0.2 Interaction Potentials

One basic characteristic of atoms and molecules is the electric charge, e. Electric 
charge is related to the property of particles to exert forces on each other by means 
of electric fi eld. Pair of particles with electric charges e1 and e2 exert repulsive (at 
e1e2 > 0) or attractive (at e1e2 < 0) forces on one another which are described by

 = − = −∇ =1 2 1 2( , ), 1,2i cF F V r r i  (6.3)

where
r1 and r2 are radii of the particles
Vc(r1, r2) is the electrostatic Coulomb potential

 
= = −1 2

1 2 1 2
0

1
( , ) ,

4c

e e
V r r r r r

rpe
 (6.4)
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where e0 = 8.854188 × 10−12 C/Vm is the permittivity constant in vacuum. The 
Coulomb potential is a long-range interaction and would be noticeable even at 
large separation distances, because the potential decays slowly with distance. 
But as atoms get closer the electrostatic fi eld of the positively charged atomic 
nuclei or ion is neutralized by the negatively charged electron clouds surround-
ing the nuclei, which is called a short-range interaction potential. In general, the 
interaction potential can be based on purely theoretical calculations or 
phenomenological considerations.

Phenomenological interaction potential functions are often a more realistic 
view of atomic interaction than potentials which are derived exclusively from 
theoretical calculations. Phenomenological atomic interactions are in most 
cases based on a simple analytical expression which may or may not be justifi ed 
from theory and contains one or more parameters adjusted to the experimental 
results. There are many interaction potentials developed for a two-atom system, 
pair-wise potentials, of which some are briefl y mentioned in the next section.

Lennard–Jones Potentials. The general form of the Lennard–Jones potential is [1]:

 
= −( ) n m

n m
r

r r

l lf  (6.5)

This potential was developed to treat inert gases, but it is often used to describe 
metals and other materials. The most common form is called Lennard–Jones 
(6-12) potential, where n = 12 and m = 6 and has the following form:

 

⎡ ⎤⎛ ⎞ ⎛ ⎞= −⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

12 6

( ) 4r
r r

s sf e  (6.6)

Due to its simple form, this potential is often used to treat the cross-interaction 
of two different materials, as indicated in Table 6.1. The properties of the noble 
gases are estimated by 10% accuracy. Since this potential is designed for 
noble gases, we cannot expect to gain adequate results from the Lennard–Jones 
potential in metallic systems [2–4].

Buckingham Potentials. The Buckingham potential has both inverse 6th and 
inverse 8th power dependency, which make this potential complicated [5]. A sim-
pler form of this potential which has eliminated the inverse 8th power functional-
ity is called the modifi ed version of the Buckingham potential and has the form:

TABLE 6.1 Lennard–Jones Potential Parameters for 
Different Materials

Symbol Mass (¥ 10−7 kg) e (¥ 10−21 J) s  (¥ 10−10 m)
Ne 33.51 0.5315 2.786
Ar 66.34 1.6539 3.405
Kr 139.16 2.2075 3.639
Xe 218.02 3.0497 3.962
Cu 105.52 65.626 2.338
Ag 179.13 55.276 2.644
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where there are three independent parameters (e, rm, a) with e as the depth of 
the energy minimum and rm as the corresponding value of the distance r between 
two atoms. The steepness of the exponential is measured by a.

This potential is often used to describe the attractive and repulsive forces 
experienced by the pairs of uncharged, nonbonded atoms. Table 6.2 illustrates 
a set of parameters for different materials [6].

Moreover, we can treat the interaction of atoms from different materials by 
the introduction of the mean value procedure:

 

+ += =1 2 1 2
12 12,

2 2
m m

m

r r
r

e ee  (6.8)

Barker Potentials. Barker determined potentials for ground-state krypton–krypton 
and xenon–xenon interactions [7], which are in good agreement with a wide range 
of experimental data including second virial coeffi cients, gas transport properties, 
solid state data, long-range interactions, and measurements of differential 
scattering cross sections.

While the many-body interactions have been neglected, the third-order triple 
dipole three-body interactions have been considered. Therefore, Barker potentials 
can be considered as effective pair potentials

 0 1 2( ) ( ) ( ) ( )r r r r⎡ ⎤= + +⎣ ⎦f e f f f  (6.9)

where
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TABLE 6.2 Modifi ed Buckingham Potential Parameters for 
Different Nonbonded Materials

Symbol Type Mass (¥ 10−7 kg) rm (¥ 10−10 m) e (¥ 10−21 J) a
C sp,sp2 19.925 3.88 0.357 12.5
H Hydrocarbon 1.674 3.00 0.382 12.5
O Carbonyl 26.565 3.48 0.536 12.5
N sp3 23.251 3.64 0.447 12.5
F Flouride 31.545 3.30 0.634 12.5
Cl Chloride 58.064 4.06 1.950 12.5
Br Bromide 131.038 4.36 2.599 12.5
I Iodide 210.709 4.64 3.444 12.5
S Sulfi de 53.087 4.22 1.641 12.5
Si Silane 46.454 4.50 1.137 12.5
P Phosphine 51.464 4.36 1.365 12.5
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Again, e is the depth of the potential at its minimum, where the value of the 
interatomic distance is r = rm. Parameters for krypton and xenon are listed in 
Table 6.3.

In the next fi gure, Figure 6.1, the Barker potential for krypton is compared 
with the corresponding Lennard–Jones and Buckingham potentials. The 
Lennard–Jones potential matches nearly exactly with the Buckingham potential, 
but the Barker potential shows a deeper minimum [8].

In conclusion, of all the pair potentials reviewed in this section, the Barker 
potentials are the most accurate with the broadest range of validity. Especially 
the independence of temperature predestines these functions as model potentials 
within molecular dynamics (MD) calculations for nanosystems. There are many 

TABLE 6.3 Barker Potential Parameters for 
Krypton and Xenon

Parameters Krypton Xenon
e 2.787 3.898
rm 4.0067 4.3623
a 12.5 12.5
A0 0.23526 0.2402
A1 −4.78686 −4.8169
A2 −9.2 −10.9
A3 −8 −25
A4 −30 −50.7
A5 −205.8 −200
C6 1.0632 1.0544
C8 0.1701 0.1660
C10 0.0143 0.0323
d 0.01 0.01
b 12.5 12.5
P −9 59.3
Q 68.67 71.1
g 0 −50
R 0 2.08
S 0 −6.24
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other kinds of pair-wise interaction potentials such as the Morse potential, the 
Schommers potential, and many more potentials that are beyond the scope of 
this section. Among the different many-body potentials, the embedded atom 
potential (EAM) is one of the most used. Now, we briefl y mention the EAM, 
which is usually applied to metallic systems.

Embedded Atom Potential. This multibody potential is specifi cally designed to 
treat metallic systems. One appealing aspect of the EAM potential is its physical 
picture of metallic bonding, where each atom is embedded in a host electron 
gas created by all neighboring atoms [9]. The atom–host interaction is more 
complicated than the simple pair-wise models. This interaction is described in 
terms of an empirical embedding energy function. The embedding energy 
function incorporates some important many-atom effects by providing the 
amount of energy required to insert an atom into the electron gas of a given 
density. The total potential energy, f, includes the embedding energies, G, of all 
the atoms in the system, and an electrostatic Coulomb interaction Vc:

 ≠ >

⎛ ⎞
= +⎜ ⎟⎝ ⎠

∑ ∑ ∑
,

( ) ( )a
i j ij c ij

i i j i j i

G r V rf r  (6.11)

Here, 
a
jr  is the averaged electron density for a host atom j, viewed as a function 

of the distance between this atom and the embedded atom i. Therefore, the host 
electron density is employed as a linear superposition which is assumed to be 
spherically symmetric. More information about the shape of the functions G, r, 
and Vc can be gathered from Clementi and Roetti [10] and Foiles et al. [11]. For 
a comprehensive review of the EAM, readers are referred to Daw et al. [12].

FIG. 6.1
A comparison between the Barker, modifi ed Buckingham, and 
Lennard–Jones potentials for krypton.
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Source: M. Reith, World Scientifi c (2003).
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The Lennard–Jones potential is one of the easiest pair potentials available, which applies to atoms interacting 
through the van der Waals interaction. Therefore, this pair potential gives an excellent description of the 
interactions between inert gas atoms, such as argon, krypton, and xenon. A simple form of Lennard–Jones 
(6-12) potential is assumed:

= − +6 12( )
A B

r
r r

f

with the parameters A determining the strength of the attractive interaction, and B the repulsive interaction. 
The potential energy has a minimum at equilibrium spacing (r = r0), so we have:

=

=
0

0
r r

d

dr

f

∴ − = → =

⎛ ⎞= ⎜ ⎟⎝ ⎠

6
07 13

0 0

1
6

0

2
6 12 0 ( )

2

A B B
r

r r A

B
r

A

The binding energy Eb, the difference between the potential energy minimum and that when the two atoms 
are infi nitely far apart, is given by:
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In argon, the equilibrium spacing is found to be r0 = 0.38 nm, and the binding energy is Eb = 10.4 meV = 
1.7 × 10−21 J [13]. So, we can calculate the constants to be

= =
�

6 6
02 63 A  VbA r E e

and
= = ×

�
12 4 12
0 9.4 10  A  VbB r E e

So the fi nal form of pair-wise potential can be written as

×
= −

4

12 6

9.4 10 63
( ) ( V)r e

r r
f

The binding energy of an argon molecule is less than the thermal energy at ambient temperature, kBT = 26 meV. 
So, solid argon forms only at quite low temperatures, below 100 K. But, the binding energy for the much 
stronger ionic, metallic, and covalent interactions in typical solids is in the range of several tens of electron 
volts, rather than a few meV. Therefore, these types of bonds cannot simply be modeled with Lennard–Jones 
potentials.

EXAMPLE 6.1 Lennard–Jones Potential for Two Argon Atoms in an Ar2 Molecule
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6.0.3 External Forces

We assume that equal and opposite external forces fext are applied to each atom. 
The atoms will move apart until they reach a new equilibrium point. The 
potential energy associated with the external force is given by fext (r) = −fextr. So, 
the total potential energy is then Utot = f(r) + fext(r). For small fext the minimum 
for the total potential Utot(r) will shift to the new equilibrium position; for fext 
that is too large, no minimum occurs and there will be no equilibrium point, 
then the atoms will unbind.

It is often useful to understand how two atoms in a solid will respond to very 
weak forces, such that the atoms only displaced a very small amount from their 
equilibrium. We can use the Lennard–Jones interaction potential to model this 
phenomenon. For a very weak force, the very small shift in the equilibrium allows 
us to expand the interaction potential by using a Taylor series expansion.
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(6.12)

We have used the fact that df/dr(r0) = 0, and we have neglected the higher-order 
terms in the Taylor expansion. So, we are just left with a harmonic potential 
approximation for the interaction which depends on the square of displacement 
u = r − r0 from equilibrium. For the Lennard–Jones potential, the curvature is 
given by equilibrium spacing and binding energy:
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 (6.13)

The approximation works very well for very small displacements from equilibrium, 
but it fails as one moves far from the equilibrium. Furthermore, in the presence 
of a weak external force, the equilibrium point shifts to where dUtot /dr = 0; using 
the expansion (equation 6.12) for interaction potential, this leads to
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or
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r
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Thus, we fi nd that the displacement u from equilibrium for small forces fext is 
linear with respect to an external force. The linear response for small displacement 
u is a generic property of most of the materials.
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6.0.4 Dynamic Motion

In this section, we allow the atoms to move and have a kinetic energy in addi-
tion to their potential energy. We assume that the center of mass for our system 
remains at rest. And we introduce some parameters such as r = r2 − r1 and center 
of mass location:
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M r M r
r

M M
 (6.16)

The positions of atoms can be rearranged in terms of rcm and r as
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(6.17)

If the center of mass is at rest, so dr/dt = 0, then the velocities satisfy

 = −� �1 1 2 2M r M r  (6.18)

So, the kinetic energy can be written as
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(6.19)

Using the reduced mass m = M1M2 /(M1 + M2) and with the momentum p = mr
.
, 

the kinetic energy is K = p2/2m and the Hamiltonian for the system, H = K + U is 
then

 
= +21

( )
2

H p rf
m  

(6.20)

and Hamilton’s equations of motion yield
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r r f r
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fm  (6.21)

If we consider very small displacement, u = r − r0, from the equilibrium spacing, 
then using the Taylor expansion of interaction potential (equation 6.12) reveals

 

= −��
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2
r

d
u u

dr

fm  (6.22)

which is the equation of motion for a simple harmonic oscillator, and has the 
general solution of the form

 = +0 0( ) cos( )u t u tw j  (6.23)
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where the resonance frequency w0 is given by
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 (6.24)

and amplitude u0 and phase j are defi ned by the initial conditions.

6.1 THREE-ATOM CHAIN

Now we add a third atom to the system, and restrict the motion to one dimen-
sion, and also assume that all the atoms are identical, with mass M. Then we 
consider equal and opposite external forces applied at two ends as shown in 
Figure 6.2. The two end atoms 1 and 3 will be displaced symmetrically and the 
middle atom does not move
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with an identical expression for u3.
Moreover, we now briefl y describe the dynamic behavior of this three-atom 

chain as we have done for the two-atom system. Again, we assume that the 
center of mass remains at rest, so

For the Lennard–Jones interaction potential with two argon atoms, and with masses M1 = M2 = 2m = 
6.6 × 10−23 g

∂= = =
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o

0

2
2

2 52 m V/A 0.83 N/m
r

k e
r

f

We know fi nd the natural frequency w0/2p = 0.8  THz. This is low for a mechanical atomic resonance frequency 
and is due to the weak van der Waals forces in the argon molecule. The typical resonance frequency for 
covalently or ionically bonded atoms is on the order of 10  THz [14].

EXAMPLE 6.2
Natural Resonance Frequency of Argon Atoms Calculated by Lennard–Jones 
Potential

FIG. 6.2
Schematic representation of three-atom chain connected with 
springs.

1 2 3

k k

M M M
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 + + =� � �1 2 3 0u u u  (6.26)

The Hamiltonian for the system is defi ned by
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The corresponding equations of motion are
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(6.28)

The solutions where all degrees of freedom have the same harmonic and time 
dependence possess the form
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n nu A e nw  (6.29)

Inserting these solutions to equation (6.28), we fi nd the linear system of equations
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We can rearrange and write the above system of equations in a matrix form, 
where ( )=

1
2

0
k
M

w  is the frequency of the system. So, the system of equations can 
be written as an eigenvalue–eigenvector equation
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This approach for the three-atom chain can be expanded to the n-atom chain in 
a similar way and readers are advised to go to Ref. [14] for a more detailed 
understanding.

6.2 LATTICE MECHANICS

A dynamic solution for the system of particles that comprise a stable lattice 
structure can be described by the Lagrangian formalism, which is briefl y mentioned 
as follows. An arbitrary system of n particles can be described by the Lagrange 
equations of motion [15]

 

⎛ ⎞∂ ∂− = =⎜ ⎟∂ ∂⎝ ⎠�
, 1, 2, ...,j

j j
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dt q q
 (6.32)
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where
s is the number of independent degrees of freedom
Qj are the generalized forces.

In order to write the lattice equation of motion, we require the Lagrangian in 
terms of the particle displacement vectors, un. The kinetic energy of lattice particles 
can be written in a matrix form

 
= ∑ � �1

2
T
n n

n

T u Mu  (6.33)

where M is a diagonal matrix of particle masses written for one unit cell. This 
gives the lattice Lagrangian in the general form of
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T
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n

L u Mu U u  (6.34)

Here, U is the lattice potential energy, and u is a formal notation for all the displace-
ment vectors, un in a given lattice. Substituting equation (6.34) into the Lagrange 
equation of motion (6.32), written for one unit cell with s degrees of freedom
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We obtain the lattice equation of motion
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where ext
nf  is the vector of external forces exerted on the current unit cell n. In 

equation (6.35) un,s and ext
,n sf  are individual components of the vector un and ext

nf , 
respectively. One special form of the lattice equation of motion can be obtained 
within the harmonic approximation, which consists of expanding the potential 
energy in Taylor series about the equilibrium
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and ignoring the second-order and higher terms. The zero-order term can be 
ignored in equation (6.37), since a constant shift of the Lagrangian does not 
alter the equations of motion. Therefore, the harmonic approximation leads to 
the lattice Lagrangian

 
− ′

′

= +∑ ∑� �
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where the superscript T indicates a transposed vector and the equation of motion 
reaches the fi nal matrix form
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Here, K are the lattice stiffness matrices, which represent linear elastic properties 
of the lattice structure. These matrices are composed of the atomic force con-
stants, according to
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For one-, two-, or three-dimensional lattice with nearest unit cell interactions, 
there are up to 3, 9, or 27 nontrivial K-matrices, respectively. The lattice equation 
of motion (6.39) is an ordinary differential equation with a fi nite difference. 
The effective solution of these equations involve transform methods, such as 
Fourier and Laplace transforms, which convert the operation of convolution 
into an ordinary matrix multiplication in the transform domain.

In order to derive the K-matrices, the potential energy of the atomic interactions 
needs to be written for one associate cell only; this gives

 − += − + + − +1 1( ) ( )n n n nU V u u V u ur r  (6.41)

where V is a pair-wise potential such as the Lennard–Jones with defi ned equilib-
rium distance r. According to equation (6.40), the K-matrices yield

 
−

+ −

−∂ −∂ −∂= = = = − = =
∂ ∂ ∂ ∂ ∂

2 2 2

1 0 12
1 1

, 2 ,
n n n n n

U U U
K k K k K k

u u u u u
 (6.42)

Here, the linear force constant k depends on the parameters of the potential

 = ⋅ −
2

2336 2 / (Lennard Jones)k e s  (6.43)

The monatomic chain lattice, Figure 6.3, is the simplest example that can be 
described with previous understandings. We assume that the interaction exists 
only between the nearest lattice atoms; this can be viewed so that the cutoff radius 
of the potential function is close to 1.5 r, where r is the equilibrium distance for 
the potential.

FIG. 6.3
Monatomic chain lattice interacting with its nearest 
neighbors.

n − 1 n n + 1

EXAMPLE 6.3 Monatomic Chain Lattice (Equation of Motion)
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Substituting the K-matrices into the general equation of motion (6.39) yields

 − +− − + =�� ext
1 1( 2 )n n n n nMu k u u u f  (6.44)

6.3 STRESS AND STRAIN

In the fi rst part of this chapter, we have introduced a brief description of solids 
from the atomic point of view and then broadened our knowledge to two-
dimensional objects which can be expanded to three-dimensional objects. 
Classical dynamics assumes that all objects are infi nitely rigid. But, the bonds 
between the atoms that make up the solid are not infi nitely rigid, and many 
thermodynamic properties of insulators are based on the fl exibility of these 
bonds. Therefore, rigid body dynamics is an approximation to the actual 
motion of solids.

Now, we consider a displacement vector u(r) at a given position and then 
add a small ∆r to the previous position; therefore, the new position vector is at 
u(r + ∆r). Then the relative displacement vector is defi ned as ∆u = u(r + ∆r) − u(r). 
We can also expand each component ui of displacement u(r + ∆r) in a vector 
Taylor series about the point r

 =

∂+ ∆ = + ∆ +
∂∑

3

1

( ) ( )  Higher-order termsi
i i j

j j

u
u r r u r r

x
 (6.45)

Dropping the higher-order terms, we can write the relative displacement, ∆u, 
with respect to the initial position in component form as

 =

∂∆ = ∆
∂∑

3

1

i
i j

j j

u
u r

x
 (6.46)

These derivatives can be assembled into a tensor D, where components are given 
by Dij = ¶ui /¶xj

 

⎛ ⎞∂ ∂ ∂
⎜ ⎟∂ ∂ ∂⎜ ⎟

∂ ∂ ∂⎜ ⎟= ⎜ ⎟∂ ∂ ∂⎜ ⎟
⎜ ⎟∂ ∂ ∂
⎜ ⎟∂ ∂ ∂⎝ ⎠

1 1 1

1 2 3

2 2 2

1 2 3

3 3 3

1 2 3

u u u

x x x

u u u
D

x x x

u u u

x x x

 (6.47)

The tensor D is the basis for the defi nition of the strain tensor, which can be split 
into two species: symmetric and antisymmetric

 

= + Ω

= ∇ + ∇

Ω = ∇ − ∇

1
( ( ) )

2
1

( ( ) )
2

T

T

D S

S u u

u u

 (6.48)
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where T here indicates the transpose. The tensor S is the strain tensor, and Ω is the 
rotation tensor. Written out in component form, the strain tensor is

 

∂⎛ ⎞∂= +⎜ ⎟∂ ∂⎝ ⎠
1
2

ji
ij

j i

uu
S

x x
 (6.49)

and in tabular form

 

⎛ ⎞∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞+ +⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎜ ⎟
⎜ ⎟∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞= + +⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎜ ⎟
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1 2 1 3 1
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1 3 2 3 3
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2 2

1 1
2 2

1 1
2 2

u u u u u

x x x x x

u u u u u
S

x x x x x

u u u u u
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 (6.50)

The rotation tensor is

 

∂⎛ ⎞∂Ω = −⎜ ⎟∂ ∂⎝ ⎠
1
2

ji
ij

j i

uu

x x
 (6.51)

and in tabular form
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 (6.52)

The tensor Ω gives the local rotation of volume element at the point r. Note that 
Ω does not represent the body rotation of the solid as a whole. Both S and Ω 
behave as second-order tensors, which under a rotation of the coordinate system 
given by transformation R, the strain tensor S′, in the new coordinate system, have 
components which are given in terms of the old coordinate system

 = =

=′ ∑∑
3 3

1 1
ij im mn nj

m n

S R S R  (6.53)

The displacement vector that gives the strain shown in fi gure is

 = 1(0, , 0)u sx  (6.54)

The strain tensor is then given by
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⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

0 0
2

0 0
2
0 0 0

s

s
S  (6.55)

Thus, the rotation tensor is given by

 

⎛ ⎞−⎜ ⎟
⎜ ⎟
⎜ ⎟Ω = −
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

0 0
2

0 0
2

0 0 0

s

s
 (6.56)

The motion depicted in Figure 6.4 consists of both shear strain and rotation 
tensor. A slight change in displacement vector = − 2 1

1 1
2 2

( , , 0)u sx sx  can make the 
rotation tensor to be zero while the strain tensor remains unchanged. The read-
ers are encouraged to try to sketch what shape the cube would be under this 
displace ment vector.

6.4 LINEAR ELASTICITY RELATIONS

We now focus on linear elastic materials and their responses to any external 
forces. The most general linear elastic relation that relates stress T to strain S is 
defi ned as below

 = =

= ∑∑
3 3

1 1
ij ijkl kl

k l

T Sa  (6.57)

We now consider the case of pure shear strain, where the solid is strained as depicted in Figure 6.4. The two 
plane surfaces perpendicular to x1 are shifted by ∆l along x2.

FIG. 6.4 Schematic representation of pure shear strain applied to a cube.

x2

x3

x1

l

∆l

EXAMPLE 6.4 Pure Shear Strain
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where the elastic moduli aijkl are constants. We assume that the material is 
homo geneous and the elastic moduli are independent of position within the solid. 
There are 34 = 81 distinct components in the elastic moduli tensor. But, due to 
the symmetry of strain and stress tensors, this reduces to 36 components. Using the 
defi nition above, we can rewrite the elasticity relation in a 6 × 6 elasticity matrix

 =

= ∑
6

1
i ij j

j

ct e  (6.58)

The constants cij ej are called the elastic stiffness coeffi cients, which have the 
dimensions of N/m2 in SI units.

6.4.1 Orthotropic and Isotropic Materials

A material that has a mirror symmetry about all three planes, x1 − x2, x2 − x3, and 
x1 − x3, is known as an orthotropic material, and these special types of symmetry 
can reduce the number of independent components of elastic moduli to 12 
distinct constants as shown below:
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c c c

c c c
c

c

c

c

 (6.59)

Moreover, in the case of isotropic materials, three mirror symmetries for inde-
pendent 90° rotations about the axes are added and also an additional 45° rota-
tion about one axis is found, which can reduce the number of independent 
components to two distinct elastic constants
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c c c
c

c

c

c

 (6.60)

where c44 = (c11 − c12)/2, the two elastic constants required to describe isotropic 
materials are traditionally referred to as Lame constants (1798–1870) l and m.

 

=
= = −

12

44 11 12( ) /2

c

c c c

l
m  

(6.61)

6.4.2 Crystalline Materials

Many materials are neither isotropic nor orthotropic, but display more restrictive 
symmetries. Here, we cite the symmetries and the corresponding form of elastic 
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stiffness matrix for a few common semiconductor materials. A more compre-
hensive and detailed discussion can be found in Landolt-Bbornstein [16].

Diamond Structure. Crystals formed from elements in group IV of the periodic 
table typically have diamond structures. The diamond structure consists of two 
interpenetrating face-centered cubic lattices with origins offset by ¼ of the cubic 
diagonal. The form of elastic stiffness coeffi cients is that given for isotropic 
materials (equation 6.60) except that there are three independent coeffi cients. 
The lattice constants, density, and elastic moduli for silicon, germanium, and 
diamond are tabulated in Table 6.4 [16].

Wurtzite Structure. Gallium nitride (GaN), aluminum nitride (AlN), indium 
nitride (InN), and zinc oxide (ZnO) are binary compounds having what is com-
monly called a wurtzite structure. The wurtzite structure is formed from two 
interpenetrating hexagonal close-packed lattices, each lattice fi lled with one type 
of atom. The form for the elastic constants matrix is given by equation (6.62).
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⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
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⎢ ⎥⎣ ⎦

11 12 13
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13 13 33

44

44

11 12

0 0 0

0 0 0

0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0
2

c c c

c c c

c c c
c c

c

c c

 (6.62)

The lattice constants, density, and elastic stiffness for GaN, AlN, InN, and ZnO 
are shown in Table 6.5 [16,17].

TABLE 6.4 Lattice Constants, Density, and Elastic Moduli 
of Diamond Structure Materials

Material a0 (Å) r (g/cm3) c11 (GPa) c12 (GPa) c44 (GPa)
Silicon (Si) 5.4307 2.330 165 64 79.2
Germanium (Ge) 5.6200 5.323 129 48 67.1
Diamond (C) 3.5670 3.515 1040 170 550

TABLE 6.5 Materials Characteristics of Crystals with Wurtzite Structure 

Material a0 (Å) c0 (Å) r (g/cm3) c11 (GPa) c33 (GPa) c44 (GPa) c12 (GPa) c13 (GPa)
GaN 3.189 5.185 6.095 374 379 101 106  70
AlN 3.112 4.982 3.255 345 395 118 125 120
InN 3.540 5.705 6.880 190 182  10 104 121
ZnO 3.249 5.207 5.675 209 218  44.1 120 104
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6.5 MOLECULAR DYNAMICS

Molecular dynamics is a simulation technique in which the time evolution of a 
set of interacting particles is obtained by integrating the equations of motion, 
which are derived from Newton’s equations of motion

 = = −∇ + =�� , 1, 2, ...,i i i i i im r m a U F i n  (6.63)

applied to each atom i in a system containing n atoms. Here, mi is the atomic 
mass, ∇iU the fi rst derivative (gradient) of potential energy, and Fi the force 
acting on atom i due to the interaction with other atoms. In order to solve 
the second-order differential equations of motion (6.63), several algorithms 
have been introduced. Here, we just mention these which are mostly applied in 
nanosystems.

6.5.1 Verlet Algorithms

As a direct solution to the second-order differential equations (6.63), the Verlet 
algorithm, a time-integration method, is widely used to solve the equations of 
motion. This method uses the current position ri and acceleration ai as well as 
the previous position ri−1 of an atom to derive the position ri+1 for the next time 
step in the following manner

 + −= − + ∆ 2
1 12i i i ir r r a t  (6.64)

with

 
= = = ∆ =( )

( ), , , 0,1, 2, ...,i
i i i i

i

F t
r r t a t i t i N

m
 (6.65)

where the interaction forces Fi and acceleration ai have to be calculated for each 
particle according to the following equations

 

= −∇

= − ∇

1

1

( , ..., )

1
( , ..., )

i

i

i r N

i r N
i

F U r r

a U r r
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(6.66)

Since the velocities do not appear directly they can be obtained by applying the 
central difference method

 

+ −−=
∆

1 1

2
i i

i

r r
v

t
 (6.67)

The time step here is denoted by ∆t. Since the atomic vibrations are on the order 
of approximately 100 fs, a time step smaller than that is required, typically of 
2 fs. Several modifi cations have been proposed to improve the numerical preci-
sion of the basic Verlet algorithm [18]. One of these is the so-called half-step 
leap-frog scheme [19]:
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(6.68)

Here the current velocities have to be calculated from the mid-step values

 
− += +1/ 2 1/ 2

1
[ ]

2i i iv v v  (6.69)

Another derivative, the velocity Verlet algorithm [20], works without a mid-step 
at the cost of additional storage for ai
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(6.70)

There are further derivatives [18], but basically all Verlet methods produce the same 
error and generate identical position trajectories. So, there seems to be no need to 
implement a more complicated Verlet algorithm than is given by equation (6.70).

6.5.2 Nordsieck/Gear Predictor–Corrector Methods

Nordsieck [21] and Gear [22] developed an integration technique on the basis of 
Taylor expansions of the positions, velocities, accelerations, and further derivatives
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where

 

∂=
∂

( ) ( )
k

k k
q t r t

t
 (6.72)

Now for the position r(0) and its scaled derivatives r(k) with

 
= = ∆ = ∆ = ∆(0) (1) (2) 2 ( )1 1

, , ,
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k
 (6.73)

a simple Taylor series predictor becomes
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where P is the Pascal triangle matrix with the binomial coeffi cients in its columns
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The predictor does not generate the exact values for the position and its deriva-
tives. But, with help of the predicted position +

∼(0)
1ir  the forces of the time step 

i + 1 can be calculated, and therefore the correct accelerations, ai+1. The compari-
son with the predicted accelerations +

∼(2)
1ir  from equation (6.74) gives a measure 

of the error corresponding to the predictor step:

 

2 (2)
1 1 1

1
2i i ia t r+ + += ∆ − ∼e  (6.76)

Then this error is used to improve the predicted values in a corrector step which 
has this form
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Usually the Nordsieck/Gear algorithm works with i = 3, ...  , 8 values for which the 
corrector vector can be found. If accuracy and long periods are not important for 
the simulations, then the Verlet algorithms have to be preferred. But, for high 
accuracy problems or long-time simulations the 6-value Nordsieck/Gear predictor–
corrector yields better results, though at the cost of decreased step sizes. From 
equation (6.66), it becomes obvious that the problem of modeling a material is 
essentially that of fi nding the potential U, which reproduces the behavior of the 
material under the simulation conditions. Depending on the origin of the 
potential, there are three different MD techniques: empirical, tight-binding, and 
fi rst principles.

The empirical methods employ classical potentials, which can be given by 
different techniques, for example, the dependence of the energy on the nuclei 
position can be extracted from the fi rst principle description. Another choice is 
to fi t the potential to experimental data. The simplest form of the many-body 
potential is in the form of a sum of pairwise terms, with the energy of a pair only 
depending on their relative distance, rij

 ≠

= ∑1

1
( , ..., ) ( )

2N ij
i j

U r r rj  (6.78)

Unfortunately, the types of materials that can be realistically modeled using this 
approach are limited to the noble gases, where electronic bonding is absent and 
atoms are interacting through the weak van der Waals forces.
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The potential for metals and other materials must incorporate the quantum 
mechanical effect of bond weakening, a consequence of the Pauli principle [23]. 
Several schemes were developed based on the analytical form

 ≠

= +∑ ∑1
( ) ( )

2 ij i
i j i

U r nj f  (6.79)

As before, j is a two-body interaction potential part whereas f is a function 
giving the energy of atom as a function of its coordination ni. In general, the 
classical potentials for metals and semiconductors are designed from the start 
with a cutoff radius, which limits the interaction to only the nearest neighbor 
atoms. If an abrupt truncation in the term of a step function is employed, then 
the energy and its derivatives are not continuous functions of atomic coordi-
nates, which can disrupt a minimization process or lead to the unwanted effects 
in a dynamic simulation. In order to resolve this issue, a smoothing function 
can be introduced which tapers the interaction to zero at a given distance. For 
example, the Brenner potential for carbon has incorporated a switch type 
function as described below [24]
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(6.80)

This has the property of leaving the interaction unchanged for distances less 
than the inner cutoff distance, r1 = 0.17 nm, and decreases to zero at the second 
cutoff, r2 = 0.2 nm. Additionally, the fi rst derivative is continuous on the full 
range, which avoids problems in minimization and dynamic simulations.

All methods discussed above assume that the electronic system is in the 
ground state and follows the nuclear motion. This approximation is valid in 
most cases, but there are some physical situations, where this approximation is 
no longer appropriate. For instance, response of matter under intense laser 
pulses or behavior of materials in the plasma state where some of the species are 
in the excited or ionized states cannot be described using basic MD. In these 
cases, more complicated MD has to be considered. However, these physical 
phenomena are beyond the scope of nanomechanics discussed in this chapter.

6.5.3 Molecular Dynamics Applications

In this section, we review applications of the Newtonian equations of motion to 
some typical MD simulations in the fi eld of nanomechanics and nanomaterials.

Inelasticity and Failure of Gold Nanowires. Nanowires are found to have great 
potential as structural reinforcements, as elements in electronic circuitry, and in 
many other applications [25,26]. The examples depicted here are MD simulations 
of the tensile failure of gold nanowires [27]. The wire size was initially 16 nm 
in length with a square cross section of length 2.588 nm. The wire was fi rst relaxed 
to a minimum energy confi guration with free boundaries everywhere, and then 
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thermally equilibrated at a fi xed length to 300 K. Finally, a ramp velo city was 
applied to the nanowire ranging from zero at one end to a maximum value at 
the loading end. So, one end of the nanowire was fi xed while the other end was 
elongated at a constant velocity at each time step corresponding to an applied 
strain rate of 3.82 × 109 s−1.

The gold nanowire depicted in Figure 6.5 resembles the same failure mecha-
nisms as a macroscopic tensile specimen, such as necking and yielding. However, 
one very interesting quality of the gold nanowire is its incredible ductility, which 
is manifested in the elongation of extremely thin nanobridges, as seen in the last 
snapshots in Figure 6.5.

Thermal Stability of Nanosystems. Mechanical stability of nanosystems due to 
temperature change is an example of material properties that can be altered 
extremely when we go from the macroscopic to the microscopic realm. Thermal 
stability and melting temperature of macroscopic systems are well defi ned and 
usually are stable up to the melting point. But in contrast to macroscopic systems, 
the melting point of nanosystems depends on the number of particles and is 
also a function of the shape of the system. For example, the melting temperature 
of macroscopic aluminum (Al) is about 933 K and the structure is stable close to 
the melting point. But, this is not the case for Al systems of nanometer size. 
Reith and Schommers [28] have performed a MD simulation on the basis of the 
Schommers pair potential for an Al nanosystem. The thermal stability of a three-
dimensional object (F-shape) standing on the surface is studied. The structures 
are usually unstable far below the melting point and even dissolve. In Figure 6.6, 
a three-dimensional F-shaped structure consisting of aluminum atoms is shown. 
Figure 6.6a corresponds to the initial confi guration. It corresponds to the crystal line 
structure of aluminum at zero absolute temperature.

FIG. 6.5
Snapshots of the deformation of the 2.588 nm wire at a strain 
rate of 3 × 109 s−1 using the EAM potential. Atoms are colored 
according to their value of potential energy.
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Source: S. M. Foiles, M. L. Baskes, and M. S. Daw, Physical Review B, 33(12), 7893–7991 (1986).
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The time step used in this calculation is 5 × 10−15 s; the particle number n of 
the nanosystem is n = 1660 (without substrate). After 2000 time steps the system 
has reached a temperature of 250 K (Fig. 6.6b), also after 6000 time steps (Fig. 
6.6c) the temperature is 270 K, and the nanosystem remains at this temperature 
for a further step, Figure 6.6d. Though the melting point of Al is 933 K, it can be 
clearly seen from Figure 6.6d that this confi guration is structurally disturbed 
already at 270 K, which is signifi cantly below the melting temperature. 
Furthermore, it is typical for the behavior of nanostructures that a tiny change in 
the initial condition can lead to different fi nal shapes as depicted in Figure 6.7. 
In the case of Figure 6.7a, the temperature reaches 400 K after 104 time steps. 
In Figure 6.7b, the temperature is 500 K after 5000 time steps. So, as we can see 

FIG. 6.6
A MD simulation of a nanosystem with the three-dimensional 
shape resting on a substrate. Both the nanostructure and sub-
strate consist of aluminum.

(a) (b)

(c) (d)

5 nm

Source: M. Reith, W. Schommers, and S. Baskouts, Mod. Phys. Lett. B, 14, 621 (2000).

FIG. 6.7
The effect of initial condition variations on the fi nal shape of the 
nanostructures. (a) The temperature reaches 400 K after 104 time 
steps and (b) the temperature is 500 K after 5000 time steps.

5 nm(a) (b)

Source: M. Reith, W. Schommers, and S. Baskouts, Mod. Phys. Lett. B, 14, 621 (2000).
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from the fi gure, the time steps have an important effect on the fi nal shape of the 
nanosystem. The system in Figure 6.7b is at a higher temperature but still is more 
stable than that in Figure 6.7a because it has a smaller number of time steps.

In conclusion, specifi c material properties of nanosystems may differ essen-
tially from the corresponding properties of macroscopic systems. The thermal 
behavior of nanosystems is a complex function of the particle number, outer 
shape, and many other parameters.

6.5.4 Nanomachines

Nanomachines are defi ned as systems of at least two different materials with 
movable parts. In the macroscopic world, the design of a simple bearing and 
axle is not diffi cult. Both bearing and axle may be made of the same material 
and if the diameters are nearly the same, the axle is still movable due to the pres-
ence of a thin fi lm of lubricant [8]. But, if we consider the same situation at the 
nanometer level, both parts will stick together forever. Furthermore, there are 
still other diffi culties. Due to the atomic structure, smooth and sharp surfaces 
are not possible at the nanometer size.

Rotating parts are of particular focus in connection with nanomachines. The 
fi rst design setup is to create a static structure and then velocity vectors, according 
to revolution speed, which are added to each atom before calculating the MD. 
Figure 6.8 illustrates an example of a nanowheel of krypton. Here, the structure 
disintegrates because the centrifugal forces are too strong [8].

FIG. 6.8
Stability of rotating nanostructures at increasing revolution 
velocity. If the resulting centrifugal forces are too large, the 
structure disintegrates as illustrated in the parts (a) to (e).

(a)

(d) (e)

(b) (c)

Source: M. Reith, World Scientifi c (2003).
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FIG. 6.9 Nanoturbine MD simulations: velocities of (a) 5 × 1010 revolu-
tions per second and (b) 1011 revolutions per second.

(a)

(b)
10 nm

Source: M. Reith, World Scientifi c (2003).

Moreover, a more complicated example of a nanomachine and its integrity is 
depicted in Figure 6.9 [8]. This is a model of a nanoturbine that consists of two 
bearings and an axle standing on a substrate. As you can see from the fi gure, the 
fi t of axle and bearing is rather loose. However, MD studies have shown that 
such a nanoturbine can remain stable up to 5 × 1010 revolutions per second, but 
it ruptures at 1011 revolutions per second [8].

6.5.5 Wear at the Nanometer Level

Within the frame of MD systems, friction in the macroscopic domain is not 
defi ned. At the microscopic MD level, the forces are derived as quantities which 
are dependent on the structural confi guration (particle position) but not on the 
particle velocities. Therefore, a force which is proportional to the velocity cannot 
be introduced at the microscopic level and thus a friction constant in the mac-
roscopic sense is not defi nable as a constant in the microscopic world. At this 
level, wear is described by complex processes. To understand this phenomenon, 
an example is provided here. Figure 6.10 shows a MD model for a spinning 
wheel moving towards a thin fi lm [8]. The wheel rotates at about 1012 revolu-
tions per second and is kept at a constant temperature of 300 K and its diameter 
is approximately 10 nm.

When the wheel approaches the surface and contacts the surface, friction effects 
emerge and, depending on the magnitude of the vertical force, the wheel may be 
destroyed as depicted in the fi gure. Therefore, the friction at the microscopic 
level is a complex process and may not be described by one constant only. The 
wear at the microscale level depends on the specifi c structure of the surface and 
additionally on the shape and motion of the wheel.
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6.6  STRUCTURE AND MECHANICAL 
PROPERTIES OF CARBON NANOTUBES

Carbon nanotubes (CNTs) have been synthesized for a long time from the 
action of a catalyst over the gaseous environment originating from the thermal 
decomposition of hydrocarbons. There are several other techniques such as 
sputtering or evaporation that can be used to produce CNTs, but thermal decom-
position is the most widely used method to synthesize CNTs. The accidental 
discovery of single-wall carbon nanotubes (SWCNTs) by Iijima et al. [29] and 
Bethune et al. [30] at NEC in 1990 made a huge impact on science and technology. 
CNTs consist of honeycomb lattices of carbon rolled into cylinders nanometer 
in diameter and micrometer in length. CNTs have incredible properties.

1/6 the weight of steel; 5 times its Young’s modulus; 100 times its • 
tensile strength; 6 orders of magnitude higher in electrical conductivity 
than copper and can be strained up to 15% without fracture
Metallic or semiconductor depending on its chirality• 
10 times smaller than the smallest silicon tip in a scanning tunneling • 
microscope (STM)

6.6.1 Structure of Carbon Nanotubes

To simplify the understanding of a carbon nanotube’s shape, a perfect graphene 
sheet (single atomic layer made of a hexagonal display of sp2 hybridized carbon 

FIG. 6.10

A MD simulation for friction of spinning wheel moving towards 
the surface of a thin fi lm. Both the fi lm and the wheel consist of 
aluminum atoms. It can be seen that friction effects emerge in the 
form of a complex process when the wheel contacts the surface.

(a) (b)

(c)

(e)

(d)

Spinning wheel

Thin film

10 nm

Source: M. Reith, World Scientifi c (2003).
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atoms) is depicted in Figure 6.11, and is then rolled into three different cylinders 
[31].

Though carbon atoms are involved in aromatic rings, the C == C bond angles 
are no longer planar as they should ideally be. This means that the hybridiza-
tion of carbon atoms is no longer pure sp2 but involves some percentage of the 
sp3 character. This angle change results in a more active surface of the carbon 
nanotube compared to its graphitic sheet. As illustrated in Figure 6.11, there are 
three different ways to roll a graphitic sheet into a SWCNT; some of the resulting 
nanotubes enable symmetry mirrors both parallel and perpendicular to the 
nanotube axis (armchair and zigzag confi gurations). The other way of forming 
CNTs is shown in Figure 6.11 (chiral nanotube), which does not have any 
symmetry mirrors that were mentioned above. The various ways to roll graphene 
into tubes are therefore mathematically defi ned as the vector of helicity Ch and 
the angle of helicity q as defi ned below:

 = +1 2hC na ma  (6.81)

with

 
= + = −1 2

3 3
and

2 2 2 2
a a a a

a x y a x y  (6.82)

where a = 0.246 nm

FIG. 6.11
Schematic representation of graphite sheet and CNTs that are 
formed by rolling.

Arm chair

Chiral

Zig zag
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and

 

+=
+ +2 2

2
cos 

2

n m

n m nm
q  (6.83)

where n and m are integers of the vector of helicity considering the unit vectors 
a1 and a2. For example the zigzag type nanotubes have an angle of helicity of 0° 
(as shown in Figure 6.11), whereas armchair type CNTs have an angle of helicity 
of 30°. It is clear from Figure 6.11 that having the vector of helicity perpendicu-
lar to any of the three overall C==C bond directions will produce the zigzag type 
nanotube (n, 0), while having the vector of helicity parallel to one of the three 
C==C bond directions will provide armchair type structures (n, n). Because of the 
six-fold symmetry of the graphene sheet, the angle of helicity for the chiral (n, m) 
nanotubes is such that 0 < q < 30° [32]. Figure 6.12 indicates two examples 
of what chiral single-wall carbon nanotubes look like, as seen by means of a 
high-resolution STM.

6.6.2 Mechanical Properties of Carbon Nanotubes

Considerable progress has been made in investigating the mechanical properties of 
SWCNTs and multiwall carbon nanotubes (MWCNTs). The theoretical predictions 
and experimental measurements are very promising and motivate further 
studies of future applications for lightweight and high-strength products. CNTs 
are very strong through the three-folded bonding of the curved graphene sheet, 
which is stronger than in diamond due to their differences in C–C bond length 
(0.142 versus 0.154 nm for graphene and diamond, respectively) [32].

The tensile strength of SWCNTs can be 20 times that of steel [33] and has 
actually been measured equal to about 45 GPa [34]. One important application 
of CNTs is in composite materials, which are reinforced by the introduction of 
SWCNTs or MWCNTs. Mechanical properties of CNTs can be measured by atomic 
force microscopy (AFM); the tests involve measurements of deformations under 
controlled forces in lateral [35] or normal [36] directions, and a tensile test can 
be done by incorporating two AFM tips at both ends of CNTs [37]. In order 
to apply continuum mechanics, we need to defi ne the thickness of the nanotube 
or a graphene sheet for the continuum beam approximation.

FIG. 6.12
Image of two neighboring chiral single-wall carbon nanotubes 
as produced by high-resolution tunneling microscopy.

Source: Image courtesy of Prof. Yazdani, University of Illinois at Urbana. With permission.
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Most researchers working in this fi eld use a value of 0.34 nm close to the 
interlayer separation in graphite sheets. One important point in the measure-
ments of elastic properties, such as Young’s modulus and shear modulus, is the 
huge amount of precision that must be done in order to minimize any further 
errors. Even a very small error in the measurement of defl ection enters into 
equations of beam defl ection as d4, which leads to a large uncertainty in the 
results [32]. Several techniques have been employed to measure the mechanical 
properties of nanotubes including bar, beam, and shell models. The bar model 
has been used in the experiment by Lourie and Wagner [38], in which the com-
pressive response was calculated using micro-Raman spectroscopy. The reported 
values for Young’s modulus are 2.3–3.6 TPa for SWCNTs, and 1.7–2.4 TPa for 
MWCNTs. Another test was performed by Yu et al. [33,37] using tensile loading 
of SWCNTs and MWCNTs. The Young’s modulus obtained ranged from 320 to 
1470 GPa for SWCNTs and from 270 to 950 GPa for MWCNTs.

A cantilever beam model was used in an experiment conducted by Wong 
et al. [35] in which individual MWCNTs were bent using an AFM tip. After fi tting 
the measured data points to the analytical solution, a Young’s modulus of 1.28 ± 
0.59 TPa was obtained. In another model simulated by Salvetat et al. [39,40], 
the defl ection of a simple-supported beam was modeled and a Young’s modulus 
of ∼1 TPa for MWCNTs, grown by arc discharge, was reported, whereas CNTs 
grown by the catalytic decomposition of a hydrocarbon gas showed a modulus 
of 1–2 orders of magnitude smaller.

There are numerous experimental measurements [41–45] and theoretical 
calculations [46–54] for mechanical properties of CNTs that due to the limited 
space in this chapter are just mentioned in the reference section. Readers are 
strongly recommended to review these references to get a more comprehensive 
understanding of how the mechanical properties of CNTs are obtained.

6.7  NANOMECHANICAL MEASUREMENT 
TECHNIQUES AND APPLICATIONS

Experimental tools are used to measure the mechanical properties of materials 
at the nanometer level. The most prominent measurement technique that evaluates 
the mechanical properties is scanning probe microscopy, which is a broad term 
for different techniques that can be performed in both contact and noncontact 
modes. Scanning probe microscopes (SPM) are tools that scan a sharp probe 
tip across the specimen and provide nanoscale information about the sample. 
One of the very common SPM and STM was invented by Binnig and Rohrer 
in the 1980s. A sharp tip is positioned very close to the surface of the specimen in 
an STM instrument and the tip is scanned through the sample.

One major drawback of the STM is that it is unable to image nonconducting 
surfaces, since electronic current is involved in the measurements. Another mea-
surement technique, AFM, was proposed by Binnig et al. [55], not long after the 
invention of STM. The probe was allowed to contact the surface directly and 
the resulting probe defl ection can be measured by optical methods to generate an 
image. In this technique, the interaction force between the tip and the sample 
surface is recorded. AFM provides information about the mechanical properties 
of the surface, but not of electronic properties.
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In some AFM instruments, the static mode is used to obtain force–distance 
curves, which then can be analyzed to produce the local, reduced Young’s modu-
lus. In practice, these values are not measured directly and the raw data must be 
calibrated and converted to produce real displacement and force data. Although 
absolute values of mechanical properties are diffi cult to measure, relative 
measurements are still promising. Another diffi culty is that the movement of 
the tip on the sample can occur not only vertically but also along the cantilever 
axis, which limits the validity of applied contact mechanics [32]. Because of 
these limitations, the static AFM method is not widely used especially in the 
case of stiff surfaces. Using acoustic vibrations of the AFM sample surface, we 
can access local elastic and inelastic properties of the specimen.

6.7.1  AFM Measurements: Mechanical Properties of CNTs

Mechanical properties of solids such as elasticity, inelasticity, and plasticity are 
usually measured on a macroscopic scale for materials. But recently new tech-
niques such as AFM and STM have been developed to study these properties on 
the nanoscale region. CNTs are one of the promising nanomaterials that are 
widely used nowadays. Mechanical measurements on CNTs performed with the 
AFM have confi rmed theoretical expectations [51] of their superior mechanical 
properties. As we mentioned previously, there are several ways to measure the 
mechanical properties of CNTs. One method is to bend the CNT by the AFM tip 
and calculate the Young’s modulus from the force–displacement curve. Another 
method, which is a more direct measurement of the elastic properties of CNTs, 
has been performed on MWCNTs [33] and SWCNT ropes [37] under axial strain. 
Two AFM tips were used to hold MWCNTs or SWCNT ropes and then tensile 
strain was applied to them portioned inside the scanning electron microscope 
(SEM). The AFM tips were integrated with different cantilevers, one rigid with a 
spring constant of 20 N/m and the other compliant with a spring constant of 
0.1 N/m, as depicted in Figure 6.13.

FIG. 6.13
Tensile loading of individual MWCNTs. (a) SEM image of a MWCNT attached between 
two AFM tips and (b) higher magnifi cation of image in (a). 

(a) 10 µm 2 µm(b)

Source: M. F. Yu, O. Lourie, M. J. Dyer, K. Moloni, T. F. Kelley, and R. S. Ruoff, Science, 287, 637–640 (2000). With permission.
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The rigid cantilever was driven using a linear piezomotor. On the other end, the 
compliant lever was bent due to the applied tensile force. The force is calculated 
as F = kd where k is the spring constant of the fl exible AFM cantilever and d its 
displacement in the vertical direction. The strain of the nanotube is d L/L, 
which is shown in Figure 6.14. The stress–strain curve was derived from the 
force–displacement data points and then the Young’s modulus was obtained. 
For this setup confi guration, Young’s modulus values ranging from 270 to 
950 GPa were found.

All these measurements for the mechanical properties of CNTs that were 
mentioned in this and previous sections are summarized in Table 6.6.

FIG. 6.14
(a) Schematic representation of two AFM tips straining the 
MWCNTs and (b) Plot of stress versus strain for different indi-
vidual MWCNTs.
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Source: M. F. Yu, O. Lourie, M. J. Dyer, K. Moloni, T. F. Kelley, and R. S. Ruoff, Science, 287, 637–640 
(2000). With permission.

TABLE 6.6 Summary of the Mechanical Properties of CNTs Measured Using SPM Methods

Young’s modulus E  (GPa)
Tensile strength 

s (GPa)
Shear modulus 

G (GPa) Nanotube type Method of testing Ref.
1300 ± 600 — — MWCNTs arc grown Lateral bending [35]
1000 ± 600 — — SWCNTs Normal bending [36]
1000 ± 600 — ∼1 SWCNT ropes Normal bending [40]
1020 30 — SWCNT ropes Tensile loading [37]
870 ± 400 — — MWCNT arc grown Normal bending [36]
270–950 11–63 — MWCNTs arc grown Tensile loading [33]
400 — — SWCNT rope Normal bending [56]
12 ± 6 — — MWCNT catalytic Normal bending [36]
— 45 ± 7 — SWCNT rope Lateral bending [34]
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It should be noted that the absolute values of mechanical properties have 
large uncertainties due to the huge infl uence of the precision of tube diameters 
and lengths used in the experiments.

6.7.2 Nanoindentation

Nanoindentation is defi ned as a tool to measure mechanical properties of 
materials at the nanoscale. This method was fi rst developed in the early 1980s 
evolving from traditional Vicker hardness testing. Nanoindenter tips with various 
shapes are used in this technique to analyze the resistance of materials to an 
external force. A schematic representation of continuous load–displacement 
data is shown in Figure 6.15, which consists of three different regions called 
loading, holding, and unloading regions. Some important quantities that are 
indicated in this fi gure are Pmax (peak load), hmax (maximum displacement), and 
S = dP/dh (the slope of unloading curve at maximum indentation depth).

It is noticeable that S has the dimensions of force per unit length, which is 
known as elastic contact stiffness. The elastic modulus of materials can be derived 
using the following equations:

 

⋅= ( )

2
r

S
E

A

p
b

 (6.84)

where
b is a constant that depends only on the geometry of the indenter
A is the projected contact area

FIG. 6.15
Schematic representation of the nanoindentation load–
displacement curve.
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Er is called the reduced modulus, a parameter that considers the effect of a non-
rigid indenter on the load–displacement behavior. The elastic modulus E of the 
test material is calculated using the following expression:

 

− −= +
2 21 1 1 i

r iE E E

n n
 (6.85)

where
n is the Poisson’s ratio of the test material
Ei and ni are the elastic modulus and Poisson’s ratio of the indenter, respectively.

It may seem inappropriate that we have to know the material’s Poisson’s ratio in 
order to calculate its modulus. But, even a rough number, say n = 0.25 ± 0.1, 
produces only about a 5% error in the calculation of elastic properties of most 
materials. For different types of nanoindenter tips, a specifi c b constant is used 
for calculations. For indenters with square cross sections such as the Vickers 
pyramid, b = 1.012; for triangular cross sections such as the Berkovich and the 
cubic corner indenters, b = 1.034.

An additional mechanical property that is usually obtained from nanoinden-
tation is hardness H as defi ned below:

 
= P

H
A

 (6.86)

where P is the applied load and A is the projected contact area of indentation 
at load P as a function of contact depth. Therefore, we must obtain the elastic 
contact stiffness (S) and projected contact area (A) in order to be able to derive 
the elastic modulus and hardness. There are two distinct methods that measure 
the stiffness and projected contact area, that is, the continuous stiffness mea-
surement (CSM) method and the unloading stiffness measurement (USM) 
method.

In the CSM method, a small oscillating force is applied either to the sample 
or indenter during the indentation period and the contact stiffness value is cal-
culated from the displacement response against the depth of indentation. Once 
the stiffness of contact S is defi ned, the elastic modulus and hardness can be 
obtained using equations (6.84)–(6.86).

In the USM method, there are several ways to calculate the contact stiffness. 
The method of Oliver and Pharr [57] is the most widely used. According to the 
method, data analysis procedure begins by fi tting the load–displacement data 
acquired during unloading to the power–law relation:

 = −( )m
fP B h h  (6.87)

where
P is the applied load to the test surface
h is the resulting penetration
B and m are empirically determined fi tting parameters
hf is the fi nal displacement after complete unloading
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The contact stiffness S is then obtained using

 

−= = − 1
max( )m

f

dP
S Bm h h

dh
 (6.88)

It is worth noting that in nanoindentation the projected contact area is not 
obtained by optical imaging. Rather it is computed as a function of the contact 
depth hc, applying an empirical relationship given by

 
= = + +2

0 1 2( )c c c cA f h C h C h C h  (6.89)

The constants C0, C1, and C2 are determined prior to the experiment by indent-
ing a sample of known properties such as fused silica. The contact depth hc is 
different from the total penetration depth h, and is estimated using

 
= −c

P
h h

S
e  (6.90)

where e is a constant that depends only on the geometry of the indenter. For 
cones, e = 0.72 and for spheres, e = 0.75. There is empirical justifi cation for using 
e = 0.75 for Berkovich and Vickers tips as well.

6.8  NANO-MICROELECTROMECHANICAL 
SYSTEMS (NEMS/MEMS)

MEMS are based on devices that have a characteristic length of 1 mm or less but 
more than 100 nm and consist of electrical and mechanical parts. The similar 
term commonly used in Europe is microsystem technology (MST) and in Japan 
it is called micromachines.

NEMS refer to nanoscopic devices that have a characteristic length of 100 nm 
or less and combine the electrical and mechanical parts. Figure 6.16 compares 
MEMS and NEMS in the size range and their applications. These devices (NEMS/
MEMS) are referred to as intelligent miniaturized systems that consist of sens-
ing, processing, and/or actuating parts and combine mechanical and electrical 
components and operations.

6.8.1 MEMS Fabrication Techniques

In this section, we will discuss various MEMS fabrication techniques that are 
commonly used to fabricate different microdevices such as sensors and actua-
tors. Micromachining is one of the most important steps in fabricating MEMS, 
and is described in more detail in the following sections.

Bulk Micromachining. Bulk micromachining is the oldest MEMS technology 
available, which is currently by far the most successful in manufacturing MEMS 
devices, such as pressure sensors and ink-jet printer heads. The basic concept 
behind micromachining is to remove materials selectively. This can lead to the 
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creation of different micromechanical components such as beams, plates, or 
membranes that are used to fabricate movable parts in MEMS devices.

The use of anisotropic wet etchants to remove silicon is the basic microma-
chining technique used in the semiconductor industry. Backside wet etching is 
used in order to create movable parts, as depicted in Figure 6.17.

One of the basic ways to control the etching process is to remove the etchant 
from the substrate at a specifi ed time or thickness. But this technique is unable to 
produce features that are thinner than 20 µm. Therefore, new etch stop techniques 

FIG. 6.16 Comparison of NEMS and MEMS dimensionality. 

MEMS—Characteristic length less than 1 mm, larger than 100 nm
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Source: A. P. Graham, G. S. Duesberg, R. Seidel, M. Liebau, E. Unger, F. Kreupl, and W. Hoenlein, Diamond and Related Materials, 
13, 1296–1300 (2004); W. G. van der Wiel, S. De Franceschi, J. M. Elzerman, T. Fujisawa, S. Tarucha, and L. P. Kouwenhoven, 
Reviews of Modern Physics, 75, 1–22 (2003); Texas Instruments DLP Products, Plano, TX, http://www.dlp.com. With 
permission.

FIG. 6.17 Wet anisotropic silicon back side etching.

Silicon

KOH

Source: B. Bhushan, Springer handbook of nanotechnology, Springer-Verlag, Berlin, Germany (2004). 
With permission.
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were introduced to have more precise results. Doped regions and electrochemical 
bias are used to slow down or stop the etch process, and hence create more con-
trollable structures. An alternative method to wet etching is dry etching, which 
was developed more recently in order to fabricate high-aspect-ratio structures 
and to design processes for anisotropic dry etching. The most basic dry bulk 
micromachining method is based on the front side undercut of microstructures 
using XeF2 vapor phase etching [61]. This technique has its limitations due to 
the fact that it is an isotropic etching. Another technique that uses both isotropic 
and anisotropic dry etch is single-crystal-reactive etching and metallization 
(SCREAM) [62], which can create structures with suspended components. Most 
of the dry etching techniques are plasma based and have several advantages 
compared to wet etching.

The main advantage of dry etching is the ability to produce smaller under-
cuts and also facilitates the creation of high-aspect-ratio vertical structures. One 
of the most important dry etching techniques is reactive ion etching (RIE), 
which combines both physical and chemical processes. In this method, the sur-
face of the material is activated by the incident ions from the plasma and then 
reactive species react with the material producing faster etching in the vertical 
direction. Another technique, deep reactive ion etching (DRIE), which is based 
on ion etching, was recently introduced. In this method, the passivation and 
etching steps are performed in a two-step cycle sequence. The DRIE technique 
is capable of achieving an aspect ratio of 30:1 and silicon etching rates of 
2–3 µm/min [32].

Surface Micromachining. Another important new fabrication technique that is 
widely used to create movable parts on top of a silicon substrate is surface 
micromachining [63]. This technique is based on the deposition of thin fi lms of 
polysilicon and other structural fi lms on top of a sacrifi cial layer that is subse-
quently removed by etching. This process creates a movable micromechanical 
structure that can be integrated with on-chip electronics to produce MEMS 
devices. One of the major advantages of this technique is that extremely small 
sizes can be obtained.

The basic surface micromachining process is depicted in Figure 6.18 [32]. As 
can be seen from the fi gure, the process starts with depositing a sacrifi cial layer 
on top of the silicon substrate and then the sacrifi cial layer is patterned. 
Furthermore, the structural layer is deposited and then patterned, which would 
be anchored to the substrate through the opening created during the previous 
step. Finally, the sacrifi cial layer is removed by etching and a movable part is 
obtained.

One of the most widely used techniques in industry is called multiuser MEMS 
processes (MUMPs). Figures 6.19–6.26 show the sequential steps that are used 
to make a micromotor [64,65]. A thin fi lm of silicon nitride is deposited on top 
of the silicon substrate and then a blanket layer of polysilicon (poly 0) is deposited 
on top of the silicon nitride layer; the wafer is then coated by UV-sensitive 
photoresist, which is shown in Figure 6.19.

In the next step, the photoresist is patterned using UV light through the mask 
level one. The photoresist in the exposed area is removed and the patterned area 
is left behind, as shown in Figure 6.20.
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The unwanted part of (poly 0) is etched using RIE and, after this step, the 
photoresist layer is totally etched away by putting the structure in a solvent bath 
(Fig. 6.21). This method of patterning the wafers by photoresist and then etch-
ing the remaining photoresist is a commonly used method in MUMPs.

The fi rst sacrifi cial layer is deposited on top of the previous layers and then is 
patterned lithographically using its photo mask. The unwanted oxide layer is 
removed applying RIE and the remaining photoresist is stripped, see Figure 6.22.

FIG. 6.18 Surface micromachining fabrication process.

Sacrificial layer

Silicon

Structural layer

FIG. 6.19 Schematic of micromotor deposition steps, step 1.

Photoresist

Poly 0
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FIG. 6.20 Schematic of micromotor deposition steps, step 2.
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Silicon substrate

Poly 0
Nitride
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FIG. 6.21 Schematic of micromotor deposition steps, step 3.

Poly 0
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Poly 0
etch Poly 0

Nitride

Silicon substrate

FIG. 6.22 Schematic of micromotor deposition steps, step 4.
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First oxide
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FIG. 6.23 Schematic of micromotor deposition steps, step 5.

Silicon substrate
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Poly 1
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FIG. 6.24 Schematic of micromotor deposition steps, step 6.
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Another layer of polysilicon (poly 1) is coated on top of the existing layers 
and then lithographically patterned using its specifi c mask. In the next step, 
another oxide layer (sacrifi cial layer) is deposited on top of the layers as depicted 
in Figure 6.23.

The second oxide layer is patterned twice to obtain a contact through the poly 
1 and also the substrate layers. The wafer is patterned again and the unwanted 
oxide layer is removed using an appropriate etchant, as shown in Figure 6.24.

Next, the last polysilicon layer (poly 2) is deposited on top of the structure 
and is patterned through its photoresist mask and the metal layer is deposited 
on top of poly 2, as shown in Figure 6.25.
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Finally, the structures are released by immersing the chip into 49% HF solu-
tion. The (poly 1) “rotor” can be seen around the fi xed (poly 2) hub, which can 
be moved electrostatically as illustrated in Figure 6.26.

6.8.2 NEMS Fabrication Techniques

Recent developments in nanotechnology have enabled the production of nano-
scale devices such as NEMS and other instruments at the nanometer level. These 
improvements create new possibilities for next-generation communication and 
electromechanical devices. For example, as the dimensions shrink to the nano-
meter level in sensor technology, the sensitivity and accuracy of devices are 
improved.

NEMS are produced by nanomachining in a top-down approach (from large 
to small sizes) and bottom-up approach (from small to large scale) [66–70]. 
The top-down approach is based on fabrication methods that produce nano-
structures (similar to micromachining used in MEMS technology) including 
electron beam lithography and STM writing which removes an atom at a time 
from the surface. The bottom-up approach includes chemical synthesis, thin 
fi lm deposition techniques, molecular beam epitaxy (MBE), and various plasma 
techniques that could be physical or chemical.

As discussed in the previous section, UV and x-rays are two major lithographic 
techniques that are commonly used in MEMS fabrications but UV lithography 
does not provide nanometer resolution, and x-ray masks are diffi cult to make, 
while lithography by x-rays has its own safety problems. Therefore, more 
precise techniques such as e-beam lithography are mostly used in patterning the 

FIG. 6.25 Schematic of micromotor deposition steps, step 7.

Second oxide First oxide

Metal
Poly 2
Poly 1
Nitride

Silicon substrate

FIG. 6.26 Schematic of micromotor deposition steps, fi nal step.
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layers [71]. This method uses an electron beam to expose an electron sensitive 
resist such as polymethylmethacrylate (PMMA) dissolved in trichlorobenzene 
(positive) or polychloromethylstyrene (negative) [72]. The e-beam gun is usually 
a component part in SEM and TEM instruments, but can obtain resolutions of 
only 10 nm. Another interesting technique which is being developed is called 
nano-imprint [73]. This technique uses an e-beam to fabricate hard material 
(mold) to stamp and deform polymeric resist and then these steps are followed 
by a RIE step to transfer the pattern into the substrate, as depicted in Figure 
6.27. This technique is very economical, since a large number of nanostructures 
can be fabricated by a single stamp.

Another useful technique that can be applied in the fabrication of nanostruc-
tures is SPM. Electrons emitted from a biased SPM tip can be used in order to 
expose a resist (the same way as e-beam) [74]. Different instruments such as 
constant current STM, noncontact AFM, and AFM with constant current can be 
used to obtain the lithographic patterns.

6.8.3 NEMS/MEMS Motion Dynamics

In this section, the theory of beams and cantilevers and their motion is briefl y 
described. Here, we assume that the beam is straight, untwisted, and has a con-
stant cross section, as shown in Figure 6.28 [75]. Moreover, the beam thickness 
(d) and width (w) are small compared to its length (l), which reduces the system 
to a one-dimensional problem. Furthermore, the normal stresses in lateral direc-
tions are negligible [76]. So with these assumptions, the only remaining normal 
stress sz can be written as

FIG. 6.27 Schematic illustration of nanoimprint fabrication.

Electron gun

PMMA

PMMA

Metal

Silicon

Rigid stamp (mold)

Source: B. Bhushan, Springer handbook of nanotechnology, Springer-Verlag, Berlin, Germany (2004). 
With permission.
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 =z kxs  (6.91)

where k is constant and x = 0 is in the center of the beam. With no external 
momentum applied, the total bending momentum is defi ned as

 
= = = =∫ ∫ ∫2 2,y z y

A A A

M M x dA k x dA I x dAs  (6.92)

From previous equations, one can see that k = My /Iy and the cross section stress 
is derived as

 

= = y
z z

y

M x
E

I
s e  (6.93)

where E is Young’s modulus. If the defl ection in the x direction is small, the 
second derivative of the defl ection is the inverse of radius of the curvature r:
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Also the strain can be obtained by e = −x/r. Therefore, we obtain the Euler–
Bernoulli beam theory:
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As we know, the total momentum has to be zero and the equation of motion 
becomes

 

∂
∂
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FIG. 6.28 Schematic representation of a cantilever and its cross section.
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With the mass of the beam given by m = rAdz (where r is the density of the 
beam and A is its cross section), the equation of motion becomes

 

∂
∂
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22

2 2
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Md u z t

A
dt z

r  (6.97)

And the fi nal equation of motion can be written as

 
+ =

2 4

2 4

( , ) ( , )
0x x

y

d u z t d u z t
A EI

dt dz
r  (6.98)

This linear fourth-order differential equation can be solved using separation of 
variables [76–78]. Here, we are not interested in the complete solution; instead 
we want to fi nd the natural resonant frequency of the beam. This can be obtained 
by using a Fourier transformation [75]. After solving the Fourier transformation, 
one can obtain the natural resonant frequency as follows:
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EI

l A

bw
r

 (6.99)

Here, bi is constant, which depends on the boundary conditions used to solve 
the differential equation of the cantilever (clamped–free cantilever) or the beam 
(clamped–clamped beam). The moment of inertia of a beam with different 
cross sections can be found in the appropriate tables.

6.8.4 MEMS Devices and Applications

MEMS devices are inherently small and thus can offer such attractive character-
istics as reduced size, weight, and less power dissipation compared to macro-
scopic systems. Moreover, these miniaturized systems can obtain better precision 
and also work at higher speeds than their macroscopic-sized components. In 
this section, we will review some of the devices that are commercially available 
nowadays and demonstrate their applications.

Pressure Sensor. Pressure sensors are commercial devices that are widely used 
in various industrial and biomedical applications. These sensors can be based 
on four different mechanisms such as piezoelectric, piezoresistive, capacitive, 
and resonant sensing [32]. In this section two different types of piezoresistive 
and capacitive pressure sensors are mentioned.

A pressure that is applied to the sensor will deform the silicon band structure, 
thus altering the resistivity of the material. The device consists of a silicon dia-
phragm suspended over a vacuum cavity to form a pressure sensor. An external 
pressure applied to the diaphragm would introduce stress on the sensing resistors, 
resulting in a resistance change based on the external pressure. These resistors 
are temperature dependent and consume direct current (DC), which make them 
less attractive compared to capacitive pressure sensors.

Capacitive pressure sensors are more attractive than piezoresistive pressure 
sensors since they are temperature independent and do not consume any DC power 
and are very stable over time. Moreover, complementary metal oxide semiconductor 
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(CMOS) microelectronic circuits can be easily interfaced with these sensors to 
improve the overall performance of the system. A schematic representation of a 
capacitive pressure sensor is depicted in Figure 6.29.

This device consists of a suspended silicon diaphragm over a vacuum cavity. 
As the pressure is applied to the outer surface of the device, the diaphragm 
defl ects towards the cavity, resulting in an increase in the capacitance value. This 
change in capacitance is monitored with electronic devices, and the sensor 
capacitance values are converted to an output voltage corresponding to the 
diaphragm position. This voltage is used to generate a feedback signal to the top 
electrode to maintain the diaphragm at its nominal position.

Digital Displays. The digital micromirror device (DMD) was introduced by 
Texas Instruments (TI) in 1987. The DMD is an integral part of TIs digital light 
processing (DLP) technology. This DMD technology can achieve higher resolu-
tion and brightness, and produce lightweight projection displays that generate 
images with higher fi delity and stability [79,80]. This technology has various 
applications such as computer projectors, high defi nition television (HDTV), 
and movie projectors (DLP cinema) [80]. A DMD consists of up to 2.07 million 
aluminum micromirrors with a typical area of 16 × 16 µm as illustrated in Figure 6.30. 

FIG. 6.29 Cross section of a capacitive pressure sensor.

Metallication Silicon diaphragm Oxide

Vacuum cavity

Silicon wafer

FIG. 6.30 Two pixels (two micromirrors) of a DMD chip.

Mirror �10�

Mirror +10�

CMOS
substrateLanding tip

Yoke

Hinge

Source: L. J. Hornbeck, MRS Bulletin, 26, 325 (2001). With permission.
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These micromirrors switch forward and backward thousands of times per second 
by electrostatic attraction.

Each micromirror is allowed to rotate by ±10°, corresponding to “on” or 
“off” position due to the electrostatic force. Light is refl ected from any mirror 
that is on and passes through a projection lens and creates an image on a 
screen. The remaining light that is coming from off-mirrors would be refl ected 
away from the projection lens to an absorber. The three DMD chips are used 
for projecting red, green, and blue colors in color displays. The DMD is fabri-
cated using surface micromachining technology. Three layers of aluminum 
thin fi lms are deposited and patterned to form the mirror and its suspension 
structure.

Polymeric material is used as a sacrifi cial layer and is removed by plasma 
etching to produce the suspended micromirror structures. This fabrication pro-
cess is also compatible with CMOS fabrication, which enables the manufacturer 
to achieve a higher yield and lower cost compared to the fabrication of these 
DMD devices without any underlying circuit technology.

6.8.5 NEMS Devices and Applications

NEMS devices are fabricated using either top-down or bottom-up approaches. 
The top-down approach incorporates more precise lithographic techniques, 
such as electron beam lithography, which give better accuracy compared to 
the MEMS lithographic techniques, and the device can be fabricated by 
employing etching and lithography steps on the bulk material. This top-
down approach is widely used to manufacture NEMS devices because it is 
based on existing technology that is used to produce integrated circuits (ICs) 
and MEMS structures. The only signifi cant difference between the nanoscale 
and microscale processing steps is the patterning method used for various 
features. In contrast, the bottom-up approach follows the same path that 
nature constructs objects, by assembling atoms and molecules on top of one 
another.

In this section, the goal is to introduce some of the early developments in the 
fi eld on NEMS devices and their applications. The fi rst generation of NEMS 
devices are based on freestanding nanomechanical beams, oscillators, and 
tethered plates, which are fabricated using bulk and surface nanomachining 
processes [32]. Here, the processing steps of a nanomechanical beam of silicon 
are briefl y described. Carr et al. [81] fabricated a submicron clamped–clamped 
mechanical beam and suspended plates with a nanometer tether. The processing 
steps are shown in Figure 6.31.

In the fi rst step, PMMA is deposited on top of the silicon-on-insulator (SOI) 
substrate, and then the PMMA layer is patterned using electron beam lithogra-
phy. An aluminum fi lm is then deposited and patterned into the silicon etch 
mask. The nanomechanical beam is then patterned by RIE and the underlying 
SiO2 layer is removed by immersing the device in a hydrofl uoric acid solution. 
Applying these processing steps, nanomechanical beams of 7–16 µm in length, 
120–200 nm in width, and 50–200 nm in thickness were successfully fabricated 
[81]. NEMS technology is still in the developmental stages with very limited 
commercial success. Nevertheless, NEMS devices have been used for precision 
measurements [82] and for probing the material’s properties at the nanometer 
level [83,84].
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6.9 SUMMARY

In the fi rst part of the chapter, the foundations of nanomechanics were intro-
duced. A simple two-atom chain of a molecule was briefl y discussed in order to 
derive the interaction potentials associated with a specifi c material and being 
able to calculate the force generated due to this potential. Also this approach 
was expanded to three and n-atom chains to study the static and dynamic behav-
ior of materials at the nanoscale.

MD, a simulation technique, was reviewed and its applications on different 
systems reveal that failure mechanisms of materials at the nanoscale can be differ-
ent from macroscopic failures. The tensile failure of a gold nanowire specimen 
shows an incredible ductility during its elongation, which is manifested in the 
elongation of extremely thin atom chains. Furthermore, the thermal stability of 
a nanosystem was modeled which indicated that these nanosystems are very sen-
sitive to their initial conditions and number of particles used for the simulation.

CNTs exhibit fascinating mechanical properties which, compared to steel, have 
1/6 the weight of steel, 5 times its Young’s modulus, 100 times its tensile strength, 
and can be strained up to 15% without fracture. Nanomechanical measurement 
devices such as the AFM, STM, and nanoindenters can be used to obtain the 
mechanical properties of material experimentally at the nanometer level.

NEMS/MEMS devices and their applications are briefl y mentioned in the last 
section of this chapter. Their different fabrication techniques were introduced and 
some commercial products that are based on this technology were reviewed.
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FIG. 6.31
Cross-sectional schematics of a process to fabricate nanome-
chanical structures using silicon on insulator substrates. 
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Source: B. Bhushan, Springer handbook of nanotechnology, Springer-Verlag, Berlin, Germany 
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Problems
 6.1 Calculate the electrostatic coulomb 

potentials of Li+ ions in vacuum at the 
distances of 10, 5, and 1 nm. Also, explain 
why this potential fails as the particles 
get closer to one another. (Permittivity of 
vacuum, eo = 8.854 × 10−12 C2/(J ⋅ m) and 
e = 1.602 × 10−19 C).

 6.2 Determine the equilibrium spacing and 
binding energy of two Ne atoms using 
the Lennard–Jones (6-12) potential.

 6.3 Plot a graph comparing Barker and 
Lennard–Jones (6-12) potentials for Xe 
atoms. Then, calculate the maximum 
relative error between these two potentials 
for xenon atoms.

 6.4 Calculate the potential energy of an HCl 
molecule using modifi ed Buckingham 
potentials. Assume that the spacing is 
(r = 2rm). Furthermore, evaluate the amount 
of force that exists between these two 
atoms at the above spacing.

 6.5 Defi ne the natural resonance frequency 
of the system depicted in Figure 6.32 
using Lennard–Jones (6-12) potential. 
Assume binding energy of 1.5 × 10−21 J, 
r0 = 0.35 nm, and m = 3 × 10−23 g.

 6.6 Find the eigenvalue (w/w0)2 and eigen-
vector [A1 A2 A3] for the system of three 
argon atoms using the system of equa-
tions (equation 6.31).
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FIG. 6.33
Schematic representation of a pendulum’s dynamic motion in 
the fi eld of gravity.
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FIG. 6.34
Schematic representation of a graphene sheet and its vector of 
helicity.
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FIG. 6.32
Spring model for the Lennard–Jones interaction potential 
between two different masses.
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 6.7 Derive the Lagrangian and equation of 
motion for a pendulum depicted in 
Figure 6.33 using the generalized coor-
dinate qi.

 6.8 Given the displacement vector u = (x1x2, 
x2

3, x1x3)T fi nd the expression for the strain 
tensor S and rotation tensor Ω.

 6.9 Elastic stiffness coeffi cients of an isotro-
pic nanocrystalline nickel are found to 
be c11 = 247 GPa, c12 = 147 GPa [85]. Defi ne 
the Lame constants for this material and 
then calculate its Young’s modulus E, 
and shear modulus G. (Hint: The Young’s 
modulus and shear modulus in terms of 
the Lame constants are given as follows: 

+

+
= (3 2 )E

mm l

ml
 and = 1G

m .)
 6.10 Compare the level of accuracy between 

Verlet algorithms and Nordsieck/Gear 
predictor–corrector methods.

 6.11 Explain the failure mechanism of a 
nanowire shown in Figure 6.5 and then 
contrast its differences from macroscopic 
failure mechanisms.

 6.12 The melting point of bulk aluminum is 
about 933 K. However, as mentioned in 
this chapter, the nanostructured Al can 
melt at about 270 K. Explain why this is 
the case and what other parameters infl u-
ence the melting point of materials at 
nanometer scales.

 6.13 Describe the common diffi culties associ-
ated with constructing nanomachines 
which are absent at the macroscopic level.

 6.14 Compare the wear mechanisms in mac-
roscopic and microscopic domains by 
contrasting their differences.

 6.15 Compute the angle of helicity for the 
zigzag and armchair type nanotubes. Also, 
explain why the angle of helicity ranges 
between 0° and 30° for all chiralities.

 6.16 Defi ne the vector of helicity Ch and the 
angle of helicity q for Figure 6.34.

 6.17 A carbon nanotube’s diameter is defi ned as 
d =|Ch|/p. Prove that the nanotube’s diame-
ter has the form of = + +2 2( / )d a n m nmp , 
where a = 0.246 nm. Then, calculate the 
nanotube diameter for the picture shown 
in problem 6.16.

 6.18 The Lennard–Jones potential energy of a 
carbon–carbon system is given by:

 
⎡ ⎤= −⎢ ⎥⎣ ⎦

6 12 6
06

1
,

2
( ) ( )A

y rr
s sf

s  [86]. Show 

that the equilibrium spacing r0 is defi ned 
as r0 = sy0, and then calculate the binding 
energy of this carbon–carbon system 
assuming that A = 24.3 × 10−79 (J . m6), 
s  = 0.142 nm, and y0 = 2.7.

 6.19 Describe two different SPM methods 
that are used for nanomechanical mea-
surements and indicate their advan-
tages/disadvantages compared to each 
other.

 6.20 A silica sample was tested by a CSM 
nanoindentation instrument and a 
reduced modulus of 71 GPa was 
obtained. Assume that the Berkovich 
diamond tip has a modulus of 1140 GPa, 
and Poisson ratios of the diamond tip 
and silica sample are 0.07 and 0.2, 
respectively. Calculate the modulus of 
this silica specimen applying these data 
points.

 6.21 Explain the main differences between 
wet and dry etching and contrast their 
advantages/disadvantages upon one 
another.

 6.22 Describe the functionality of a capaci-
tive pressure sensor and its advantages 
compared to piezoresistive pressure 
sensors.

48031_C006.indd   29148031_C006.indd   291 10/30/2008   6:22:37 PM10/30/2008   6:22:37 PM



48031_C006.indd   29248031_C006.indd   292 10/30/2008   6:22:40 PM10/30/2008   6:22:40 PM



NANOSTRUCTURE 

AND NANOCOMPOSITE 
THIN FILMS
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 What this tells us is that if you’re building nanostructures, the surface is what’s 
really important.

PAUL EVANS

Chapter 7
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THREADS

Chapter 7 brings on some substance and detail 
about nanostructured and nanocomposite thin 
fi lms. It is the second chapter in the Mechanical 
Nanoengineering division of the text. Following 
chapter 7, we provide applications of these thin 

fi lms and with this chapter, we round out the divi-
sion. In chapter 10, although part of the Chemical 
Nanoengineering division of the text, mechanical 
properties as they apply to nanocomposites are 
reviewed.

7.0 INTRODUCTION

Nanostructured coatings have recently attracted increasing interest because of 
the possibilities of synthesizing materials with unique physical–chemical prop-
erties [1,2]. A number of sophisticated surface-related properties such as optical, 
magnetic, electronic, catalytic, mechanical, chemical, and tribological can be 
obtained by advanced nanostructured coatings [3,4]. There are many types of 
design models for nanostructured coatings, such as three-dimensional nano-
composite coatings [2,5], nanoscale multilayer coatings [6,7], functionally 
graded coatings [1,4], etc. The optimized design of nanostructured coatings 
needs to consider many factors, for example, ion energy and ion fl ux of the 
depositing species, interface volume, crystallite size, single-layer thickness, surface 
and interfacial energy, texture, epitaxial stress and strain, and overall coating 
architecture, all of which depend signifi cantly on materials selection, deposition 
methods, and process parameters [2,8].

In particular, pulsed reactive magnetron deposition techniques have been 
investigated, more recently, since it is possible to conduct reactive sputtering 
without arcing during deposition. Pulsed reactive sputtering can also change 
and control the plasma constituents, increase the ion energy and ion fl ux, and 
control microstructural growth of the thin fi lm through ion bombardment [8]. 
The applications of pulsing in reactive magnetron sputtering opens up consider-
able opportunities for the control of ion energy and ion fl ux to optimize the 
deposition process and tailor the as-deposited coating structure and properties.

The focus of this chapter is to introduce the relationships between processing, 
structure, properties, and functionality of nanostructured coatings using various 
deposition processes, such as unbalanced magnetron sputtering (UBMS), hybrid 
coating system of cathodic arc evaporation (CAE) and magnetron sputtering 
(MS), pulsed closed-fi eld unbalanced magnetron sputtering (P-CFUBMS), and 
high-power pulsed magnetron sputtering, as shown in Figure 7.1.

7.1  CLASSIFICATION OF NANOSTRUCTURED, 
NANOCOMPOSITE TRIBOLOGICAL COATINGS

7.1.1 Nanoscale Multilayer Coatings

Research on using nanoscale multilayers (i.e., “superlattices”) to increase the 
hardness and toughness of coatings has provided signifi cant advancements in 
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FIG. 7.1
Tetrahedron representing the relationship among processing, 
structure, properties, and functionality for nanostructured, 
multifunctional tribological coatings.

Nanostructured, nanocomposite, tribological coatings
Functionality

Structure

– Multilayer
– Nanocomposite
– Functionally
 graded architectures

Properties

– High hardness
– High fracture toughness
– Low friction coefficient
– Wear resistance
– Thermal stability
– Low residual stress

Processing

– Unbalanced magnetron sputtering (UBMS)
– Hybrid coating system (CAE+MS)
– Pulsed closed-field unbalanced magnetron sputtering
 (P-CFUBMS)
– High-power pulsed DC magnetron sputtering (HPPMS)

understanding the advantages of employing this type of coating architecture. 
Early research by Palatnik with multilayers of metals showed that signifi cant 
improvements in strength were achieved when layer thickness was decreased 
below 500 nm [6,9]. In early modeling, Koehler [7] predicted that high shear 
strength coatings could be produced by alternating layers of high and low elastic 
modulus. Key elements of the concept are that very thin layers (≤10 nm) inhibit 
dislocation formation, while differences in elastic modulus between layers 
inhibit dislocation mobility. Lehoczky demonstrated [47] these concepts on 
metallic Al/Cu and Al/Ag multilayers and showed that a Hall–Petch type equa-
tion could be used to relate hardness to 1/(periodicity)1/2, where periodicity is a 
minimum periodic length between layers in the multilayer coating architecture. 
Springer and Catlett [10], and Movchan et al. [11] reported on mechanical 
enhancements in metal/ceramic (e.g., Ti/TiN, Hf/HfN, W/WN, etc.)[12] and 
ceramic/ceramic (e.g., TiN/VN [13], TiN/NbN [14,15], TiN/VxNb1−xN [16,17], 
etc.) laminate structures that followed a Hall–Petch relationship. These pioneering 
works were followed by intensive research in multilayers [18,19], which has 
produced coatings signifi cantly harder than the individual components making 
up the layers. To achieve increased hardness, the layers must have sharp interfaces 
and periodicity in the 5–10 nm range.

The multilayer architectures, as shown in Figure 7.2, exhibiting high hardness 
are frequently called superlattices [20]. The different design architectures have 
been classifi ed and some reports have formalized the multilayer design [4,21]. 
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Multilayer architectures clearly increase coating hardness and have commercial 
applications, especially in the tool industry. However, they can be diffi cult to 
apply with uniform thickness on three-dimensional components and rough 
surfaces. If the layers are not of the correct periodicity, the superlattice effect is 
lost. Another relatively new technology, nanocomposites, offers the same advan-
tages as multilayers (plus other benefi ts) and their properties are not critically 
dependent on thickness or substrate geometry.

7.1.2 Nanocomposite Coatings

Nanostructured composite (i.e., “nanocomposite”) coatings are usually formed 
from ternary or higher-order systems and comprise at least two immiscible 
phases: two nanocrystalline phases and, more commonly, an amorphous phase 
surrounding nanocrystallites of a secondary phase. The most interesting and 
extensively investigated nanocomposite coatings are ternary, quaternary, or even 
more complex systems, with nanocrystalline (nc-) grains of hard transition 
metal nitrides (e.g., TiN, CrN, AlN, BN, ZrN, etc.), carbides (e.g., TiC, VC, WC, 
ZrC, etc.), borides (e.g., TiB2, CrB2, VB2, WB, ZrB2, etc.), oxides (e.g., Al2O3, TiO2, 
SiO2, MgO, TiO2, Y2O3, ZrO2, etc.), or silicides (e.g., TiSi2, CrSi2, ZrSi2, etc.) 
surrounded by amorphous (a-) matrices (e.g., Si3N4, BN, C, etc.). The physical, 
mechanical, and thermal properties of these hard materials are summarized in 
Table 7.1 [22]. The synthesis of such nanocomposite (nc-/a-) coatings critically 
depends on the ability to co-deposit both the nanocrystalline and amorphous 
phases, such as Ti–Si–N (nc-TiN/nc-and a-TiSi2/a-Si3N4) [2], Ti–Al–Si–N 
(nc-TiAlN/a-Si3N4) [5], W–Si–N (nc-W2N/a-Si3N4) [23], Cr–Si–N (nc-CrN/a-Si3N4) 
[24], Ti–B–C–N (nc-TiB2 and TiC/a-BN) [25], TiC/DLC (nc-TiC/a-C) [26], 
WC/DLC (nc-WC/a-C) [27], etc., as schematically presented in Figure 7.3a. A 
variety of hard compounds can be used as the nanocrystalline phases, including 
nitrides, carbides, borides, oxides, and silicides. Veprek [28] suggested that the 

FIG. 7.2
Cross-sectional TEM images and selected area diffraction patterns (SADP) of nanoscale 
multilayer coatings: (a) (Ti, Al)N/SiN, (b) (Ti, Al)N/WN, and (c) CrN/BCN. 

(a) 50 nm 50 nm(Ti, Al)N/SiN (b) (Ti, Al)N/WN (c) CrN/BCN

(220)

(111)
(220) (220)

(200)

(200)
(200)

50 nm 50 nm 50 nm50 nm

Source: K. Yamamotoa, S. Kujimeb, and K. Takahara, Surface and Coatings Technology, 200, 435–439 (2005). With permission.
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nanocrystalline grains must be 3∼10 nm in size and separated by 1∼2 monolayers 
within an amorphous phase as shown in Figure 7.2a. For example, the Ti–B–N 
nanocomposite, which consists of nanocrystalline TiN (∼5 nm in size) in an 
amorphous BN matrix, has been synthesized and observed by Lu [29], as shown 
in Figure 7.3b.

7.1.3 Functionally Graded Coatings

In order to counteract brittle failure and improve fracture toughness, two con-
cepts have been explored. The fi rst involves the use of graded interfaces between 
the coating and substrate and between layers in the coating. For example, a 
WC–TiC–TiN (outside layer) graded coating for cutting tools was reported by 
Fella et al. [30], which showed considerably less wear than single-layer hard 
coatings used in the cutting of steels. This type of coating is functionally and 
chemically graded to achieve better adhesion, oxidation resistance, and mechan-
ical properties. One example of how functionally graded architectures improve 
coating performance is the adhesion of diamond-like carbon (DLC) to steels. 
DLC, and especially hydrogen-free DLC, has a very high hardness and generally 
has a large residual compressive stress. The coatings are relatively inert, and 
adhesion failures of coated steel surfaces were a roadblock to success. This prob-
lem was solved through designing and implementing a graded interface between 
the coating and the substrate. Examples of effective gradient compositions are 
Ti–TiN–TiCN–TiC–DLC for hydrogenated DLC [31] and Ti–TiC–DLC for hydrogen-
free DLC [32]. In the development of the latter composition, the importance of 
a graded elastic modulus through the substrate coating/interface was highlighted 
as shown in Figure 7.4. The gradual build-up in material stiffness from the sub-
strate with E = 220 GPa to the DLC layer with E = 650 GPa avoids sharp interfaces 

FIG. 7.3
(a) Schematic diagram of a nanostructured nanocomposite coating proposed by Veprek 
[28] and (b) HRTEM image and selected area diffraction pattern (SADP) of the nano-
composite Ti–B–N (nc-TiN/a-BN).

Amorphous matrix (a-)
(ceramic, metal, carbon, etc.)

Hard nanocrystalline phases (nc-)
(nitrides, carbides, borides, oxides, silicides, etc.)

3~10 nm

5 nm

1~2 monolayer

nc-TiN

200 220
111

a-BN

(a)
(b)

Source: Y. H. Lu, P. Sit, T. F. Hung, H. Chen, Z. F. Zhou, K. Y. Li, and Y. G. Shen, Journal of Vacuum Science and Technology, B, 23(2), 
449 (2005). With permission.
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that can provide places for crack initiation, good chemical continuity, and load 
support for the hard DLC top-coat. This functionally graded approach can be 
combined with multilayer and nanocomposite architectures to further enhance 
tribological properties.

7.2  BACKGROUND OF NANOSTRUCTURED 
SUPER-HARD COATINGS

Hardness is defi ned as the resistance to plastic deformation. Plastic deformation 
of crystalline materials occurs predominantly by dislocation movement under 
an applied load. Therefore, a higher resistance to dislocation movement of a 
material will generally enhance its hardness. One approach to obtain high resi-
stance to dislocation movement and plastic deformation is to preclude the 
formation of stable dislocations. Super-hard coatings, with a hardness value in 
excess of 40 GPa, have attracted signifi cantly increasing interest during the past 
10–15 years [33]. A concept for super-hard nanocomposite coatings was 
suggested by Veprek [34]. The strength and hardness of engineering materials 
are orders of magnitude smaller than the theoretically predicted values. They are 
determined mainly by the microstructure, which has to be designed in such a 
way as to effi ciently hinder the multiplication and movement of dislocations 
and the growth of microcracks. This can be achieved in various ways known 

FIG. 7.4
Schematic diagram of a functionally gradient Ti–TiCx–DLC coating, where chemistry and 
elastic moduli are transitioned from the metallic substrate to a hard DLC top layer.

Material

DLC at 10−5 Pa

Ti0.10C0.90

Ti0.25C0.75

Ti0.30C0.70

Ti0.50C0.50

Ti0.70C0.30

Ti0.90C0.10

Ti

DLC at 10−1 Pa

70 GPa

25 GPa
27 GPa

29 GPa

20 GPa

14 GPa

6 GPa
4 GPa

43 GPa

650 GPa

Ti: 0 at%
C: 100 at%

Ti: 100 at%
C: 0 at%

Substrate220 GPa11 GPa440 steel

Functionally
graded

290 GPa
350 GPa

370 GPa

290 GPa

230 GPa

150 GPa
140 GPa

450 GPa

400 nm

25 nm
25 nm

100 nm

100 nm

100 nm

50 nm
50 nm

100 nm

Hardness Elastic modulus Thickness

Source: A. A. Voevodin, M. A. Capano, S. J. P. Laube, M. S. Donley, and J. S. Zabinski, Thin Solid Films, 298, 107–115 (1997). 
With permission.
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from metallurgy, such as solution, work, and grain boundary hardening [35,36]. 
In this way, the strength and hardness of a material can be increased by a factor 
of 3–7 times, that is, super-hard materials should form when such an enhancement 
can be achieved starting from a hard material (HV > 20 GPa). Solution and work 
hardening do not operate in small nanocrystals of about <10 nm because solute 
atoms segregate to the grain boundary and there are no dislocations. Therefore, 
we consider the possibilities of extending the grain boundary hardening in poly- 
and microcrystalline materials, described by the Hall–Petch relationship [37,38], 
equation (7.1), down to the range of a few nanometers:

 
= + gb

0C

k

d
s s  (7.1)

where
sC is the critical fracture stress
d is the crystallite size
s0 and kgb are constants

Many different mechanisms and theories describe Hall–Petch strengthening 
[37,38]. Dislocation pileup models and work hardening yield the d−1/2 depen-
dence but different formulas for s0 and kgb, whereas the grain–grain boundary 
composite models also give a more complicated dependence of sC on d. The 
strength of brittle materials, such as glasses and ceramics, is determined by their 
ability to withstand the growth of microcracks. Brittle materials do not undergo 
any plastic deformation up to their fracture. Their strength or hardness is propor-
tional to the elastic modulus. The critical stress, which causes the growth of a 
microcrack of size a0, is given by the general Griffi th criterion (equation 7.2).

 
= ∝crack

0

2 1
 

s
C

E
k

a d

gs
p

 (7.2)

Here E is the Young’s modulus, gs is the surface cohesive energy, and kcrack is a 
constant which depends on the nature and shape of the microcrack and on the 
kind of stress applied [35]. Thus, the d−1/2 dependence of the strength and hard-
ness in a material can also originate from the fact that the size a0, of possible 
fl aws such as voids and microcracks that are formed during the processing of the 
material, also decreases with decreasing grain size. For these reasons, the Hall–
Petch relationship, equation (7.1), should be considered as a semiempirical for-
mula which is valid down to a crystallite size of 20–50 nm (some models predict 
an even higher limit [39,40]). With the crystallite size decreasing below this 
limit, the fraction of the material in the grain boundaries strongly increases 
which leads to a decrease of its strength and hardness due to an increase of 
“grain boundary sliding” [40,41]. A simple phenomenological model (i.e., rule 
of mixtures) describes the softening in terms of an increasing volume fraction of 
the grain boundary material fgb, with the crystallite size decreasing below 
10–6 nm (equation 7.3) [42].

 
= − +gb gb gb gb( ) (1 ) cH f f H f H  (7.3)
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Here fgb ∝ (1/d). Due to the fl aws present, the hardness of the grain boundary 
material Hgb is smaller than that of the crystallites Hc. Thus the average hardness 
of the material decreases with d decreasing below 10 nm. The fi rst report of a 
reverse (or negative) Hall–Petch relationship was by Chokshi et al. [43]. Later on it 
was the subject of many studies, with controversial conclusions regarding the 
critical grain size where a normal Hall–Petch relationship changes to a reverse one 
[39,44]. Various mechanisms of grain boundary creep and sliding were discussed 
and are described by deformation mechanism maps in terms of temperature 
and stress [45,46]. Theories of grain boundary sliding are critically reviewed in 
Ref. [39]. Recent computer simulation studies [41] confi rm that the negative 
Hall–Petch dependence in nanocrystalline metals is due to the grain boundary 
sliding that occurs due to a large number of small sliding events of atomic planes 
at the grain boundaries without thermal activation. Although many details are 
still not understood, there is little doubt that grain boundary sliding is the 
reason for softening in this crystallite size range. Therefore, a further increase of 
the strength and hardness with decreasing crystallite size can be achieved only if 
grain boundary sliding can be blocked by appropriate design of the material. 
This is the basis of the concept for the design of super-hard nanocomposites, 
suggested by Veprek [34].

As mentioned in section 7.1.1, another possible way to strengthen a material 
is based on the formation of nanoscale multilayers consisting of two different 
materials with large differences in elastic moduli, sharp interface, and small 
bilayer thickness (lattice period) of about 10 nm [7]. Because this design of 
nanostructured super-hard materials was suggested and experimentally confi rmed 
before super-hard nanocomposites were developed, we will deal with superlattice 
coatings in section 7.2.1.

7.2.1 Nanoscale Multilayer Coatings

In a theoretical paper published in 1970, Koehler suggested [7] a concept for the 
design of strong solids, which are nowadays called superlattices. Originally he 
suggested depositing epitaxial multilayers of two different metals, A and B, 
having as different elastic constants as possible EA < EB but similar thermal 
expansion and strong bonds. The thickness of the layers should be so small that 
no dislocation source could operate within the layers. If under applied stress a 
dislocation, which would form in the softer layer A, would move towards the 
A/B interface, elastic strain induced in the second layer B with the higher elastic 
modulus would cause a repulsing force that would hinder the dislocation from 
crossing that interface. Thus, the strength of such multilayers would be much 
larger than that expected from the rule of mixture. Koehler’s prediction was 
further developed and experimentally confi rmed by Lehoczky who deposited 
Al/Cu and Al/Ag superlattices and measured their mechanical properties [47]. 
According to the rule of mixtures, the applied stress which causes elastic strain 
is distributed between the layers proportional to their volume fractions and 
elastic moduli. Lehoczky has shown that the tensile stress–strain characteristics 
measured on multilayers consisting of two different metals displayed a much 
higher Young’s modulus and tensile strength than that predicted by the rule of 
mixtures, and both of which increased with decreasing thickness of the double 
layer (lattice period). For layer thicknesses <70 nm, the yield stress of Al/Cu 
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multilayers was 4.2 times larger and the tensile fracture stress was 2.4–3.4 times 
higher than the values given by the rule of mixture [47]. This work was followed 
by the work of a number of researchers who confi rmed the experimental results 
on various metal/metal, metal/ceramic, and ceramic/ceramic multilayer systems 
(see section 7.1.1). In all these cases, an increase in hardness by a factor of 2–4 
was achieved when the lattice period decreased to about 5–10 nm. For a large 
lattice period, where the dislocation multiplication source can still operate, the 
increase of the hardness and the tensile strength (most researchers measured 
the hardness because it is simpler than the measurement of tensile strength 
conducted by Lehoczky) [47] with decreasing layer thickness is due to the 
increase in the critical stress, which is dependent on multiplicate dislocations 
such as a Frank–Read dislocation source (equation 7.4):

 
= ∝ 1

C
pp pp

Gb
l l

s  (7.4)

where
G is the shear modulus
b is the Burgers vector
lpp is the distance between the dislocation pinning sites [35]

Usually one fi nds strengthening dependence similar to the Hall–Petch relation-
ship but with a somewhat different dependence on the layer period (l−n), instead 
of the crystallite size d in equation (7.1), with n = 1/2 for layers with different 
slip systems and n = 1 for layers with similar slip systems [48]. A more recent 
theoretical discussion of the Hall–Petch relationship for superlattices was 
published by Anderson and Li [49]. According to their calculations, strong 
deviations from continuum Hall–Petch behavior occur when the thickness of 
the layers is so small that the pileup contains only one to two dislocations.

In a remark added in the proof, Koehler mentioned that the ideas described 
in his paper would also be valid if one of the layers is amorphous. Recently, 
several papers have appeared in which one of the layers consists of an amor-
phous CNx and a transition metal nitride such as TiN [50] or ZrN [51]. However, 
with decreasing layer thickness the layered structure vanished and a nanocrystal-
line composite (i.e., “nanocomposite”) structure appeared [50,51]. Such fi lms 
also exhibit a high hardness of 40 GPa or more.

7.2.2 Single-Layer Nanocomposite Coatings

Using similar ideas for restricting dislocation formation and mobility as used in 
multilayer approaches to “hardening,” nanocomposite coatings can also be 
super-hard [25,28]. These composites have 3–10 nm crystalline grains embed-
ded in an amorphous matrix and the grains are separated by 1–3 nm. This 
designs an architecture which leads to ultrahard (hardness above 100 GPa) coat-
ings as reported by Veprek and co-authors most recently [2]. The nanocrystalline 
phase may be selected from the nitrides, carbides, borides, and oxides, as shown 
in Table 7.1, while the amorphous phase may also include metals and DLC as 
shown in Figure 7.1a. The initial model proposed by Veprek to explain hardness 
in nanocomposites is that dislocation operation is suppressed in small grains 
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(3–5 nm) and that the narrow space between them (1 or 2 monolayer separa-
tion) induces incoherence strains [34,52]. The incoherence strain is likely 
increased, when grain orientations are close enough to provide interaction 
between matched but slightly misoriented atomic planes.

In the absence of dislocation activity, Griffi th’s equation, as shown in equation 
(7.2), for crack opening was proposed as a simple description of the nanocom-
posite strength. This equation suggests that strength can be increased by increasing 
the elastic modulus and surface energy of the combined phases, and by decreasing 
the crystalline grain sizes. It is noted that elastic modulus is inversely dependent 
on grain sizes that are in the nanometer range due to lattice incoherence strains 
and the high volume of grain boundaries [2]. In practice, grain boundary defects 
always exist, and a 3-nm grain size was found to be close to the minimum limit. 
Below this limit, a reverse Hall–Petch effect has been observed and the strength-
ening effect disappears because grain boundaries and grains become indistin-
guishable and the stability of the nanocrystalline phase is greatly reduced 
[34,43,53].

Nanocomposites with metal matrixes are in a special category for this discus-
sion. They have been demonstrated to increase hardness, but also have good 
potential for increasing toughness. Mechanisms for toughening within these 
systems are discussed in the next section, while mechanisms for hardening 
are discussed here. The composite strength of ceramic/metal nanocomposites 
may be described by the following form of the Griffi th–Orowan model (equa-
tion 7.5) [54] when the dimensions of the metal matrix permit operation of 
dislocations:

 

+
= tip2 ( )

 3
s p

C
a

E r

a d

g g
s

p
 (7.5)

where
γp is the work done during plastic deformation
rtip is the curvature of the crack tip
da is the interatomic distance

It is noted that the crack tip blunting and the work of plastic deformation con-
siderably improve material strength, while the lower elastic moduli of metals 
cause a reduction in strength as compared to ceramics. However, in nanocom-
posites, dislocation operation may be prohibited because the separation of 
grains is very small. For example, the critical distance lpp for a Frank–Read dislo-
cation source is very small. Matrix dimensions in hard nanocomposite coatings 
are from 1 to 3 nm, which is well below the critical size for dislocation source 
operation, even in very soft metal matrixes. Therefore, the mechanical behavior 
of such nanocomposites can be expected to be similar to that of ceramic matrix 
composites.

Composite designs that increase elastic modulus and hardness do not neces-
sarily impart high toughness. First, dislocation mechanisms of deformation are 
prohibited and crack opening is the predominant mechanism for strain relaxation 
when stresses exceed the strength limit. Second, Griffi th’s equation does not 
take into account the energy balance of a moving crack, which consists of the 
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energy required to break bonds and overcome friction losses, potential energy 
released by crack opening, and kinetic energy gained through crack motion [55]. 
From crack energy considerations, a high amount of stored stress dictates a high 
rate of potential energy release in the moving crack. In such conditions, a crack 
can achieve the self-propagating (energetically self-supporting) stage sooner, 
transferring into a macrocrack and causing brittle fracture. However, nanocom-
posites contain a high volume of grain boundaries between crystalline and 
amorphous phases. This type of structure limits initial crack sizes and helps to 
defl ect, split, and blunt growing cracks.

7.3  NEW DIRECTIONS FOR NANOSTRUCTURED 
SUPER-TOUGH COATINGS

While super-hard coatings are very important, quite notably for protection of 
cutting tools, most tribological applications for coatings either require or would 
receive signifi cant benefi t from increased toughness and lower friction. In par-
ticular, high fracture toughness is necessary for applications where high contact 
loads and, hence, signifi cant substrate deformations are encountered [27]. A 
material is generally considered tough if it possesses both high strength and 
high ductility. High hardness (H) is directly related to high elastic modulus (E) 
and high yield strength, but it is very challenging to add a measure of ductility 
to hard coatings. For example, the super-hard coating designs, as stated earlier, 
prevent dislocation activity, essentially eliminating one common mechanism 
for ductility. Therefore, designs that increase ductility must also be considered to 
provide tough tribological coatings. Pharr [56] has suggested that an indication 
of fracture toughness (i.e., H/E ratio) can be obtained by examining the surface 
radial cracks created during indentation, described by equation (7.6):

 

⎛ ⎞ ⎛ ⎞= ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

1/2

1 3/2c

E P
K

H c
a  (7.6)

where
P is the peak indentation load
c is the radial crack length
a1 is an empirical constant related to the indenter geometry

Kc describes the “critical stress intensity” for crack propagation, but it is not an 
intrinsic parameter that can be used to measure fracture toughness directly. 
However, it is inversely proportional to fracture toughness. Thus, fracture tough-
ness of coatings would appear to be improved by both a high hardness and a 
low elastic modulus. In this work, the H/E values were calculated and discussed 
relatively for each coating [57].

7.3.1 Functionally Graded Multilayer Coatings

An effective route for improving toughness in multilayers is the introduction of 
ductile, low elastic modulus alternate layers into the coating structure to relieve 
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stress and allow crack energy dissipation by plastic deformation in the crack tip. 
This approach will result in a decreased coating hardness, but the gain in the 
fracture toughness improvement may be more important in many tribological 
applications, excluding coatings for the cutting tool industry. For example, 
[Ti/TiN]n multilayer coatings on cast iron piston rings relaxed interface stress and 
improved combustion engine performance [58]. Figure 7.5a shows a schematic 
of a multilayer [Ti/DLC]n coating on a graded load support foundation, where 
the ductile Ti layers in the multilayer stack were graded at every DLC interface to 
avoid brittle fracture [4]. A cross-sectional photograph of this coating with 20 
[Ti/DLC] pairs is shown in Figure 7.5b. The ductile Ti layers reduced the com-
posite coating hardness to 20 GPa as compared to a single layer DLC coating, 
which has a hardness of about 60 GPa. However, due to dramatic improvement 
in toughness the multilayer coating design permitted operation during sliding 
friction at contact pressures as high as 2 GPa without fracture failure compared 
to 0.6–0.8 GPa for a single-layer DLC.

In general, the combination of multilayer and functionally graded approaches 
in the design of wear protective coatings produces exceptionally tough wear pro-
tective coatings for engineering applications. One potential drawback slowing the 
widespread use of new coatings was the need for reliable process controls to ensure 
that the correct compositions, structures, and properties are implemented during 
growth. However, modern process instrumentation and control technologies are 
able to meet the challenge and permit successful commercialization [59]. Thus, 
functionally graded and multilayer designs are commonly utilized in the production 
of modern tribological coatings.

FIG. 7.5
A multilayer coating with multiple Ti/DLC pairs on top of a functionally graded layer for 
an optimum combination of cohesive and adhesive toughness: (a) design schematic and 
(b) cross-sectional photograph of the coating produced with 20 Ti/DLC pairs.

Block for multiple repetition
60 nm DLC, 60–70 GPa

10 nm Ti, 7–8 GPa

DLC, 40–70 GPa

Carbide/DLC transition

Load-supporting
ceramic, 15–35 GPa

Adhesive metal layer, 5–10 GPa

Steel substrate

(a) (b)

0.5 µm

Source: A. A. Voevodin, S. D. Walck, and J. S. Zabinski, Wear, 203–204, 516–527 (1997). With permission.
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7.3.2 Functionally Graded Nanocomposite Coatings

An alternative to employing multilayers to toughen coatings is embedding 
grains of a hard, high-yield strength phase into a softer matrix, allowing for 
increased ductility. This approach has been widely explored in macrocompos-
ites made of ceramics and metals which are known as cermets [60]. This 
approach was recently scaled down to the nanometer level in thin fi lms made of 
hard nitrides and softer metal matrixes [28]. A combination of the nanocrystal-
line/amorphous designs with a functionally graded interface, as shown in Figure 
7.6a, provides high cohesive toughness and high interface (adhesive) toughness 
in a single coating. Several examples of tough wear-resistant composite coatings 
have been reported. Two of them combined nanocrystalline carbides with an 
amorphous DLC matrix designated as TiC/DLC and WC/DLC composites. In 
another example, nanocrystalline MoS2 was encapsulated in an Al2O3 amor-
phous matrix as shown in Figure 7.6b. In all cases, the large fraction of the grain 
boundary phase provided ductility by activating grain boundary slip and crack 
termination by nanocrack splitting. This provided a unique combination of 
high hardness and toughness in these coatings. Novel nanocomposite designs 
suggested by Voevodin and Zabinski [61] for tough tribological coatings are very 
promising and provide a very attractive alternative to multilayer architectures. 
One of these novel designs incorporates the chameleon approach in which com-
ponents are added to the coating that provide a low friction coeffi cient under 
extreme environmental conditions such as low and high humidity and low and 
high temperatures [61]. Nanocomposite coatings are more easily implemented, 
since they do not require precise control in the layer thickness and frequent 
cycling of the deposition parameters, as is required for fabrication of multilayer 

FIG. 7.6

(a) Schematic representation of a tough nanocomposite coating design, combining a nano-
crystalline/amorphous structure with a functionally gradient interface and (b) TEM 
image of an Al2O3/MoS2 nanocomposite coating consisting of an amorphous Al2O3 ceramic 
matrix encapsulating 5- to 10-nm inclusions of nanocrystalline MoS2 grains.

Direction of
sliding

(a) (b)

5 nm

Contact
load force

Lubricious
transfer film
(tribo-skin)

Substrate
Hard nanocomposite
coating with solid
lubricant reservoirs

Gradient interface
for load support
and stress relief

Source: A. A. Voevodin and J. S. Zabinski, Composite Science Technology, 65, 741–748 (2005). With permission.
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coatings. They are however relatively recent developments, and suitable scale-up 
of deposition techniques is currently under intense study.

To prevent tribological failures, there are additional requirements related to 
the normal (load) and tangential (friction) forces. In general terms, a tough 
wear-resistant coating must support high loads in sliding or rolling contact without 
failure by wear, cohesive fracture, and loss of adhesion (delamination). A low 
friction coeffi cient reduces friction losses and may increase load capability. 
Tribological coatings where a low friction coeffi cient is also required may be 
obtained by producing nanocomposite coatings with a mix of hard and lubri-
cating phases, in which a hard primary phase (e.g., nitrides, carbides, or borides, 
etc.) provides wear resistance and load-bearing capability and a lubricating 
secondary phase (e.g., a-C, a-Si3N4, a-BN, etc.) reduces the friction between two 
contacting components. Finally, thermal stability is required to optimize coating 
performance and lifetime. The amorphous phases in grain boundaries can act as 
diffusion barriers (e.g., a-Si3N4, a-SiO2, etc.) for improved thermal stability. For 
instance, nc-TiN/a-Si3N4 coatings with an amorphous Si3N4 matrix did not show 
grain growth at temperatures up to 1050°C as well as super-hardness of about 
45 GPa [62]. Moreover, silicon nitride acts as an effi cient barrier against oxygen 
diffusion at the grain boundaries and also by forming an oxidation-resistant 
SiO2 surface layer, thus resulting in excellent thermal stability.

In summary, in addition to high hardness, other aspects such as high tough-
ness, low friction coeffi cient, and high thermal stability are decisive character-
istics of nanostructured coatings for their potential as protective tribological 
coatings.

7.4  PROCESSING TECHNIQUES AND 
PRINCIPLES

Thin-fi lm deposition is a process in which elemental, alloy, or compound thin 
fi lms are deposited onto a bulk substrate. The deposition of the thin fi lm may 
also be coupled with a previous surface treatment modifi cation of the substrate 
in order to provide the required properties of the total coating or thin-fi lm 
system. Thin-fi lm deposition of metallic, insulating, conductive, and dielectric 
materials plays an important role in a large number of manufacturing, produc-
tion, and research applications. There are a wide range of deposition processes 
that can be used to produce nanostructured and nanocomposite coatings, based 
on nitrides, carbides, and oxides, onto different substrate surfaces. The deposi-
tion process can be broadly classifi ed into (i) physical vapor deposition (PVD) 
and (ii) chemical vapor deposition (CVD). These processes are used to deposit 
a broad range of thin-fi lm materials, including semiconductors, superconductors, 
insulators, barrier layers, magnetic, optical fi lms, and tribological and wear-resistant 
coatings, metals, compound, and organics, which play an important role in a large 
number of manufacturing, production, and research applications, such as 
protective coatings, optical coatings, microelectronic and optoelectronic devices, 
and decorative coatings [63]. This section will provide an introduction to the 
various important deposition techniques as well as some of the current day 
applications of the fi lms produced.
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7.4.1 Plasma Defi nition

Many vapor deposition techniques take advantage of conducting the process 
in a plasma medium. Plasma is often referred to as the fourth state of matter. 
Like the other three states of matter (solid, liquid, and gas), plasma has its 
own unique properties. A plasma is a gas containing charged and neutral 
species in varying degrees of excitation, including some or all of the following: 
electrons, positive ions, negative ions, atoms, and molecules. On average a 
plasma is electrically neutral, because any charge imbalance would result in 
electric fi elds that would tend to move the charges in such a way as to eliminate 
the imbalance [64].

To generate a plasma, a specifi c amount of energy needs to be added to sepa-
rate the gas component molecules (gas breakdown) into a collection of ions, 
electrons, neutral atoms, etc., such as by applying an electric fi eld or substantially 
increasing the temperature. Depending on the amount of energy added, the 
resulting plasma can be characterized as thermal or nonthermal (“cold” plasma). 
A nonthermal plasma is one in which the mean electron temperature (energy), 
which usually is of 1–10 eV, is higher than that of the bulk gas molecules. This 
nonequilibrium plasma can be generated at low pressures and is used in sputtering, 
etching, etc. Figure 7.7a shows a typical nonthermal plasma used in MS. On the 
other hand, if the energy is high enough, the ions and electrons are in local 
thermal (thermodynamic) equilibrium (at the same temperature). This equilib-
rium plasma is usually generated at near and above atmospheric pressures and 
is used in thermal plasma processing (spraying, heating, melting, etc.). Figure 7.7b 
shows a typical thermal plasma used in thermal plasma spraying.

To sustain a plasma requires that the rate of ionization must balance the loss 
of ions and electrons from the plasma volume by recombination and diffusion 
or convection to the plasma boundary. An important parameter of a plasma is 
the degree of ionization, which is the fraction of the original neutral species 
which has become ionized. The ionization process will create excited, dissociated, 
and/or ionized reactive species that are involved in the chemical reactions on the 
substrate. There are a number of important ionization mechanisms involved in 
the plasma deposition process. Typical ionization processes and reactions are 

FIG. 7.7
(a) A DC glow discharge used in magnetron sputtering 
(nonthermal plasma) and (b) a thermal spray plasma used in 
a thermal plasma spraying process (thermal plasma) [65].

(a) (b)
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summarized in Table 7.2. All these processes will increase the ionization rates 
and excitation rates in the plasma, and this increase is one reason why inert 
gases like helium and argon are added to process the plasma discharge: they are 
relatively easy to ionize, while argon is also relatively inexpensive.

7.4.2 Chemical Vapor Deposition

The chemical vapor deposition (CVD) process is a popular thin-fi lm deposition 
technology used to produce a wide range of metal, ceramic, and polymers coat-
ings. In CVD, the material being deposited is generated from chemical vapor 
precursor species that are decomposed by reduction or thermal decomposition 
and come into contact with a heated substrate surface, and where they react or 
decompose forming a solid phase on the hot surface [66]. Reduction is nor-
mally accomplished by hydrogen at an elevated temperature, while decomposi-
tion is accomplished by thermal activation. A basic CVD process consists of the 
following steps: (i) diffusion of reactants to the substrate, (ii) adsorption onto 
the surface, (iii) surface chemical reaction(s) leading to deposition of solid, (iv) 
gaseous by-products desorption from the surface, and (v) gaseous by-products 
diffusing into the stream (Fig. 7.8).

TABLE 7.2 Summary of the Main Ionization Processes in a Sputter-Discharged Plasma

Ionization process Reactions Comments
1. Direct ionization e + A → A+ + 2e Ions and additional electrons are created.
2. Penning ionization and excitation e + A → Am + e

+ ++ → + +2 2A B A Bm e

A metastable species Am is created by electronic 
excitation; ions are created when metastable species 
Am collides with species B.

3. Dissociative ionization e + AB → A+ + B + 2e An electron collides with a molecule AB to create ions 
and radicals.

4. Charge excitation A+ + B → A + B+ An ion collides with an atom to transfer the charge, 
where A and B can be the same species.

5. Ion–electron recombination A+ + e → A Ions and electrons combine to form a neutral species.

FIG. 7.8 Schematic diagram of the CVD process.
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and growth
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Figure 7.9 shows a typical confi guration of a hot-wall CVD deposition system. 
In CVD, vapor supersaturation affects the nucleation rate of the fi lm whereas 
substrate temperature infl uences the rate of fi lm growth. These two factors 
together infl uence the extent of epitaxy, grain size, grain shape, and texture. Low 
gas supersaturation and high substrate temperatures promote the growth of 
single-crystal fi lms. High gas supersaturation and low substrate temperatures 
result in the growth of less coherent and possibly amorphous fi lms [67].

CVD encompasses a wide range of reactor and process types. The choice of 
process/reactor type is determined by the application via the requirements for 
substrate material, coating material and morphology, fi lm thickness and uni-
formity, availability of precursors, and cost [66]. Several main CVD reactors that 
are widely being used are introduced here, and the reader should refer to other 
references [68–70] for detailed information on other systems.

There are a number of CVD processes that include (i) atmospheric pressure 
CVD (APCVD), (ii) low-pressure CVD (LPCVD), (iii) plasma-enhanced or 
-assisted CVD (PECVD or PACVD), and (iv) metal–organic CVD (MOCVD). 
Atmospheric pressure CVD (APCVD) operates at atmospheric pressure. APCVD 
has a very high deposition rate and is the simplest in design. The main disadvan-
tages of APCVD are the low purity, poor uniformity of the deposited fi lms and 
poor step (shape) coverage. In the mid-1970s, it was realized that LPCVD pro-
cessing operating at medium vacuum (e.g., 1–10 mTorr) could have signifi cant 
advantage over APCVD systems. By reducing the pressure, it was found that the 
diffusion coeffi cient was suffi ciently enhanced and that deposition became surface 
controlled. With the hot-wall system, as shown in Figure 7.9, the deposition 
temperature could be maintained very uniformly, thereby achieving excellent 
fi lm uniformity [69]. LPCVD processing produces fi lms with excellent purity, 
uniformity, and good step (shape) coverage, but with lower deposition rates and 
higher operation temperatures than APCVD reactors. During CVD vapor deposi-
tion, many materials have very low vapor pressures and thus are diffi cult to 
transport via gases. For example, the availability of suitable precursors for high-Z 
(atomic number) elements was limited in the growth of ferroelectric thin fi lms 
due to the fact that the vapor pressure of most high-Z element precursors is too 
low (e.g., below 1 mTorr at RT) to deliver a suffi cient amount of material to the 
deposition chamber. Consequently, a large-area uniform fi lm would be diffi cult 
to achieve due to the depletion of the precursors. One solution is to chemically 
attach the metal (Ga, Al, Cu, etc.) to an organic compound that has a very high 
vapor pressure. The CVD process that uses metal–organic source gases is called 

FIG. 7.9 Schematic drawing of a hot-wall CVD reactor.
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MOCVD [71,72]. For instance, MOCVD may use tantalum ethoxide (Ta(OC2H5)5), 
to create tantalum pentoxide (Ta2O5), or tetradimethylamino titanium (TDMAT) 
to create titanium nitride (TiN). The organic–metal bond is very weak and can 
be broken via thermal means on wafer substrates, thereby depositing the metal 
while the high vapor pressure organic is pumped away.

CVD is not a “line of sight” process and offers some distinct advantages such 
as uniform deposition over complex geometries (“conformal” deposition) and 
large areas, good conformal step coverage, and relatively easy control of stoichio-
metry of deposited fi lms. However, CVD suffers from limitations in growth of 
thin fi lms [73,74]. CVD processing is generally accompanied by volatile reaction 
by-products and unused precursor species. In addition special safety precautions 
must be taken to insure a minimum of the organic by-products are released into 
the atmosphere. For example, in MOCVD, as the human body absorbs organic 
compounds relatively easily, the metal organics are easily absorbed by humans. 
Once in the body, the weak metal–organic bond is easily broken, thus poisoning 
the body with heavy metals that often cannot be easily removed by normal 
bodily functions. Another limitation of APCVD and LPCVD processing is the 
high deposition temperature. In general, the typical substrate temperature is in 
the range of 800–1200°C; therefore, the substrates used are limited to a narrow 
range, such as cemented carbides to minimize the risk of dimensional and micro-
structural change. The high operation temperature also limits the variety of the 
materials that can be produced without changing the fi lm properties; for exam-
ple, a deposition temperature less than 400°C is needed for the deposition of 
certain silicon thin fi lms used in microelectronic applications.

With respect to overcoming the high process temperature limitations, several 
modifi cations of the conventional CVD process have been developed. In recent 
years, the use of a plasma to dissociate and ionize the gaseous precursors and 
deposit the coatings can be carried out at much lower temperatures than in con-
ventional CVD. This process is called plasma-enhanced (or -assisted) chemical 
vapor deposition (PECVD) and provides considerable potential to be utilized in 
the deposition of semiconductive coatings [75–77]. PECVD reactors also operate 
under low pressure, but do not depend completely on thermal energy to acceler-
ate the reaction processes. They transfer energy to the reactant gases by using a 
“glow discharge.” The glow discharge used by a PECVD reactor is generally created 
by applying a radio frequency (RF) fi eld to a low-pressure gas, creating free elec-
trons within the discharge region. The electrons are suffi ciently energized by the 
electric fi eld that gas phase dissociation and ionization of the reactant gases 
occur when the free electrons collide with the gas species. Energetic species are 
then adsorbed on the fi lm surface, where they are subjected to ion and electron 
bombardment, rearrangements, reactions with other species, new bond forma-
tion, and fi lm formation and growth. The typical deposition temperature in 
PECVD can be reduced below 500°C. The relatively low deposition temperature 
makes PECVD suitable for a wide range of substrates including tool steel and 
hot work tool steel and Si wafers used in microelectronics so that the deposition 
temperature is below the tempering temperature of tool steels, therefore maintain-
ing the required microstructure and properties of the substrate and minimizing 
distortion of the substrate [78].

CVD is capable of producing a wide range of coating materials, including 
typical nitrides, carbides, and oxides, such as TiN [79,80], TiCN [81], titanium 
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carbide (TiC) [82,83], DLC [84–86] TiB2 [87], and Al2O3 [88]. CVD/PECVD has 
also been used in a multitude of semiconductor wafer fabrication processes, 
including the production of amorphous and polycrystalline thin fi lms, for 
example, amorphous silicon for solar cell [89,90], polycrystalline silicon for 
gate contact [91], deposition of SiO2 [92] and silicon nitride [93], and growing 
single-crystal epitaxial layers [94,95]. It has also been used to produce thick 
oxides used for isolation between metal interconnects, doped oxides for global 
planarization, and dielectrics for isolation and capacitors.

7.4.3 Physical Vapor Deposition

Compared to the CVD process, PVD can be carried out at lower deposition tem-
peratures and without corrosive products. The substrate deposition temperature 
in the PVD process is in the range of 150–550°C thereby greatly bordering the 
substrate selection range. Almost all kinds of tool steel, for example, hot working 
tool steel and high speed steel, can be used as substrates in the PVD process, and 
no heat treatment is required after coating deposition due to the low process 
temperature. A range of desired compositional coatings can be readily produced 
by PVD that exhibit fi ne grain size, dense structure, and improved wear proper-
ties. In the PVD process, the coating material is vaporized or sputtered in a 
chamber to produce a fl ux of atoms or molecules which condenses on the sub-
strate to be coated. Chemical compounds can be deposited using a composite 
target or by introducing a reactive gas (nitrogen, oxygen, or simple hydro-
carbons) containing the desired reactants, which dissociate and ionize in the 
plasma to form reactive species (e.g., N, O, C) that react with metal atoms 
sputtered from the PVD source or target [68]. In this section, variations of PVD 
processes including cathode arc evaporation (CAE), electron beam evaporation, 
plasma sputtering, ion beam sputtering (IBS), pulsed laser deposition (PLD), 
and thermal plasma processing will be introduced. Some important develop-
ments in plasma sputter deposition including the UBMS, pulsed magnetron 
sputter deposition, and high-power pulse magnetron sputtering are emphasized 
later for their important role in enhancing the chemical and/or structural 
nature of the deposited films. Each of these systems and techniques will be 
described in this section, as well as some of the current applications of the 
fi lms produced.

Electron Beam Evaporation. Electron beam evaporation falls in the catalog of 
general evaporation, in which a block of the source material to be deposited is 
transformed into vapor form by means of high-energy electron beam bombard-
ment, and then it is allowed to condense on the substrate [96]. The electron 
beam evaporation process typically involves the following steps: (1) Generation 
of an electron beam by an electron gun, which uses thermal or plasma emission 
of electrons produced by an incandescent fi lament cathode, (2) emitted electrons 
are accelerated towards an anode, which usually is the crucible itself holding the 
evaporation material, by a electric fi eld (kilovolts), (3) beside the electric fi eld, 
a magnetic fi eld is used to bend the electron trajectory and move (scan) the 
electron beam across the treated surface allowing the electron gun to be positioned 
below the evaporation line, (4) vaporization of the material to the volatile state 
in the form of vapors, and (5) deposition of the vaporized material onto the 
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substrate. A diagram of the electron beam evaporation equipment is shown in 
Figure 7.10.

Electron beam evaporation offers several advantages over competing processes. 
By adjusting the value of the accelerating voltage and the combination of differ-
ent electric fi elds, the electron beam can be localized or unfocused, accelerated 
or retarded, and pulsed [97], thus it is possible to obtain localized heating on 
the material being evaporated with a range of high densities of evaporation 
power (several kilowatts). This ability to vary the evaporation power allows pre-
cise control of the evaporation rates, from as low as one nanometer per minute to 
as high as a few micrometers per minute. This technique is an extremely versa-
tile means of depositing uniform high-purity thin fi lms. The materials used for 
evaporation are available in near limitless shapes and forms, for example, the 
pellets, slugs, and disks. In addition, elevated temperatures in excess of 3500°C 
can be used allowing the production of thin-fi lm coatings from pure metals, 
including materials with high melting point, such as refractory metals W, Ta, C, 
etc., as well as numerous alloys and compounds. Cooling the crucible avoids 
contamination problems from heating and degasifi cation. Electron beam evap-
oration also offers excellent material utilization to other methods, co-deposition 
and sequential deposition systems, precise fi lm composition, structural and 
morphological control, uniform low temperature deposition, and freedom from 
contamination.

However, electron beam evaporation is a “line-of-sight” deposition process, 
necessitating a two- or three-axis rotation of the components to be coated—and 

FIG. 7.10 A diagram of the electron beam evaporation equipment.
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thus special rotational rigs have to be designed within the deposition cham-
ber. The two-axis translational and rotational motion of the shaft helps for coating 
the outer surface of complex geometries, but this process cannot be used to 
coat the inner surface of complex geometries. Another potential problem is 
that fi lament degradation in the electron gun results in a nonuniform evapo-
ration rate.

Since the introduction of electron beam evaporation in the 1950s, thin-fi lm 
applications requiring electron beam evaporation are continually increasing. 
Due to its widespread material availability, very high deposition rate, effi cient 
material utilization, and unmatched fi lm purity and uniformity, electron beam 
evaporation is employed in the production of wear resistant and thermal bar-
rier coatings (TBC) in aerospace, hard coatings for cutting tools, corrosion 
resistant coatings, optical fi lms for coating lenses and mirrors, infrared dete-
ctors, costume jewelry and fi lters with anti-refl ection, and insulating and resis-
tor fi lms on electronic components for nanotechnology and semiconductor 
industries [98–102].

Cathodic Arc Evaporation (CAE). For more than a decade, CAE has been widely 
used to deposit various kinds of refractory and wear-resistant coatings such as 
Ti–Al–N [103] and its variants [104] for cutting tools, and CrN [105] coatings for 
automotive applications. CAE deposition is another evaporation-like process in 
which a very high current (hundreds of amperes) direct current arc is struck on 
a metallic cathode surface, where the arc interacts with the cathode surface 
vaporizing the cathode materials with a high-power density at the contact point 
[106]. Due to a high-power density on the arc electrodes, the CAE process is 
characterized by a combination of a high deposition rate and a high degree of 
ionization (≥90%) of evaporated species with high ion energies (20–150 eV), 
which makes this process a versatile deposition technology for producing well 
adherent and dense metal and compound fi lms. Due to the nature of the high-
current vacuum arc discharge, however, only target materials with good electro-
conductivity can be used as evaporation sources. Also materials with a too high 
or low melting point or poor mechanical strength cannot be used.

The main disadvantage of the cathodic arc deposition is the production of 
microdroplets (macroparticles) due to the high power density on the cathode. 
These macroparticles will also become embedded in the fi lms with a typical size 
from 0.2 µm to several micrometers. These macroparticles are undesirable since 
they will degrade the uniformity of the fi lm surface and consequently functions 
of the fi lm, especially for thin fi lms used for microelectronics and electro-
optics.

The macroparticle emission from the cathode spot can be, to a certain extent, 
reduced by [107] (i) decreasing the arc current, (ii) decreasing the cathode 
surface temperature, (iii) using a pure cathode material without gas, and (iv) 
contamination of the cathode surface by a reaction product with a higher melting 
point. The macroparticle can also be greatly reduced or removed from the arc 
plasma by several approaches during plasma transport to the substrate, of which 
the magnetic fi lter has been the most successful. There are many designs for 
macroparticle fi lters and the most popular design is based on the work by 
Aksenov et al. in the 1970s [108]. They used a curved magnetic fi lter with a positive 
bias of approximately 20 V applied between the fi lter and anode. The magnetic 
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fi lter can prevent line-of-sight of the macroparticles and guide the vacuum arc plasma 
by the curved magnetic fi eld to the substrate. A typical cathodic vacuum arc system 
equipped with a magnetic solenoid fi lter is shown in Figure 7.11 [109].

Pulsed Laser Deposition (PLD). Since Dijkkamp and Venkatesan [110] success-
fully deposited a high-temperature superconductive YBa2Cu3O7 fi lm using PLD 
in 1987, PLD has gained great attention in the past two decades for its ease 
of use and success in depositing materials of complex stoichiometry that are 
normally diffi cult to deposit by other methods, especially multielement oxides.

PLD uses short and high-power laser pulses (typically ∼108 W ⋅ cm−2) to evap-
orate and ablate material from the surface of a solid target in an ultrahigh 
vacuum chamber. The primary ablation mechanisms involve many complex 
physical phenomena such as collisional, thermal, and electronic excitation, and 
exfoliation and hydrodynamics [111]. The ablated species expand into the sur-
rounding vacuum in the form of a plume containing many energetic species 
including atoms, molecules, electrons, ions, clusters, particulates, and molten 
globules, before depositing on the typically hot substrate. Then, the ablated 
material is deposited through the plasma plume onto the heated substrate sur-
face with nucleation and growth of a thin fi lm. A diagram of the PLD equipment 
is shown in Figure 7.12.

The PLD can occur in the presence of a wide variety of gases, which makes it 
an extremely versatile technique for preparing a wide range of ceramic oxides, 
nitrides, metallic multilayers, and various superlattice thin fi lms [112]. Unlike 
thermal evaporation, which produces a vapor composition dependent on the 
vapor pressures of elements of the target material, the PLD generates entire/
congruent evaporation of the target irrespective of the evaporating point of the 
constituent elements or compounds of the target that is facilitated by an extremely 

FIG. 7.11
A diagram of the cathodic arc system equipped with a magnetic 
solenoid fi lter.
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200(7), 2243–2248 (2005). With permission.
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high heating rate of the target surface (108 K ⋅ s−1). Materials are dissociated from 
the target surface and ablated out with the same stoichiometry as the target. 
Therefore, it is generally easier to obtain complex fi lm stoichiometry for multi-
element materials using PLD than with other deposition technologies. The con-
ceptually simple design and the versatility of PLD make it highly cost-effective, 
in that complex multilayer fi lms are relatively straightforward to be produced 
within a single system by moving various targets into and out of the laser beam 
focal point. In addition, by using mirrors to change the beam path, several 
deposition systems can be clustered around a single laser [111]. In the PLD process, 
due to the short laser pulsed duration (∼10 ns) and hence the small temporal 
spread (<10 ms) of the ablated materials, the deposition rate can be extremely 
fast (∼10 mm ⋅ s−1). Consequently a layer-by-layer nucleation is favored and 
ultrathin and smooth fi lms can be produced.

In spite of the mentioned advantages of PLD, some disadvantages have been 
identifi ed in use of this deposition technique. One of the major problems is the 
splashing or the particulate (macroparticles) deposition on the fi lm. The physi-
cal mechanisms leading to splashing include surface boiling, expulsion of the 
liquid layer by shock wave recoil pressure, and exfoliation. The size of parti-
culates may be as large as a few microns. Such particulates will greatly affect the 
growth of the subsequent layers as well as the electrical properties of the fi lm 
and therefore should be eliminated. The spot size of the laser and the plasma 
temperature has signifi cant effects on the deposited fi lm uniformity. The target-
to-substrate distance is another parameter that governs the angular spread of the 
ablated materials.

Another problem is the narrow angular distribution of the ablated species, 
which is generated by the adiabatic expansion of the laser-produced plasma 
plume and the pitting of the target surface. These features limit the use of PLD 
in producing a large-area uniform thin fi lm such that PLD has not been fully 
deployed in industry. Recently, remedial measures such as inserting a shadow 

FIG. 7.12 A diagram of the PLD equipment.
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mask to block off the particulates and rotating both target and substrate in order 
to produce a larger uniform fi lm have been developed to minimize some of the 
PLD problems.

Applications of the PLD technique range from the production of high-
temperature superconducting fi lms, for example, YBa2Cu3O7−x, NdBa2Cu3O7, 
ferroelectric BaTiO3 and other perovskite thin fi lms [113–116], certain magnetic 
materials, for example, yttrium iron garnet (YIG) [117,118] and ferromagnetic 
shape-memory (FSM) alloy Ni–Mn–Ga [119], biocompatible coatings for medi-
cal applications, for example, protein [120], pepsin [121], to TBC for turbine 
blades. In spite of this widespread usage, the fundamental processes occurring 
during the transfer of material from target to substrate are not fully understood 
and consequently need further research.

Thermal Plasma Processing of Thin Films. Thermal plasma processing is iden-
tifi ed as utilizing high-temperature plasma to deposit metallic and nonmetallic 
materials in a molten or semimolten state on a substrate [122–124]. Thermal 
plasma processing may also be referred to as injection plasma processing (IPP), 
in which different types of processes were developed, such as thermal plasma 
CVD, plasma fl ash evaporation, and plasma spray [125]. The plasma spray process 
is a well-established commercial process that can be operated in normal atmo-
spheric conditions and is referred to as atmospheric plasma spray (APS), or in a 
vacuum chamber (VPS), or with a protective gas at low pressure (LPPS). However, 
the basic processing principles are similar in that fi rstly a high-temperature plasma 
is initiated from a plasma gas (Ar, N2, H2, or He) by applying a high voltage 
between a cathode and anode (as shown in Fig. 7.13a), and material in the 
form of powder is injected into the high-temperature plasma fl ame, where it is 
rapidly heated, melted, and accelerated to a high velocity. The hot material 
impacts on the substrate surface and rapidly cools forming a coating. A photo 
showing a thermal plasma spray process at work is presented in Fig. 7.13b. 
Similar to the thermal spray process, plasma fl ash evaporation also uses the raw 

FIG. 7.13
(a) Schematic diagram of a solution precursor thermal plasma 
spray process [126] and (b) a photo showing a thermal plasma 
process at work [127]. 
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powder material as the reactant. However, the powder particle size needs to be 
fi ne enough (<10 µm) in an effort to achieve evaporation, instead of only melting 
the reactant powders.

Plasma spraying has the advantage that it can spray very high-melting point 
materials such as refractory metals like tungsten, and ceramic, for example, zirconia, 
which are not suitable for combustion processes. Plasma-sprayed coatings are 
generally much denser, stronger, and cleaner than the other thermal spray pro-
cesses. Plasma spray coatings probably account for the widest range of thermal 
spray coatings and applications and thus making this process the most versatile. 
Due to the high deposition rate, typical coating thickness ranges between 50 µm 
to a few millimeters.

However, thermally plasma-sprayed coatings normally contain inhomogene-
ities such as inter-splat porosity, unmelted particles, and micro-cracks, as shown 
in Figure 7.14a [123]. The presence of interconnected porosity is of prime concern 
as it limits the effectiveness of the barrier provided by the coating. Another dis-
advantage of thermal spray is that it is hard to coat complex shaped substrates 
since it is a line-of-sight process. Postspray polishing is usually needed to obtain 
the desired surface fi nish on the surface. LPPS coating can provide coatings with 
improved microstructure and decreased porosity (Fig. 7.14b). The individual 
Al2O3 splats are in the LPPS Al2O3 coating shown in transmission electron 
microscope (TEM) (Fig. 7.14b). The splats are seen to have a nanocrystalline 
Al2O3 phase embedded in an ordered amorphous Al2O3 phase.

Recently, another new development in thermal plasma processing, plasma 
chemical vapor deposition (PCVD) process, has been developed. Unlike the 
previous two-spray process, the reactants fed into the high-energy-density 
plasma are gaseous and liquid precursors in the process of PCVD [128–131]. 
With the high temperatures, the precursor material that is injected into the 
plasma is rapidly vaporized and dissociated and accelerated towards the substrate. 
The thermal plasma in most thermal plasma processes is initiated by a high voltage 
DC discharge due to its high energy density, high velocity, and ease of use. 
However, the steep temperature and velocity gradients occurring in the plasma 
generally result in nonuniformity in terms of heating, trajectory, and reactions 

FIG. 7.14

(a) Cross-section of a CrC75–NiCr25 coating obtained by high-
velocity oxy-fuel (HOVF) thermal sprayed coating [123] and 
(b) TEM micrograph of LPPS Al2O3. Note the nanocrystalline 
Al2O3 embedded in the amorphous Al2O3 in each splat.
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in addition to the high heat fl ux to the substrate, which leads to diffi culties in 
controlling the substrate temperature. In recent years, the use of RF and hybrid 
plasmas has developed rapidly since they offer better control of the plasma to 
minimize trajectory and reaction variations [125].

Thermal plasma processing is considered to be one of the prime candidates 
for producing high-temperature thermal barrier coatings for aircraft engines, 
industrial gas turbine blades, and antiwear and anticorrosion coatings for high-
temperature applications due to its relatively low cost, high deposition rate, and 
high durability [132]. In recent years, thermal plasma processing has been 
reportedly used to synthesize carbon nanotube and nano-necklaces at relatively 
low operation temperatures as shown in Figure 7.15 [124].

Sputter Deposition. The PVD deposition techniques discussed so far are based 
fundamentally on thermally evaporating materials at elevated (above melting 
point) temperatures. Another important PVD deposition mechanism is sputter-
ing. Sputter deposition is the deposition of atoms that are vaporized from a 
solid target or source by bombarding the surface with energetic ions [133]. Since 
Grove fi rst observed sputtering in a DC gas discharge tube in 1852, sputtering 
has been widely used for surface cleaning and etching, thin-fi lm deposition, 
surface and surface layer analysis, sputter ion sources, and for the modifi cation 
of the properties of thin fi lms (implantation) depending on the ion energy 
range (1 eV to 10,000 keV) involved in the deposition [134]. The incident 
particles are usually inert gas ions, but any ion, neutral atom, molecule, or even 
a photon can be used if the energy is suffi cient [135].

As schematically portrayed in Figure 7.16, in sputter deposition, the impact 
of the energetic particles on the target surface kinetically knocks one or more of 
the surface or near-surface atoms off their equilibrium sites. These atoms, 
which have received considerable kinetic energy from the initial particles, move 
deeper into the target material and undergo further collisions. This process 
continues until eventually causing the ejection of atoms (sputtering) from the 
target surface [136].

FIG. 7.15
Scanning electron micrograph (SEM) of carbon nanotubes 
embedded in carbon black materials, as synthesized by the 
thermal plasma technique.
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Source: H. Okuno, E. Grivei, F. Fabry, T. M. Gruenberger, J. Gonzalez-Aguilar, A. Palnichenko, L. Fulcheri, 
N. Probst, and J.-C. Charlier, Carbon, 42(12–13), 2543–2549 (2004). With permission.
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The interaction of energetic ions with surfaces will also create a variety of 
interactions besides sputtering, such as generation of secondary electrons, neu-
trals, photons, x-rays, and implantation of atoms into the substrate (Fig. 7.16). 
These interactions play an important role in the fi eld of surface science, such as 
the ionization of atomic particles at/near surfaces, the modifi cation of surfaces, 
and surface analysis. For example, the emission of secondary electrons is essen-
tial for maintaining the discharged plasma. Optical emission from a glow dis-
charge during sputtering can be used for process control and chemical analysis 
in the optical emission spectrometer (OES) [183].

The use of energetic ions in fi lm deposition has numerous advantages in that 
controlled ion bombardment can lead to signifi cant micro/nanostructural modi-
fi cations and properties. Ion-assisted deposition of materials can produce coat-
ings with superior properties since the ion assistance provides incident atoms 
with additional energy. A typical kinetic energy of sputter deposition is 1–10 eV, 
which is orders of magnitude above that of typical evaporated particles. This 
added energy can modify the nucleation process, improve fi lm adhesion, increase 
fi lm density, change the fi lm texture, trigger phase changes, infl uence fi lm stress, 
and change fi lm microstructure. All these factors can be utilized to produce coat-
ings with improved corrosion resistance, hardness, and optical, physical, and wear 
properties.

Sputter Deposition I: Ion Beam Sputtering (IBS). Sputter deposition is typically 
practiced in either a plasma (Fig. 7.17a) or an ion beam (Fig. 7.17b) confi guration. 
In plasma systems (Fig. 7.17a), a cathode is used which is bombarded by ions 
from the plasma. If the energy and pressure conditions are appropriate, the 
cathode (target) material is then sputtered off and can deposit on nearby 
surfaces. In IBS (Fig. 7.17b), a beam of ions is generated using a remote source. 
This ion beam is then directed onto the target, and atoms are sputtered from the 
target onto a nearby sample [106].

FIG. 7.16 A schematic representation of the physical sputtering process.
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During the IBS process, the high-intensity Kaufman ion source is routinely 
used to generate a high-energy ion beam. The element, alloy, or compound 
targets are sputtered by the ion beam in a prescribed direction controlled by a 
magnetic or electrical fi led. The sputtered atoms are deposited on a heated or 
biased substrate to form the thin fi lm. The growing fi lm may also be irradiated 
with ions from a second ion source, as indicated in Figure 7.17b. This technique 
is termed dual ion beam sputtering and has been used extensively both to modify 
the fi lm structure and to synthesize compounds. The second ion source may 
operate with inert or reactive ions with energies ranging from 20 eV to 10 keV.

The IBS process can also be operated in the plasma sputter mode. After a pure 
ion beam has been extracted from an ion source, electrons may be added to the 
ion beam to form a plasma beam (equal number of positive ions and electrons) 
which will not diverge and not cause a charge build-up on the target surface. In 
the Kaufman source these electrons are normally generated from a hot fi lament 
(“neutralizer fi lament”), such as tungsten, that easily generates electrons due to 
thermal emission. The beam is volumetrically neutral due to the addition of the 
electrons. Plasma beams have the advantage that the electrons can easily be 
defl ected (steered) by a magnetic or electrostatic fi eld and the ions will generally 
follow. They can be operated in vacuum and at a high pumping speed. Therefore 
contamination can easily be controlled. Also the fl ux and energy of the bom-
barding particles can easily be monitored and controlled, and insulating surfaces 
can be sputtered.

The IBS technique offers several advantages. The process of ion beam sputter 
deposition produces sputtered atoms with high average energy, for example, 
3–10 eV (compared to 0.1 eV or so in thermal evaporation). Films made from 
these atoms show improved properties and adhesion when compared to con-
ventional deposition techniques such as thermal evaporation. Sputter deposition 
of compound and alloy fi lms is feasible since stoichiometry is normally preserved 

FIG. 7.17
Schematic drawing of (a) conventional plasma sputtering and (b) dual ion beam sputtering 
system.
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in the growing fi lm. During the IBS process, the source materials are directly 
sputtered onto the substrate and the ion beams can be directionally controlled, 
the fi lms can be deposited with extremely high accuracy and repeatability.

The advantage of the IBS system against a conventional sputtering system lies 
in the fact that target and substrate can be separated from the plasma compared 
with the conventional glow discharge sputtering system where substrates are 
directly exposed to the plasma. This makes the fi lm free from thermal effects and 
radiation damage by the plasma, resulting in low substrate temperatures [137]. 
Therefore, IBS deposition can be used in depositing some high-performance 
transparent conductive oxide (TCO) fi lms such as indium–tin oxide (ITO) and 
ZnO, which are widely used as electrodes for fl at panel displays, solar cells, 
and electroluminescence (EL) devices [138,139], and narrow-gap semicon-
ductors for thermoelectric power devices, for example, Mg2Si [137]. The ion 
bombardment energy, in these latter examples, must be kept low (e.g., <30 eV) 
to avoid the generation of point (e.g., vacancies, interstitials) and line defects 
(e.g., dislocations, stacking faults) that will impair the electronic properties of 
these fi lms.

The IBS technique can also be used as one of the surface modifi cation tech-
niques to reduce surface roughness of materials by selectively detaching atoms 
and nanoparticles from the surface with the bombarding energetic ions from 
1–10 to a few tens of kiloelectron volts onto the fi lm surfaces. This technique 
can be applied to a surface that needs to have submicrometer surface roughness. 
Ion beam machining is used for ultraprecision machining of high-melting point 
and hard, brittle materials where machining depth needs to be precisely con-
trolled. For ultraprecision machining of a large region in IBS processes, a high 
current density ion beam and a large-area ion source with a uniform beam 
extraction unit are necessary [140]. However, the small ion beam size (∼100 mm 
diameter) in the IBS limits the substrate size for the fi lm deposition. Therefore, 
the equipment required is somewhat more expensive when measured in terms 
of rate and coated area per unit cost.

Sputter Deposition II: Balanced and Unbalanced Magnetron Sputtering. More 
frequently, the sputter deposition is practiced in a plasma confi guration (Fig. 
7.17a). The simplest system still in use today is the diode sputtering deposition, 
which consists of the target and anode facing each other. In many cases, the 
anode is the chamber wall which is grounded, and the cathode is then biased 
negatively. With the appropriate gas density and an adequate electric fi eld 
between the anode and cathode, a plasma can be formed by gas breakdown into 
ions within the chamber. Even though planar diode sputtering deposition is still 
used today due to its simplicity and the relative ease of fabrication of targets for 
a wide range of materials, it has several disadvantages. In diode sputtering, not all 
of the electrons escaping the target contribute to the ionized plasma glow area, 
thereby resulting in a low deposition rate. The wasted electrons are accelerated 
away from the target causing radiation and other problems, for example, the 
heating of the substrate.

Sputtering fi rst achieved widespread use in research and industrial applica-
tion with the introduction of magnetic assistance [141]. The use of magnetic 
fi elds to enhance the sputtering rate led to the term “magnetron sputtering.” A MS 
source addresses the electron problem by placing magnets behind, and 
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sometimes, at the sides of the targets. These magnets capture the escaping elec-
trons and confi ne them to the immediate vicinity of the target (Fig. 7.18a). The 
ion current (density of ionized atoms hitting the target) is increased by an order 
of magnitude over conventional diode sputtering systems, resulting in faster 
deposition rates at lower pressure. The lower pressure in the chamber also helps 
create a cleaner fi lm and a lower target temperature, enhancing the deposition 
of high-quality fi lms. Additional modifi cations to physical sputter deposition 
have been made to enhance the chemical and/or structural nature of the 
deposited fi lms.

As mentioned above, the magnetic fi eld behind the MS targets is designed to 
trap the electrons, and hence, the plasma in the vicinity of the substrate. In tra-
ditional planar-balanced magnetron sputtering, the north and south magnets 
behind the targets are balanced (i.e., equal strength) (Fig. 7.18a) [142]. One of 
the disadvantages of the balanced magnetron source is that the plasma is effec-
tively trapped near the surface of the sputtering target resulting in lower plasma 
density over large coating volumes (Fig. 7.18b). Normally, ion current density 
(ICD) at the target (cathode) (the current drawn per unit area of a negatively 
biased substrate) in conventional balanced magnetron sputtering is less than 
1 mA ⋅ cm−2 [142]. The problem was partially solved by adding auxiliary ioniza-
tion sources or using RF. The other disadvantage is the poor deposition rate 
compared to thermal evaporation methods.

In recent years many researchers have tried to overcome the disadvantages of 
MS and increase the plasma density. These developments include the unbalanced 
magnetron, closed-fi eld confi guration of magnetrons, pulsed magnetron sputter 
deposition, and high-power pulsed DC magnetron sputtering (HPPMS).

FIG. 7.18

A comparison of the magnetic confi guration and plasma con-
fi nement in (a) balanced magnetron sputtering, (b) a DC glow 
discharge generated in balanced magnetron sputtering, (c) UBMS, 
and (d) a DC glow discharge generated in UBMS.
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The invention of the unbalanced magnetron by Windows and Savvides in 
1986 offered a better solution to enhance the plasma density [143,144]. An 
unbalanced magnetron uses stronger magnets on the outside than the center 
resulting in the expansion of the magnetron fi eld lines, electrons, and plasma 
away from the surface of the target towards the substrate (Fig. 7.18c). The effect 
of the unbalanced magnetic fi eld is to trap fast-moving secondary electrons that 
escape from the target surface. These electrons undergo ionizing collisions with 
neutral gas atoms at locations away from the target surface and produce a greater 
number of ions and further electrons in the region of the substrate, thereby 
considerably increasing the plasma density and substrate ion bombardment 
(Fig. 7.18d). The ICD in UBMS is increased to 2–10 mA ⋅ cm−2 [142].

Sputter Deposition III: Closed-Field Unbalanced Magnetron Sputtering (CFUBMS). 
In the late 1980s an important improvement in MS was developed—termed the 
closed-fi eld unbalanced magnetron sputtering. The purpose of CFUBMS is to 
enhance ionization and increase the ICD in MS as proposed by Sproul et al. 
[145,146] and Tominaga [147]. The ICD can be further increased to 5–20 mA ⋅ cm−2 
compared to the UBMS (2–10 mA ⋅ cm−2). [142].

A comparison of a mirrored and a closed-fi eld magnetron confi guration 
[145] is shown in Figure 7.19. The major feature in the CFUBMS system was the 
idea of using unbalanced magnetrons in an arrangement whereby neighboring 
magnetrons are of opposite magnetic polarity. Using this arrangement, the 
deposition zone in which the substrates are located is surrounded by linking 
magnetic fi eld lines (Fig. 7.19a). This traps the plasma region, prevents loss of 
ionizing electrons escaping to the chamber walls resulting in much higher 
plasma density (ICDs) (Fig. 7.19b), and dense, hard, well-adhered coatings by 
enhanced chemical reaction at the substrate. On the other hand, the magnetic 
fi eld lines are not closed in the mirrored confi guration (Fig. 7.19c), thereby 
resulting in a poor plasma density (Fig. 7.19d).

Closed-fi eld systems can be confi gured using any even number of magne-
trons. The use of multiple magnetrons in conjunction with a two-axis or three-
axis substrate rotation system allows for the uniform deposition of large and 
complex shaped components in the closed-fi eld plasma. A diagram showing a 
four magnetron closed-fi eld unbalanced magnetron sputtering system confi gu-
ration is presented in Figure 7.20.

Sputter Deposition IV: Pulsed Magnetron Sputtering. Ceramic and compound fi lms 
of various components can be reactively deposited using multiple magnetrons 
in MS. Reactive sputtering can be used to deposit most thin fi lms with desired 
composition as a controlled monolithic or compositionally graded structure by 
control of the power density on multiple targets and partial pressure of the reac-
tive gas [148–150]. Various nitride, carbide, and oxide ceramic coatings such as 
TiN [151], CrN [152], TiC [153], TiAlN [154], CrAlN [155], Al2O3 [156] etc., can 
be deposited using reactive sputtering from metal targets (titanium, chromium, 
aluminum, etc.) in a reactive gas atmosphere, for example, N2/Ar, CH3/Ar or O2/Ar 
gas mixture. When a negative bias is applied to the substrate, ions from the 
secondary plasma are accelerated towards the substrate and enhance the fi lm 
growth at the substrate.
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However, for deposition of insulating fi lms, the insulating fi lm builds up on 
the surface of the chamber and/or anode. When the insulating layer on the anode 
becomes thick, the sputtering discharge becomes unstable. This phenomenon is 
called “disappearing anode.” The target can also charge up quickly due to a 
nonconductive layer formed on the target at which point the target is said to be 
“poisoned,” which makes sputtering more diffi cult, decreases the sputtering rate, 
and increases the power on the target. The charges will generate arcing problems 
in which microparticles will be ejected from the target and incorporated into the 
deposited coatings. This condition leads to nonuniform deposition, and inhomo-
geneities and defects in the coatings, as well as a reduced deposition rate [157].

To overcome this problem, the use of RF sputtering was developed in the 
1960s. However, RF sputtering is not used extensively for commercial MS due to 
its low deposition rate, high cost, and the generation of a high temperature from 
the self-bias voltage associated with the RF power.

FIG. 7.19

A comparison of the magnetic fi eld confi gurations and plasma 
photographs in (a) the “mirrored” magnetic fi eld confi guration, 
(b) a DC glow discharge generated in the “mirrored” magnetron 
sputtering, (c) “closed-fi eld” magnetic fi eld confi guration, and 
(d) a DC glow discharge generated in “closed-fi eld” magnetron 
sputtering.
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In recent years, an alternative technique using a pulsed DC plasma has been 
developed and is called pulsed DC magnetron sputtering. Pulsed DC magnetron 
sputtering utilizes a pulsed potential to neutralize the positive charge on the 
target surface and eliminate the arcing by appropriately controlling the pulsing 
parameters of the target potential. Figure 7.21 schematically presents some typical 
target voltage–potential waveforms used in pulsed DC magnetron sputtering. 
The continuous target voltage in the DC mode (Fig. 7.21a) is either turned off 
periodically in the unipolar mode (Fig. 7.21b), or more commonly, switched to 
a positive voltage (Fig. 7.21c and d) in the pulsed DC magnetron sputtering. 
During the normal pulse-off (target-on) period (ton), the negative sputtering 
voltage is applied to the target as in conventional DC sputtering. However, 
the target negative potential is periodically interrupted by a positive pulse voltage 
with a period of trev. The reversed positive voltage is variable depending on 
the power supply allowance, which is either reversed to a smaller positive volt-
age than the nominal negative pulse voltage in the asymmetric bipolar mode 
(Fig. 7.21c) or reversed to the same magnitude of positive voltage as the nominal 
negative pulse voltage in the symmetric bipolar mode (Fig. 7.21d). The duty 
cycle is defi ned as the negative pulse time divided by the period of the pulsing 
cycle (tcycle) as shown in equation (7.7):

 

−
= cycle rev

cycle

Duty cycle
t t

t
 (7.7)

For a given positive pulse width, the full range of frequencies may not be avail-
able due to the power supply limitation, for example, for an Advanced Energy 

FIG. 7.20
Diagram showing a four magnetron closed-fi eld unbalanced 
magnetron sputtering system confi guration.
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Pinnacle Plus power supply, the smallest duty cycle is 50% [158]. In practice, the 
waveforms are virtually never as intended due to nonlinearities of either the 
plasma or the power supply circuitry. Therefore, the shapes of the resulting 
power waveforms are complex.

In the closed-fi eld confi guration, two or more magnetrons are commonly 
used for reactive sputtering. All magnetrons can be run in a pulsing condition, 
thereby resulting in different combinations of pulsing modes. Normally, the 
magnetron potential can be pulsed in either an asynchronous bipolar mode 
(Fig. 7.22a), in which the two target voltage waveforms are out of phase, or a 
in synchronous bipolar mode (Fig. 7.22b), in which the two target voltage 
waveforms are in phase. The degree of out of phase in the asynchronous mode 
is totally dependent on the frequencies and reverse time on each magnetron.

During the reversed positive pulse, the charge built-up on the insulting mate-
rial during the negative pulse period is discharged to eliminate breakdown and 
arcing. Therefore, a stable deposition process and smooth coating structure can 
be obtained. Moreover, with precise control of the partial pressure of reactive 
gas, high deposition rates can be achieved in depositing insulating fi lms. A com-
parison of the microstructure of IrO2 fi lms deposited by P-CFUBMS and normal 
DC magnetron sputtering is shown in Figure 7.23. A dense and smooth surface 
IrO2 fi lm was produced by P-CFUBMS. On the other hand, the fi lm deposited by 
DC magnetron sputtering exhibited considerable microparticles covering the 
fi lm surface.

FIG. 7.21

The target voltage waveforms when operated in (a) continuous DC, (b) unipolar pulsed 
mode, (c) asymmetric bipolar pulsed mode, and (d) symmetric bipolar pulsed mode, (trev: 
the reversed positive pulse period, ton: the normal negative target potential period, and 
tcycle: the whole pulse period).
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In the sputtering of a metal fi lm, if a bias potential is applied to the substrate, 
one can control the fi lm properties such as adhesion, texture, morphology, and 
density of the fi lm. This control is achieved because one can extract ions to bom-
bard the growth front during fi lm growth. However, if the substrate is an insulator, 
it can get charged up very quickly and one would lose the benefi t of ion bom-
bardment, particularly during the initial stages of growth. RF potential can be 
used to neutralize the substrate. However, the ion energy distribution generated 
by a RF power is not uniform and is not well controlled. Recently, it has been 
recognized that using a pulsed bias potential on the substrate can overcome this 
diffi culty and can produce better controlled microstructures and a superior fi lm 
quality [159].

FIG. 7.22
Different target voltage waveforms in a dual magnetron pulsed mode: (a) asynchronous 
bipolar pulsing and (b) synchronous bipolar pulsing.
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FIG. 7.23
SEM photomicrographs of fracture sections of iridium oxide 
coatings deposited by (a) DC reactive sputtering and (b) pulsed 
reactive sputtering.
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Sputter Deposition V: High-Power Pulsed DC Magnetron Sputtering (HPPMS). 
Recently, a new high-power pulsed DC magnetron sputtering (HPPMS), operating 
in a unipolar mode, has attracted wide attention. In this new method, a high-density 
plasma is created in front of the sputtering source by using pulsed high-target 
power density, ionizing a large fraction of the sputtered atoms [160–162].

In normal DC and pulsed DC magnetron sputtering, the degree of ionization 
is low (typically less than 10%), which is due to the low power density (e.g., 
3 W ⋅ cm−2) limited by the target overheating from the ion bombardment [163]. 
However, in HPPMS, the average thermal load on the target is low by operating 
the target at high power density (e.g., 3000 W ⋅ cm−2) in a pulsed condition; 
consequently a considerably large fraction of ionized species can be created by the 
high probability for ionizing collisions between the sputtered atoms and 
energetic electrons. It was reported that the fraction of ionized target species in 
high-power pulsed DC magnetron  sputtering can be considerably increased up 
to 70% or higher compared  with less than 10% for conventional DC magnetron 
sputtering [164].

The high degree of ionized ions with controlled energy makes it possible to 
control the fi lm growth behavior and produce high quality fi lms since energetic 
condensation of the fi lm can be easily achieved. The potential of this emerging 
new high-power pulsed magnetron sputtering technique includes depositing 
fully dense fi lms with equiaxed structure, controlling the orientation of the fi lm, 
and depositing thick (maybe up to 20 µm or more) fi lms with low residual 
stress. As the deposited species are largely ions, it is possible to further control 
metal ion energies and their trajectories by biasing the substrate. Alami synthe-
sized Ta fi lms on a Si substrate placed along the wall of a 2-cm deep and 1-cm 
wide trench using a mostly neutral Ta fl ux by conventional DC magnetron sput-
tering and a mostly ionized Ta fl ux by HPPMS [162]. Drastic structural changes 
were achieved in the fi lms simply by changing the power source, as shown in 
Figure 7.24. The Ta thin fi lm grown by HPPMS exhibited a smooth surface and 
a dense crystalline structure with grains oriented perpendicular to the substrate 
surface (Fig. 7.24a and c), whereas the fi lm grown by DC magnetron sputtering 
exhibited a rough surface, pores between the grains, and an inclined columnar 
structure (Fig. 7.24b and d). The improved homogeneity achieved by HPPMS 
is a direct consequence of the high ion fraction of sputtered species being 
controlled by the bias on the substrate. However, this new technique is in its 
developing stage, and the deposition rate and cost of power supply are the most 
important challenges that need to be considered.

7.5  GENERAL CONSIDERATIONS AND 
PRACTICAL ASPECTS OF SPUTTERING 
DEPOSITION

Sputtering is nowadays considered as a fl exible and effective coating method for 
surface engineering applications. There are numerous papers and textbooks on 
the fundamentals, phenomena, and applications of sputter deposition. The 
information contained within this section is not intended to be an all-inclusive 
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survey of the fi eld. Instead, several aspects which are important practical aspects 
for the successful deposition of nanostructure and nanocomposite coatings, 
including reactive gas control with process stability, fi lm structure control, 
discharged plasma properties and monitoring, and energy-enhanced deposition, 
will be briefl y introduced.

7.5.1 Reactive Sputtering Deposition Process Stability

Compound thin fi lms can be deposited either by direct deposition of a com-
pound source in thermal evaporation, electron beam evaporation, CAE, PLD, 
sputtering, or by reactive sputtering. However, it should be noted that thermal 
evaporation of a compound source is often not possible due to noncongruent 
melting of the compound, while the compound must be conducting for CAE of 
a compound target. More recently, reactive sputtering has become the deposi-
tion of choice of compound thin fi lms. In reactive sputtering deposition, atoms 
and small molecules are ejected (sputtered) from a target surface under particle 
bombardment and travel through the plasma discharge to the substrate, where 
they react with the gas to form a wide variety of compound fi lms on the sub-
strate. Careful control of the reactive gas is important in reactive sputtering. Too 

FIG. 7.24

SEM images of Ta fi lms grown by HPPMS sputtering (a) and 
DCMS (b) near the opening of the trench (c) and approximately 
half way along the wall of the trench (d). Both fi lms were grown 
at room temperature with a substrate bias of −50  V [162].
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low a supply of the reactive gas will cause high rate metallic sputtering, but may 
give rise to an understoichiometric compound composition of the deposited 
fi lm. Too high a supply of the reactive gas will allow for stoichiometric composi-
tion of the deposited fi lm, but will cause poisoning of the target surface, which 
may reduce the deposition rate signifi cantly [165].

In reactive sputtering, the reaction takes place both at the cathode/target and 
substrate surface during the deposition. The reaction at the cathode is usually 
related to target poisoning and the reaction at the substrate is called a metallic 
mode [166]. Normally, the sputter yield of the poisoned target (compound 
material) is substantially lower than the sputter yield of the elemental target 
material, which causes the deposition rate to exhibit a hysteresis curve with the 
variation of the fl ow rates of the reactive gas [165–167].

A typical hysteresis curve is shown in Figure 7.25 [168]. (a) At low O2/Ar pres-
sures, the metallic Zr + Y thin fi lms are deposited below the critical oxygen pressure to 
provide the required oxide stoichiometry. (b) When the partial oxygen pressure 
increases, the YSZ thin fi lms are deposited through the metallic mode. In the metallic 
mode, the deposition rates of the yttrium stabilized zirconia (YSZ) are higher than 
those of Y/Zr metal thin fi lms. (c) Above the critical oxygen pressure, the deposition 
rate abruptly decreases. (d) The target is poisoned (oxide formation on the metallic 
target) and the sputtering mode moves to the oxide mode with low deposition rate. 
(e) When the partial oxygen pressure decreases, the sputtering is still in the oxide 
mode for a certain oxygen fl ow rate. (f) The sputtering deposition will return to 
the original metallic mode at an oxygen pressure below the critical oxygen pressure, 
when the oxide layer of the target surface is fully removed.

The presence of the hysteresis hampers the process control of the reactive 
sputtering process. As such several researchers have tried to eliminate the hysteresis 

FIG. 7.25
Hysteresis curve for the reactive sputtering of YSZ thin fi lms with 
variation of the fl ow rates of the reactive gas. (The target is Zr 
alloyed with Y and the reactive gas is a O2/Ar mixture.) [168]
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effect. Kadlec et al. [169] suggested that the hysteresis effect can be avoided if the 
pumping speed of the pumping system is greater than a critical value. The use of 
very high-speed pumping systems has proved to provide a solution to the prob-
lem of reactive sputtering of a metal titanium target to provide a reasonable rate 
for the preparation of large areas of the titanium oxide. The pumping speed of a 
system has been shown to affect the process of reactive sputtering of indium–tin 
oxide [170]. The simple solution requires large pumps, with arrangements of the 
system to give high gas conductances, which can be diffi cult to arrange and the 
cost of the extra pumps is high. For these reasons, the high pumping speed 
approach is not used very often. Recently, Depla et al. [171] studied the hyster-
esis behavior during reactive magnetron sputtering of Al2O3 using a rotating 
cylindrical magnetron. They found the hysteresis shifts towards lower oxygen 
fl ows when the rotation speed of the target is increased. Sproul et al. [167] dem-
onstrated that using partial pressure control of the reactive gas allows deposition 
of fi lms in the transition region between the elemental and poisoned states of 
the target, which leads to higher deposition rates compared to fl ow control and 
better fi lm properties.

7.5.2 Film Structure Control (Structure Zone Models)

Thin-fi lm formation is a continuous process in which atoms absorb onto the 
substrate, nucleate, and grow to form a dense fi lm structure. In a vapor deposition 
process without plasma assistance, the mode of nucleation and fi lm growth 
is mainly determined by the thermochemistry of the substrate and fi lm materials 
and the temperature of the system [172]. There are three steps involved in a 
thin-fi lm deposition process: (i) production of the appropriate atomic, molecular, 
or ionic species; (ii) transport of these species to the substrate through a medium; 
and (iii) condensation on the substrate, either directly or via a chemical reaction 
to form a solid deposit.

The fi lm nucleation and initial growth can be described by three growth 
types, as shown in Figure 7.26 [173]:

 a. Island type (Volmer–Weber type): As the binding strength between 
adatoms is greater than that between adatom and substrate, the clusters 
grow three dimensionally to form islands.

 b. Layered type (Frank–van der Merwe type): As the binding strength 
between adatoms is less than that between adatom and substrate, 
nucleated clusters grow layer by layer.

FIG. 7.26 Three modes of thin-fi lm nucleation and initial growth processes.
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 c. Mixed type (Stranski–Krastanov type): A mixed growth mode combines 
layer growth and island growth.

In this case, after a few monolayers have grown, subsequent layer growth becomes 
unfavorable and islands are formed. The reasons for the thin-fi lm growth in this 
mode remain unclear. Factors such as the release of strain energy may trigger the 
formation of islands. This growth mode is fairly commonly observed in many 
kinds of thin-fi lm growth systems.

In general, an external input energy is usually necessary to facilitate the for-
mation of the thin fi lms and to improve the quality of the fi lm, which can be 
divided into three categories: (i) chemically induced mobility, (ii) thermal energy, 
and (iii) kinetic energy. The chemically induced mobility comes from the nature 
of the vapor species. The thermal energy originates from heating of the substrate, 
and the kinetic energy can be obtained from the energetic ion bombardment 
and the momentum transfer of ion species and neutral adatoms during the 
deposition of the fi lm. All types of energy assist the migration of the adatoms 
on the substrate surface and supply the formation energy of the thin fi lms. 
Generally, most plasma-related deposition systems require a moderate sub-
strate temperature of about 300∼400°C to enhance the quality of the thin fi lm. 
However, thin fi lms with acceptable quality can be prepared at a relatively low 
substrate temperature, even at room temperature, using high-energy ion bom-
bardment deposition systems. By the addition of a plasma and high-energetic 
ion species and ion fl ux (concentration), the fi lm will grow far from its thermo-
dynamic equilibrium state, which makes the nucleation and growth processes 
much more complicated.

In the past two decades, different structure zone diagrams have been 
proposed to correlate the microstructure of thin fi lms with the deposition con-
ditions. In the 1960s, efforts were undertaken to generalize the effect of PVD 
deposition parameters on thin-fi lm structure and properties. The melting tem-
perature Tm of the fi lm was assumed as the basic material parameter and the 
substrate temperature T was assumed as the main process parameter. Different 
zone models were developed based on their ratio T/Tm (the homologous tem-
perature consideration), and typical examples include the Movchan–Demchishin 
model [174] for vacuum vapor deposition, the Grovenor model for thermal 
evaporation [175], the Thornton model [176] for cathode and magnetron 
sputtering, and the Messier model [177] for ion beam deposition.

Grovenor et al. [175] examined the microstructure of metal fi lms grown by 
thermal evaporation. The microstructures were classifi ed into four zones 
according to their homologous temperatures as depicted in Figure 7.27a. At a 
substrate temperature below 0.15 Tm, the fi lm consists of porous columnar 
grains (Zone I). When the substrate temperature is between 0.15 to 0.3 Tm, the 
fi lm exhibits a transitional structure (Zone T) between Zone I and Zone II. 
Zone II is a dense columnar structure, resulting from deposited atoms having 
suffi cient surface mobility to diffuse and to increase the grain size. Zone III 
structure is controlled by bulk diffusion as the substrate temperatures are higher 
than 0.5 Tm.

The most well-known and important zone model is the Thornton model for 
cathode and magnetron sputtering [176]. In the Thornton model, the sputtering 
gas pressure is used as a process parameter to determine the fi lm structure 
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(Fig. 7.27b). Four different zones, including Zone I, Zone T, Zone II, and Zone III 
were proposed. Zone I (T/Tm < 0.3) is a columnar structure with pronounced 
pores and open columnar boundaries. This formation is due to the weak surface 
diffusion of atoms in combination with shadowing effects. Zone T is a transition 
structure that translates the Zone I structure to the Zone II structure, with fi ne, 
dense fi brous grains, changing with a rise of temperature to dense columnar 
grains. Zone T fi lms are denser and have a much smoother surface morphology 
than the two surrounding zones (Zone I and Zone II). The fi lm structure moves 
to Zone II when the substrate temperature is higher than about 0.5 Tm. Zone II 
consists of columnar grains separated by distinct boundaries and results from 
surface diffusion-controlled growth. Lattice diffusion dominates at high substrate 
temperature, giving rise to the large equiaxed grains of Zone III. For the entire 
temperature range, a rise in gas pressure causes a shift in the ranges of occurrence 
of different zones to a higher value of T/Tm ratio. A reduction in sputtering gas 
pressure during deposition increases the mean free path for elastic collisions 
between vapor species and the sputtering gas atoms. This behavior leads to 
higher kinetic energy of the vapor species impinging on the substrate surface, 
thereby producing a denser microstructure.

FIG. 7.27 (a) Grovenor [175], (b) Thornton [176], and (c) Messier [177] structure zone diagrams.
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For ion beam techniques of coating deposition, Messier et al. [177] modifi ed 
the Thornton model by replacing gas pressure in the sputtering zone with the 
energy of ions reaching the substrate surface Vs (eV) (Fig. 7.27c). As the bom-
bardment energy increases, the width of Zone T increases at the expense of 
Zone I. It was also found that inside the columnar structure of Zones I and T, the 
intrinsic structure can be either polycrystalline or amorphous.

The Thornton and Messier models are widely used today on account of their 
simplicity and good agreement with industrial practice. A combination of these 
two models can successfully predict the microstructure of deposited thin fi lms 
in many cases. However, the effect of ion bombardment rate such as ion/metal 
fl ux ratio is not considered or incorporated, which is becoming an increasingly 
important parameter in plasma-assisted sputtering deposition.

7.5.3 Sputtering Glow Discharges

Plasma-assisted material processing includes such techniques as etching, fi lm 
deposition, and modifi cations of solid surfaces. Most of the modern PVD 
processes are operated with additional ion or plasma enhancement to achieve 
coatings with good adhesion, and mechanical and tribological properties [178]. 
In this section the plasma refers to a glow discharge that is used for sputter 
deposition of thin fi lms.

The most common methods for generation of a plasma (breakdown and 
ionization of a gas) include the DC discharge, pulsed DC discharge, RF and 
microwave discharge, dielectric barrier discharges, and using electron and laser 
beams [179]. Here, to describe the plasma architecture we use the simplest DC 
discharge that is generated in a vacuum chamber between two counter elec-
trodes by applying a DC power across the electrodes to break down the gas (e.g., 
Ar), as illustrated in Figure 7.28. In general, a neutral gas always contains a few 
electrons and ions due to ionization, for example, produced by cosmic radiation 
[180]. When a DC potential, Vc, is applied between the cathode and anode, these 
free charge carriers are accelerated by the electric fi eld and new charged particles 
may be created when these charge carriers collide with atoms and molecules in 
the gas or with the surfaces of the electrodes (reactions 1, 2, and 4 in Table 7.2). 
This leads to an avalanche of charged particles that is eventually balanced by 
charge carrier losses, so that a steady-state plasma develops [179].

The plasma between the cathode and anode consists of different distribu-
tions of potential, space charge, and current density, as shown in Figure 7.28 
[181,182]. The edge of the plasma in contact with other surfaces is signifi cantly 
different from the bulk plasma regions. A dark space or sheath is usually observed 
adjacent to all surfaces in contact with the plasma. As shown in Figure 7.28, the 
cathode will repel secondary electrons at high velocity away from the cathode, 
leaving behind the ions with slow mobility. Therefore, the high net positive 
space charge near the cathode will form a sheath, which is called a “cathode 
dark space.” The cathode dark space is a region of the discharge where the elec-
trical potential drops suddenly between the cathode and the edge of the nega-
tive glow and, as a result, there is an extremely low electron density. This lack of 
electrons results in low levels of excitation of the gas species in the region, and 
hence the area appears dark. The negative glow region is the brightest part of the 
discharge where the electric fi eld is close to zero and most ionization collisions 
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take place in this region. Following the negative glow region is the Faraday dark 
space and the positive glow. In the homogenous positive glow, a constant longi-
tudinal electrical fi eld is maintained. The electrons gain energy in this fi eld and 
form an electron energy distribution with an appreciable number of energetic 
electrons for the formation of a suffi ciently large number of ions and electrons 
to balance the charge carrier losses to the wall [179]. However, in a sputter depo-
sition system, the interelectrode separation needs to be small in order to increase 
the deposition rate. If the anode (substrate) is located in the negative glow region, 
the positive glow and the Faraday dark space do not exist [180].

In sputter deposition, if an unbiased or grounded substrate is placed in the 
plasma, it will rapidly charge negatively due to the fact that electrons have 
greater velocities than ions. The negative surface will attract ions and retard the 
electrons until the escaping fl uxes of ions and electrons are equal. In this steady 
state, the potential on this surface is known as the fl oating potential and it is 
typically negative of the plasma potential and is given by equation (7.8):

 

⎛ ⎞−= ⎜ ⎟⎝ ⎠
ln

2 2
e i

f
e

KT m
V

e mp
 (7.8)

where me and mi are the electron and ion masses and Te is the electron temperature. 
Since the ion mass is 3–4 orders of magnitude higher than that of an electron, 
the fl oating potential will have a (negative) value several times the electron 
temperature in volts.

In a vacuum system, the electrons would leave the plasma at a faster rate than 
ions, ending up at the vacuum chamber walls. The result for the plasma would 

FIG. 7.28
Spatial distribution of a DC glow discharge and the potential 
profi le.
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be a slow increase in the net positive charge. As the plasma charges positively, it 
becomes less energetically possible for the electrons to leave, because now the 
walls of the chamber are more negative than the plasma. Eventually, a steady-
state condition is reached in which the plasma potential is high enough that the 
loss rate of electrons is reduced to the same level as the loss rate of ions. In this 
way the plasma will retain its overall neutrality. The plasma potential Vp, which 
is now the average potential of the bulk plasma with respect to the chamber, will 
be on the order of several volts more positive than the chamber potential. 
Therefore, the plasma will remain the most positive body during a deposition 
process [64]. As a result of this plasma potential, ions that reach the edge of the 
plasma are then accelerated with the same voltage to the chamber wall. In the 
sputter deposition process, a magnetron fi eld is usually applied behind the cath-
ode in an effort to confi ne the secondary electrons near the cathode region to 
increase the plasma density, as discussed in more detail in section 7.4.3 under 
Sputter Deposition.

The primary energy loss mechanism for ions in the cathode fall is quantum 
mechanical through resonant charge exchange collisions. In simple diode dis-
charges, ions move only a relatively small fraction of the cathode fall distance 
(cathode sheath) before they experience a charge exchange collision and are no 
longer accelerated by the fi eld. Since this type of reaction does not require physi-
cal collision, the neutralized particle continues towards the target while the 
newly created ion is itself accelerated over a small fraction of cathode sheath. As 
a result, the average energy of ions incident at the target is much less than 1 eV 
and the glow discharge sputter yields are less than expected. However, this effect 
is partially mediated by sputtering due to fast neutrals [183].

7.5.4 Energetic Enhanced Deposition

The microstructure and properties of a thin fi lm can be tailored and controlled 
by incorporating kinetic energy during fi lm deposition. In general, the energy 
involved in energetic-enhanced deposition includes thermal energy and ener-
getic particle bombardment. Both energies can be used to enhance the adatom 
mobility and reduce void formation during the fi lm growth stages. For example, 
for most thin-fi lm applications, a porous Zone I structure is undesirable because 
it degrades the fi lm’s mechanical, tribological, electronic, and optical properties. 
The fi lm structure can be moved towards the dense, void-free Zone T structure 
by the use of energy-enhanced deposition [96]. Higher thermal energy can be 
achieved by increasing the substrate temperature during fi lm deposition. Under 
raised substrate temperature, the migration rate of adatoms to shadowed regions 
can be large enough to surpass the rate of void incorporation during fi lm growth 
[96], thereby increasing the fi lm density. The substrate temperature also has 
infl uence on the fi lm grain size, phase change, the formation of crystalline fi lms, 
and texture alignment. However, many thin-fi lm deposition applications and 
substrate materials need to be processed under relatively low temperatures. 
Therefore, the kinetic energy transferred from energetic bombardment in plasma-
assisted depositions is widely used.

Various thin-fi lm processing techniques that are based on ion- or plasma-
assisted deposition were reviewed in section 7.4. All of these methods have the 
signifi cant advantage that the structure and properties of thin fi lms may be use-
fully modifi ed by means of suitably considering the energy of ions/neutral species 
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ranging from a few electron volts up to hundreds of kiloelectron volts impinge-
ment on the substrate surface. Some of the particles are not just assisting but 
they may condense and thereby become part of the growing fi lm. In this section, 
emphasis will be focused on low energy plasma fi lm deposition techniques, 
including magnetron sputtering, pulsed magnetron sputtering, and HPPMS, in 
which the substrate is immersed in a high density plasma to accomplish the 
deposition with the assistance of energetic bombardment plasma ions with ion 
energies up to hundreds of electron volts. The means of increasing the ion energy 
and plasma density, in particular, the generation of high ion energy and ion 
fl ux in a pulsed plasma, and the effect of ion bombardment on the growing 
fi lm structure and properties will be introduced here. As to other high-energy 
ion/plasma characteristics and processing methods, such as plasma/ion implantation 
and ion beam deposition, readers are referred to Refs. [68,96].

Effect of Ion-Assisted Deposition. The ion energy and ion fl ux within the plasma 
have been proved to be important factors infl uencing the growing fi lm structure 
and properties. A certain level of ion bombardment energies are critical for 
obtaining high-quality thin fi lms. The impingement of a large amount of ener-
getic ions or atoms upon a substrate surface produces a wide variety of effects 
during fi lm deposition, such as fi lm densifi cation, decreased grain size, increased 
hardness and Young’s modulus, high compressive stress, reduced roughness, 
resputtering, and fi lm texture/orientation change depending on the ion energy 
range.

In general, the ion energies used in magnetron sputtering range up to a few 
hundred electron volts. The physical structure of a thin fi lm can be changed by 
the mobility of the adatoms during growth. The enhanced ion energy and ion 
fl ux bombardment can transfer kinetic energy to other atoms as the collision 
sequence develops in time on the surface of the growing fi lm, allowing the surface 
atoms to move around on the surface (adatom mobility) and fi nd energetically 
favorable sites. Increasing ion bombardment produces resputtering and forward 
sputtering of the surface atoms, which fi lls the voids that would naturally occur 
along the columnar grains from shadowing effects [148,184,185]. The incident 
ion transfers kinetic energy to other atoms as the collision sequence develops in 
time, thereby densifying the fi lm without a need of thermal diffusion.

Figure 7.29 provides a 2D molecular dynamics simulation of structure 
development versus the kinetic energy carried by atoms perpendicularly incident 
on a fi lm held at 0 K substrate temperature. The lowest of the three ratios of 
incident energy Et to the adatom potential-well depth Ec corresponds to thermal 
deposition. The lowest normalized impinging energy Et/Ec is 0.02 eV, which 
corresponds to a thermal deposition process. The highest normalized impinging 
energy Et /Ec of 5 eV is characteristic of sputtered energy-enhanced deposition. 
The effect of added process energy on void fi lling is obvious [96].

Petrov et al. [186] studied the substrate bias effect on the sputter-deposited 
TiN fi lm structure. They found a closing of intercolumnar porosity when increas-
ing the substrate bias Vs, from 80 to 120 V at substrate temperature Ts = 300°C, 
as a result of forward sputtering and ion irradiation enhanced adatom mobility 
(Fig. 7.30).

Ion bombardment of the growing fi lm can restrict the grain growth, increase 
nucleation sites, and permit the formation of nanocrystalline fi lms. The high 
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surface adatom mobility and diffusivity can increase the surface smoothness of 
the fi lms by fi lling in the voids. Forward sputtering places atoms in interstitial 
sites, which results in compressive residual stresses in the PVD hard coatings 
[187]. This stress has both a positive effect, increasing the effective hardness of 
the coating [188], and a negative effect, causing fi lm delamination as the fi lm 
thickness increases. Energetic ions during ion bombardment can knock off some 
metal atoms from the substrate or may penetrate the substrate lattice to angstrom 
levels in addition to cleaning and heating the substrate. This bombardment 
leads to defects and roughness on the substrate at an atomic level, and this atomic 
level of roughness is believed to be responsible for the improved adhesion of 
the coating [189].

Furthermore, the crystallographic orientation of grains can also be infl uenced 
by the energy and fl ux of bombarding ions [190–192]. The ion-assisted reactive 
sputtering fi lm orientation depends strongly on processing conditions, such as 
substrate temperature, substrate orientation, substrate bias, fi lm thickness, ion 
fl ux, and ion energy. Theoretical modeling of ion energy effects on densifi cation 
and texture evolution needs to take into account thermodynamic properties and 

FIG. 7.29

Two-dimensional molecular dynamics simulation of the deposi-
tion of energetic atoms impinging perpendicularly onto a sub-
strate held at 0 K. The horizontal line is the substrate interface. 
Normalized impinging energy Et/Ec is (a) 0.02, (b) 0.5, and (c) 
1.5, where Et is the incident energy and Ec is adatom potential-
well depth [96].

(a)

(b)

(c)
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stress and strain energies. In general, it is recognized that the texture evolution 
observed in PVD thin coatings could be related to the minimization of free 
energy of the coatings, which is composed of surface and strain energies [192]. 
In the normal fi lm growth model, the grains will grow on low, rather than high 
energy surfaces to minimize the surface energy. However, when additional kinetic 
or thermal energy is incorporated into the deposition process, the adatoms will 
receive higher momentum transfer and gain higher mobility to move around. At 
the same time, higher strain energy will be developed in the fi lms, resulting in 
the change of the fi lm orientations.

However, molecular dynamic computer simulations also predict that there 
should be optimum ion energy for fi lm densifi cation. Excessive ion energy will 
result in deeper penetration in the lattice leaving vacancies which cannot be 
fi lled by arriving vapor species [193]. Ion bombardment of crystalline fi lms will 
cause heavy atomic structure damage and, in extreme cases, full amorphization 
[194] for some materials. Figure 7.31 shows the defect incorporation as a func-
tion of substrate bias Vs in a multilayered TiN fi lm bombarded by argon ions 
accelerated by Vs = 120, 80, and 40 V at Ts = 700°C [186]. As the substrate bias is 
increased, the projected range of the penetration of ions becomes larger giving 
rise to a defect generation at an increasingly larger distance below the growth 
surface, thereby resulting in dislocation networks and point defect aggregates.

At even higher energies, for example >400 eV, the rate of sputtering (resput-
tering) of the fi lm surface will exceed the rate of deposition, effectively prohibiting 
fi lm growth. This range can be characterized as an etch mode, which is impor-
tant for surface preparation and patterning processes. In the case of polymer 

FIG. 7.30

Cross-sectional TEM photomicrograph showing the evolution of 
microstructure in a TiN fi lm sputter-deposited at Ts = 300°C. 
The negative substrate bias Vs was changed stepwise without 
interrupting the growth. The voided region along column 
boundaries (indicated by arrows) becomes dense when increasing 
Vs from 80 to 120 V [186].
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substrates, ions of too high energy and/or too high dose lead to substrate damage 
by chain-scissoring [195]. Particle energies of a few kiloelectron volts are used to 
remove material and to produce shallow implant profi les, which is important to 
some semiconductor processing. Another example of a process in this energy 
range is plasma nitriding, in which nitrogen ions (N+) are implanted into the 
substrate surface forming hard and inert nitride phases in the near-surface region 
of steel or aluminum alloys [196]. Finally, at the very high end of the ion energy 
scale, ion implantation at hundreds of kiloelectron volts or some megaelectron 
volts is conducted routinely, but these processes and applications are beyond 
the scope of this chapter and will not be considered further.

Energy-Enhanced Deposition Using a Substrate Bias and a Pulsed Plasma. The 
energetic bombardment in magnetron sputtering can come from the fl ux of gas 
ions from the plasma impinging on the biased substrate, from the self energy of 
the depositing atoms, or from the fl ux of energetic neutrals that result when 
using high target power [197]. In general, the threshold ion energy of conven-
tional DC magnetron sputtering is about 10 eV. Since ion energy is the difference 
between the plasma potential and the potential of the surface that ions bom-
bard, an effective way to enhance the ion bombardment is to apply a negative 
bias to the substrate to extract ions from the plasma to bombard the growing 
fi lm during fi lm growth. Extensive studies have demonstrated that substrate 
bias plays an important role on fi lm growth and microstructural evolution and 
properties [198–200].

It is important to understand the behavior of plasmas in order to gain a 
better understanding of the relationship between the deposition process and 
the fi lm structure and properties [201]. In general, plasma diagnostics refers to 
the techniques used to gather information about the nature (properties) of the 
plasma used in a deposition process. Diagnostics help us obtain information 
about plasma properties in the sputter deposition glow discharge, such as 

FIG. 7.31

Cross-sectional TEM photomicrograph showing the evolution 
defect incorporation in a TiN fi lm sputter deposited at Ts = 700∞C. 
The negative substrate bias Vs was changed stepwise without 
interrupting the growth from 120 to 40 V [186].
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the plasma chemical compositions and species, temperature, plasma density, 
ion/electron energy distributions, and nonelectronic species. The most com-
monly used plasma diagnostic techniques can be categorized as optical and 
electrostatic spectrometry.

Optical spectrometry involves focusing radiation emitted from excited neu-
tral and charged species in the plasma through an optical window on to the 
entrance slit of an optical spectrometer. A photomultiplier is used to detect radi-
ation of a particular wavelength at the spectrometer exit slit. Alternatively, a 
photodiode array is mounted at the exit port of the spectrometer and a broad 
spectral region is detected simultaneously [202,203]. Optical spectrometry uses 
a spatial and temporal resolution instrument which allows measurement of the 
bulk plasma properties. It is diffi cult for optical spectrometry to detect a specifi c 
position inside the plasma, for example, to measure the plasma properties near 
the cathodes or close the substrate. However, the relatively low cost and easy 
operation of an optical spectrometer make it a useful tool, and is used widely in 
plasma diagnostics applications.

Langmuir probes are used for monitoring discharge or plasma parameters 
including spatial distribution of potential, electron density, and electron tem-
perature. The Langmuir probe consists of molybdenum or tungsten electrodes 
inserted into the plasma. The plasma parameters are estimated by the current–
voltage curve of these electrodes. More detailed information on determining the 
electron density and temperature can be found in Refs. [204,205].

Mass spectrometry is another powerful technique for identifying unknown 
species, studying ionic species, and probing the fundamental principles of 
chemical reactions in the plasma. Mass spectrometry is based upon the motion 
of a charged particle, that is, ion, in an electric or magnetic fi eld. The mass to 
charge ratio (m/z) of the ion affects this motion. Since the charge of an electron 
is known, the mass to charge ratio will indirectly measure an ion mass. Mass 
spectrometry is operated under high vacuum condition. A sample (preferably a 
gas) is introduced and broken down into charged fragments by electron impact 
or chemical ionization. The fragments, accelerated by applying a voltage, pass 
through a mass selector which separates them by their ratio of mass to charge 
(m/z). The separate fragments are detected and measured as ion current. Under 
constant conditions, a molecule will break up in the same number of ways, 
giving a reproducible mass spectrum. Compared to optical spectrometers, mass 
spectrometers can be placed at any position inside a plasma, thereby providing 
fl exible and specifi c measurement of the plasma parameters as a function of 
location in the plasma.

As described in the previous section, pulsed DC magnetron sputtering has 
been used to eliminate arcing problems during the reactive sputter deposition 
of insulating fi lms, stabilize the discharge, and reduce the formation of defects 
in the fi lm. Besides its primary goal of eliminating arcing, it has been found that 
applying pulsing in DC magnetron sputtering also has benefi ts on coating struc-
ture and properties due to changes in ion energy and ion fl ux caused by changes in 
plasma parameters [206–211]. In recent years, in order to understand the nature 
of the pulsed plasma, time- and space-resolved Langmuir probe and electrostatic 
quadrupole plasma mass spectrometer measurements have been intensively 
used to investigate the plasma condition in pulsed DC magnetron sputter depo-
sition [207,211–213]. These investigations have been conducted on various DC 

48031_C007.indd   34448031_C007.indd   344 10/30/2008   6:24:55 PM10/30/2008   6:24:55 PM



  Nanostructure and Nanocomposite Thin Films 345

magnetron sputter confi gurations, such as one planar cathode, two planar cath-
odes facing each other in a mirror confi guration, and so on. Observations of 
some interesting plasma properties and their relationship to the pulsing 
conditions have been revealed.

One important approach in pulsed plasma examination is using a time-
resolved mass spectrometer to elucidate the dynamics of energetic ions in a pulsed 
DC magnetron plasma and related ion energy distributions (IED) in the plasma. 
It was found that pulsing provides a wide range of ion energies and ion fl uxes in 
the plasma, and the energy of the energetic species can be up to hundreds of 
electron volts.

Three different ion energy regions in a pulsed plasma have been well docu-
mented [211,212]. Figure 7.32a shows a typical time averaged 29N2

+ ion energy 
distribution in a discharged plasma for CrAlN fi lm deposition when the Cr and 
Al targets were pulsed synchronously at 100 kHz and 5.0 µs. The Al target voltage 
waveform is shown in Figure 7.32b. It can be seen that pulsed ion energies 
generally consist of three regions, which are also correlated to distinct phases of 
the discharge voltage.

The low ion energy region “A” in Figure 7.32a usually is in the range of 
0–10 eV, which corresponds to the negative pulse period (sputtering period) in 
the target voltage waveform (Fig. 7.32b). The plasma potential is several volts 
above the grounded chamber wall surface potential during this period. The “B” 
middle ion energy region (20 ∼ 50 eV) is the energy gained from the target 
potential in the reverse positive pulse period (Fig. 7.32b), which has an average 
positive value of a fi xed percentage of the nominal sputtering (negative) voltage. 
The “C” ion energy tail region is the kinetic energy gained from the fast and high 
positive voltage overshoot at the beginning of the positive pulse period. When 
the fast and steep positive voltage overshoot is developed on the target, a large 
electron current is extracted from the bulk plasma towards the target. Due to the 
slow ion movement, compared with that of electrons, the equilibrium cannot 
be reached in a short time period, therefore a negative charge density gradient 

FIG. 7.32
(a) A typical time-averaged 29N2

+ ion energy distribution in a discharged plasma for CrAlN 
fi lm deposition when the Cr and Al targets were pulsed synchronously at 100 kHz and 
5.0 ms. (b) The Al target voltage waveform.
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and a positive charge density gradient will be created in the bulk plasma resulting 
in an electric fi eld potential being established under this charge gradient. Ions 
will be accelerated by the electric fi eld potential and will gain energy from it.

The ion energy distribution intensity and the area under the curves in these 
ion energy regions are relevant to the ion fl ux. In general, the ion energy distri-
bution and ion fl ux in a pulsed plasma exhibit strong dependence on a variety 
of parameters, such as the working pressure, the reactive gas composition, the 
target power, the pulsing frequencies, and duty cycles [211]. Figure 7.33a and b 
exhibit the maximum ion energy evolution (29N2

+) as a function of duty cycle at 
different pulsing frequencies in the synchronized (waveforms of both targets are 
in phase) and asynchronized (waveforms of both targets are out of phase) puls-
ing modes during P-CFUBMS of CrAlN fi lms, respectively. The corresponding 
integrated ion fl ux values in the two pulsing modes are plotted in Figure 7.33c 
and d. In the asynchronized mode, the maximum ion energy decreases with 
increasing the duty cycle at most frequencies and drops suddenly to the low 

FIG. 7.33

The maximum ion energy (29N2
+) as a function of the duty cycle at different pulsing 

frequencies in (a) synchronized mode and (b) asynchronized mode. The integrated ion 
fl ux as a function of the duty cycle at different pulsing frequencies in (c) synchronized 
mode and (d) asynchronized mode [211].
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energy region at certain duty cycles due to the total separation of the two target 
positive pulse periods (Fig. 7.33b) [211]. The ion fl ux decreases with an increase 
in the duty cycle at all frequencies in both the synchronized and asynchronized 
pulsing modes (Fig. 7.33c and d). As the duty cycle decreases (the positive pulse 
time increases), the cathode is switched proportionally to a positive voltage for 
a longer period of time, which in turn provides more time for positive ions to 
stream away from the target. This increased escape time results in a higher number 
of ions gaining the additional kinetic energy available from the positive potential 
switch, thereby increasing the fl ux of higher energy ions at the substrate.

The increased ion energy and ion fl ux in a pulsed DC plasma will strongly 
affect the structure and properties of the fi lms. The high ion energy and ion fl ux 
will apply additional ion bombardment, increase the mobility of the atoms on 
the substrate, and reduce the shadowing effect of the columnar structure, thereby 
changing the fi lm growth microstructure. Muratore and Moore [206] compared 
the IED of pulsed DC magnetron sputtering and conventional DC magnetron 
sputtering deposition of TiO fi lms. An increased ion energy up to 140 eV was 
observed in pulsed DC magnetron sputtering compared with 17 eV in the DC 
discharge. Increase of crystallographic texture and an 11% increase in hardness 
were observed in the TiO fi lms processed with the pulsed magnetron sputtering. 
Backer et al. [214] calculated the ion energy impinging on the pulsed DC mag-
netron sputtering of Ti and TiO2 fi lms from the measurements of plasma para-
meters using a planar Langmuir probe and found that the ion energy values during 
the positive pulse period increased more than ten-fold the time-averaged value. 
The high ion energy has an important effect on the film surface roughness. 
It was found that the titanium fi lms prepared at pulsing frequencies between 
100 and 275 kHz exhibited low surface roughness. Higher ion energy at high 
pulsing frequencies will increase the titanium fi lm surface roughness, which is not 
desirable. The effect of pulsed ion energy and ion fl ux bombardment on thin-fi lm 
microstructure and properties will be illustrated in more detail using the technological 
example in section 8.3.
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Problems
 7.1 List at least fi ve reasons and corresponding 

examples to employ surface engineering 
and coatings in industrial applications.

 7.2 List typical microstructure designs involved 
in nanostructured and nanocomposite 
coatings. Explain the key features and 
critical requirements for each structural 
design.

 7.3 Defi ne the Hall–Petch and reversed 
Hall–Petch relationships. Explain briefl y 
(i) why the hardness of nanostructured 
fi lms will increase when the grain size is 
reduced, (ii) why the hardness may start 
to decrease when the grain size is below 
10 nm in nanocrystalline fi lms, and 
(iii) why the hardness can be further 
enhanced in the nanocomposite coating 
design even though the nanocrystalline 
size is below 10 nm?

 7.4 Explain the relationship between the 
bilayer period and the properties (e.g., 
hardness) of the nanoscale multilayer 
coatings. List at least three possible 
mechanisms of hardness enhancement 
in the superlattice coatings.

 7.5 Explain the nanocomposite coating 
design. List at least fi ve nanocomposite 
coating systems based on the information 
in the text and other research papers, and 
identify the nanocrystalline and amor-
phous phases in each coating system.

 7.6 Explain why high toughness is as impor-
tant as hardness for the industrial applica-
tion of nanostructured coatings. Explain the 
relationship between the hardness and 
fracture toughness of nanostructured 
coatings.

 7.7 Distinguish between physical and che-
mical vapor deposition using technical 

examples. Prepare a table to summarize 
the advantages and disadvantages of dif-
ferent PVD and CVD techniques, for exa-
mple, electron beam evaporation, cathodic 
arc evaporation, PLD, thermal plasma 
processing and sputter depositions.

 7.8 Defi ne thermal and cold plasmas. Use 
cartoon drawings to explain the main 
ionization mechanisms in a sputter-
discharged plasma.

 7.9 Compare the characteristics of balanced, 
unbalanced, and closed-fi eld unbalanced 
magnetron sputtering techniques. Explain 
why a higher plasma density and ICD 
can be achieved if the magnetrons are 
designed as unbalanced and in closed-fi eld 
confi guration.

 7.10 Describe the mechanism of arc forma-
tion during DC reactive sputtering of Al 
in an Ar and O2 atmosphere. Explain the 
principles of pulsed magnetron sputter-
ing for suppressing the arc problem. 
Consider an Al2O3 layer of area A and 
thickness h. Calculate the frequency of 
target pulsing required for arc suppres-
sion given the target current density (J = 
10 mA ⋅ cm−2), dielectric constant of Al2O3 
fi lm (er = 10), and dielectric breakdown 
electric fi eld (E = 105 V ⋅ cm−1). (Hint: The 
capacitance C and the electric fi eld E that 
build up across the layer are C = ere0A/h 
and E = q/(Ch), respectively.)

 7.11 Calculate the duty cycles and draw the 
voltage waveforms for the following 
symmetrically pulsed plasma using a 
sputtering voltage of 400 V: (1) 100 kHz 
and 1.0 µs, (2) 100 kHz and 5.0 µs, (3) 
300 kHz and 1.0 µs, and (4) 300 kHz 
and 1.4 µs.
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 7.12 Explain the principles of the high-power 
pulsed DC magnetron sputtering (HPPMS) 
technique. Prepare a table showing the 
comparisons between HPPMS, conven-
tional DC, and pulsed DC magnetron 
sputtering under various aspects, for 
example, the degree of ionization, plasma 
density, target power density, etc.

 7.13 Assuming you are producing Al2O3 coat-
ings using a magnetron sputtering system 
in Ar and O2 gas mixture, list potential 
procedures to minimize the target poi-
soning effect in the hysteresis curve.

 7.14 The Zone structure model proposed by 
Thornton established relationships 
between the sputtered coating structure 
and surface morphology to the pressure 
and substrate temperature, respectively. 
Des cribe the key features of Zone I, Zone 
T, Zone II, and Zone III structures of the 
sputtered coatings, and explain why and 
how a change of the pressure and substrate 
temperature will change the coating struc-
ture and morphology.

 7.15 In a DC planar magnetron sputtering 
system, the cathode fall distance (L) can 
be estimated from Child’s law:

 

⎛ ⎞⎛ ⎞ ⎛ ⎞= ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠

1/2 3/2
2 04 2

9
e V

L
m J

e

where
e0 (8.85 × 1014 F ⋅ cm−1) is the permit-

tivity of vacuum

J is the target current density in 
mA ⋅ cm−2

e/m is the charge/mass ratio of the 
extracted ions

V/J a target operation voltage of 1000 V 
and a target current density of 
1 mA ⋅ cm−2

 i.  Use Child’s law to estimate the cathode 
fall distance (L) for Ar DC sputtering.

 ii.  If the cathode to anode spacing is 
10 cm, determine the magnetic fi eld 
that needs to be applied to trap elec-
trons within 0.5 cm of the target?

 7.16 What is a fl oating substrate potential? 
Explain how the fl oating potential is 
calculated in a DC discharged plasma.

 7.17 What is the ion energy range in a conven-
tional DC discharged plasma? Explain 
how the ion bombardment on the growing 
fi lm in DC magnetron sputtering may be 
increased. Explain why a wide range of ion 
energies will be produced in a pulsed DC 
discharged plasma in reference to the fea-
tures in a pulsed target voltage waveform.

 7.18 Explain why ion bombardment is impor-
tant in a magnetron sputtering process. 
Explain the effect of substrate bias and/or 
pulsed ion energetic bombardment on 
the following structure and properties of 
the fi lms: (a) composition, (b) texture, 
(c) density, (d) grain size, (e) surface 
roughness, (f) residual stress, and (g) 
defect.
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APPLICATIONS OF 
THIN FILMS

John J. Moore, Jianliang Lin, and In-Wook Park

 In thinking about nanotechnology today, what’s most important is understanding 
where it leads, what nanotechnology will look like after we reach the asssembler 
breakthrough.

K. ERIC DREXLER

Chapter 8
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THREADS
Chapter 8 is a continuation of chapter 7 and provides 
examples of applications of the thin fi lm technol-
ogy gleaned from it. With this chapter, we fi nish 

the Mechanical Nanoengineering division of the 
text and move on to the Chemical Nanoengi neering 
division.

8.0  TECHNOLOGICAL APPLICATIONS OF 
THIN FILMS

In the previous chapter, the concept, classifi cation, and technical properties of 
nanocomposite and nanostructured thin fi lms and coatings have been intro-
duced. In addition, important and popular thin-fi lm deposition techniques and 
principles have been reviewed. For a variety of applications, different structures 
and properties of a nanostructured and nanocomposite coating system are 
required, leading to specifi c coating design and correlated deposition process 
parameter control. In general, nanocomposite coatings can demonstrate different 
mechanical, electrical, optical, electrochemical, catalytic, and structural properties 
than those of each individual component [1]. This multifunctional behavior is 
closely connected to the fi lm structure. The structure, however, depends on the 
phases, chemical composition, and the arrangement of the phases in the material 
and this in turn is strongly governed by the deposition process.

In this section, some technological examples of nanostructured and nano-
composite coatings will be illustrated, and which been used widely in different 
areas, such as high-temperature self-lubricating coatings for aerospace applica-
tions, high hard and tribological coatings for pressure die casting die protection, 
and high hard and toughness tribological coatings for bearing protection.

8.1  UNBALANCED MAGNETRON SPUTTERING 
OF TI–AL–SI–N COATINGS

Nanocomposite coatings based on nanocrystalline hard transition metal car-
bide, for example, nc-TiN imbedded in a solid amorphous carbon matrix, 
a:Si3N4, have been shown to enhance the fi lm hardness and toughness while 
maintaining low sliding friction coeffi cients. These coatings have signifi cant 
applications as a protective layer for roller or sliding bearings and gears in the 
automotive industry.

Quaternary Ti–Al–Si–N coatings have been prepared by a hybrid coating 
system, where cathodic arc evaporation (CAE) was combined with a magnetron 
sputtering technique. Various analyses (e.g., high resolution transmission electron 
microscopy [HRTEM], x-ray photoelectron spectroscopy [XPS], x-ray diffraction 
[XRD]) revealed that the synthesized Ti–Al–Si–N coatings exhibited nanostructured 
composite microstructures consisting of solid-solution (Ti, Al, Si)N crystallites and 
amorphous Si3N4. The Si addition caused the grain refi nement of (Ti, Al, Si)N 
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FIG. 8.1
Dark-fi eld TEM and SEM images of Ti–Al–Si–N coatings containing (a) 0, (b) 4, (c) 9, 
and (d) 19 at% Si, respectively. 

(a) (b) (c) (d)

20 nm20 nm20 nm20 nm Ti–Al–Si(19 at%)–NTi–Al–Si(9 at%)–NTi–Al–Si(4 at%)–NTi–Al–N

1 mm1 mm1 mm1 mm Ti–Al–Si(19 at%)–NTi–Al–Si(9 at%)–NTi–Al–Si(4 at%)–NTi–Al–N

Source: J. Takadoum, H. Houmid-Bennani, and D. Mairey, Journal of European Ceramic Society, 18, 553 (1998). With permission.

crystallites and their uniform distribution with percolation phenomenon of 
amorphous silicon nitride similar to that of the Si effect in TiN fi lms [2]. Figure 8.1 
shows dark-fi eld transmission electron microscope (TEM) images of Ti–Al–Si–N 
coatings containing different amounts of Si. The (Ti, Al)N crystallites (Fig. 8.1a) 
appear to be large grains with a columnar structure. The (Ti, Al)N crystallites 
became fi ner with a uniform distribution as the Si content was increased.

In Figure 8.1b, the crystallites were embedded in an amorphous matrix. 
These crystallites were revealed to be solid-solution (Ti, Al, Si)N phases of typical 
face-centered cubic (fcc) crystal structure from the electron diffraction patterns. 
The (Ti, Al, Si)N crystallites showed a partly aligned microstructure penetrated 
(percolated) by an amorphous phase, but were not distributed homogeneously in 
the amorphous matrix. The microstructure, however, changed to that of a nano-
composite, having much fi ner (Ti, Al, Si)N crystallites (approximately 10 nm) 
and uniformly embedded in an amorphous matrix as the Si content in fi lms 
increased to 9 at% (Fig. 8.1c). Such a microstructure as shown in Figure 8.1c 
was in agreement with the concept of a nanocomposite architecture suggested 
by Veprek et al. [3]. Therefore, the Ti–Al–Si–N coatings with Si content of 9 at% 
exhibited maximum hardness among the experimental conditions. On the other 
hand, at a higher Si content of 19 at% (Fig. 8.1d), (Ti, Al, Si)N crystallites decreased 
(∼3 nm) and the fi lm consisted mainly of the amorphous phase.

Figure 8.2a shows the nanohardness and Young’s modulus of Ti–Al–Si–N 
coatings with various Si contents and average grain sizes. As the Si content 
increased, the nanohardness and Young’s modulus of the Ti–Al–Si–N coatings 
steeply increased, and reached maximum values of ∼55 and 650 GPa at Si con-
tent of 9 at%, respectively, and then dropped again with further increase of Si 
content. The reason for large increases in hardness and Young’s modulus of 
Ti–Al–N with Si addition is due to the grain boundary hardening both by strong 
cohesive energy of interphase boundaries and by Hall–Petch strengthening 
derived from crystal size refi nement, as mentioned in section 7.3, which were 
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simultaneously caused by the percolation of amorphous Si3N4 (H = ∼22 GPa, 
E = ∼250 GPa) [2] into the Ti–Al–N fi lm. Another possible reason would be due 
to solid-solution hardening of crystallites by Si dissolution into Ti–Al–N. The 
maximum hardness value at the silicon content of about 9 at% results from the 
nanosized crystallites and their uniform distribution embedded in the amor-
phous Si3N4 matrix as shown in Figure 8.2. On the other hand, the hardness 
reduction with further increase of Si content after maximum hardness as shown 
in Figure 8.2a has been explained with the thickening of amorphous Si3N4 
phase with increase of Si content [4]. When the amorphous Si3N4 is increased, 
the ideal interaction between nanocrystallites and the amorphous phase is lost, 
and the hardness of the nanocomposite becomes dependent on the property of 
the amorphous phase. On the other hand, Young’s modulus, which must be 
related with density and atomic structure of the fi lm, also largely increased from 
470–670 GPa with Si addition. This latter result was attributed to the densifi -
cation of Ti–Al–Si–N fi lms by fi lling the open structure of the Ti–Al–N grain 
boundaries with amorphous silicon nitride. Young’s modulus reduction with 
further increase of Si content above 9 at% was explained by the increase of 
volume fraction of the amorphous Si3N4 phase, which has a lower atomic 
density than the crystalline (Ti, Al, Si)N phase.

Figure 8.2b shows the friction coeffi cients of the Ti–Al–N, Ti–Al–Si(9 at%)–N, 
and Ti–Al–Si(31 at%)–N fi lms against a steel ball counterpart. The average fric-
tion coeffi cient of the fi lm decreased from 0.9 to 0.6 with increasing Si content. 
This result is caused by tribo-chemical reactions, which often take place in many 
ceramics [5], for example, Si3N4 reacts with H2O to produce a SiO2 or Si(OH)2 
tribo-layer [6]. The products of SiO2 and Si(OH)2 are known to play the role of 
a self-lubricating layer.

Figure 8.3 shows the surface morphologies of the wear track and composition 
analyses for the wear debris after a sliding test. The surface morphology of the 
wear track for the Ti–Al–N fi lm was rough, and the width of the wear track was 

FIG. 8.2
(a) Nanohardness and Young’s modulus and (b) friction coeffi cients of nanocomposite 
Ti–Al–Si–N [nc-(Ti, Al)N/a-Si3N4] coatings as a function of Si content.
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relatively narrow as shown in Figure 8.3a, whereas, the surface morphology for 
the Ti–Al–Si(9 at%)–N fi lm was relatively smooth and the width of wear track 
was wide (Fig. 8.3b). This result is due to the adhesive wear behavior between 
the hard fi lm (∼55 GPa) and the relatively soft steel (∼700 Hv0.2). Thus, the steel 
ball is worn and smeared onto the Ti–Al–Si(9 at%)–N fi lm having higher hardness 
(∼55 GPa). On the other hand, the surface morphology of wear track for the 
Ti–Al–Si(31 at%)–N film was very smooth, and the width of the wear track 
narrowed again as shown in (Fig. 8.3c). This refl ects that the formation of a 
self-lubricating tribo-layer such as SiO2 or Si(OH)2 was activated on increasing 
the Si content. From energy dispersive x-ray spectroscopy (EDS) analyses of the 
wear debris (Fig. 8.3a and b), the peak intensity of Fe for the Ti–Al–Si(9 at%)–N 
fi lm was higher than those for the Ti–Al–N fi lm, and the peak intensities of Ti 
and Al were reversed for the two fi lms. Similar EDS results were found between 
Ti–Al–Si(9 at%)–N and Ti–Al–Si(31 at%)–N fi lms. This indicates that the 
harder fi lm was more wear resistant against the steel counterpart.

8.2  UNBALANCED MAGNETRON SPUTTERING 
OF TI–SI–B–C–N COATINGS

Figure 8.4 shows the x-ray diffraction patterns of Ti–B–C–N and Ti–Si–B–C–N 
fi lms on AISI 304 stainless steel substrates with various Si target powers at a 

FIG. 8.3
SEM morphologies of wear track and composition analyses for the wear debris after the 
sliding test: (a) Ti–Al–N, (b) Ti–Al–Si(9 at%)–N, and (c) Ti–Al–Si(31 at%)–N fi lm.
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fi xed TiB2–TiC composite target power of 700 W. At a Si target power of 0 W, the 
diffraction pattern of the Ti–B–C–N fi lm exhibited a crystalline hexagonal TiB2 
phase with preferred orientations of (001) or (002) crystallographic planes. Any 
XRD peaks corresponding to the crystalline TiC or TiN phase were not observed 
from the Ti–B–C–N diffraction pattern. As the Si target power was increased, the 
diffraction peak intensities of TiB2 (001) and (002) gradually reduced and com-
pletely disappeared at the Si target power of 300 W. At the Si target power of 50 
and 100 W, the TiB2 peaks corresponding to the same (001) and (002) planes as 
well as small TiC peaks for (111) and (311) crystallographic planes were present. 
And, at a Si target power of 150 W, very small diffraction TiB2 peaks for (001) 
and (002) as well as TiC peaks for (111) and (311) were observed. Furthermore, 
at the highest Si target power of 300 W, the XRD pattern presented no diffraction 
peaks for the fi lm, indicating that the fi lm is comprised mainly of an amor-
phous phase. The gradual changes in the XRD patterns of Ti–Si–B–C–N 
films with Si additions into Ti–B–C–N are similar to the case of N addition into 
Ti–B–C, as previously reported by the authors for the Ti–B–C–N nanocomposite 
system [7].

In the report, it was revealed that the crystallites in Ti–B–C–N fi lms were 
composed with solid-solution (Ti, C, N)B2 and Ti(C, N) crystallite (∼10 nm in 
size). Addition of nitrogen into the Ti–B–C fi lm led to grain refi nement of (Ti, 
C, N)B2 and Ti(C, N) crystallites, and their distribution is coupled with a perco-
lation phenomenon of amorphous BN and carbon phase. In order to determine the 
chemical composition and to investigate the bonding status of the Ti–Si–B–C–N 
coating, x-ray photoelectron spectroscopy (XPS) was performed on Ti–B–C–N 
and Ti–Si–B–C–N coatings deposited by unbalanced magnetron sputtering 
from a TiB2–TiC composite target and a Si target at different Si target powers. 
Figure 8.5a provides the content of each element in the Ti–Si–B–C–N coating 

FIG. 8.4
XRD patterns of Ti–B–C–N and Ti–Si–B–C–N fi lms on AISI 304 stainless steel substrates 
with various Si target powers at a fi xed TiB2–TiC composite target power of 700 W.
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with two different Si target powers and a fi xed TiB2–TiC target power of 700 W. 
As the Si target power was increased, the Si content was increased in the 
Ti–Si–B–C–N fi lm from 0 to 14.2 at%. The boron content steeply decreased. 
Figure 8.5b–d present the XPS spectra binding energies of Si, C, and O for 
the Ti–B–C–N and Ti–Si(14.2 at%)–B–C–N coatings. For the Si 2p region 
(Fig. 8.5b), TiSi2 is clearly present with smaller amounts of SiC and SiB4. 
The C 1s region (Fig. 8.5c) confi rms the presence of TixByCz components in 
amorphous free carbon and CNx. With the addition of Si into the Ti–B–C–N coating, 
the free-carbon peak intensity signifi cantly decreased. The large decrease in the 
free-carbon peak intensity of Ti–B–C–N with 14.2 at% Si addition is most likely 
the result of formation of SiC as shown in Figure 8.5b.

Based on the results from the XRD and XPS analyses, it is concluded that the 
Ti–Si–B–C–N coatings are nanocomposites consisting of nanosized (Ti,C,N)B2 
and Ti(C,N) crystallites embedded in an amorphous TiSi2 and SiC matrix including 
some carbon, SiB4, BN, CNx, TiO2, and B2O3 components.

Figure 8.6 presents the nanohardness and H/E values of the Ti–Si–B–C–N 
coatings as a function of Si target power. The hardness of the Ti–Si–B–C–N 

FIG. 8.5
XPS data for (a) content of Ti, Si, B, C, N, and O, and XPS spectra of (b) Si 2p, (c) C 1s, 
and (d) O 1s for Ti–B–C–N with Si target power of 0 W and Ti–Si–B–C–N coating with 
Si target power of 300 W(14.2 at% Si in fi lm).
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coating decreased from ∼42 GPa at 0 W Si target power to ∼36 GPa at 50 W Si 
target power. The hardness was constant at about 35 GPa from 50 to 150 W Si 
target power and decreased again with a further increase in Si target power to 
about 25 GPa at a Si target power of 300 W(14.2at% Si in coating). The decrease 
in hardness of Ti–B–C–N with 50 W Si target power is most likely due to a 
reduction in hard TiB2-based crystallites. The supporting evidence is shown in 
Figure 8.5a, where boron content decreases with increasing silicon content. 
However, the Ti–Si–B–C–N coating with a Si target power from 50 to 150 W 
exhibited a high hardness of about 35 GPa. The reason for maintaining the high 
hardness (∼35 GPa) in Ti–Si–B–C–N coatings with a small amount of Si is most 
likely due to percolation of amorphous TiSi2 and SiC in the grain boundaries. 
Veprek et al. [8] have found that ultra-hardness (80 GPa  ≤  Hv ≤  105 GPa) is 
achieved when the nanosized and/or amorphous TiSi2 precipitate in the grain 
boundaries in their Ti–Si–N (nc-TiN/a-Si3N4/a- and nc-TiSi2) nanocomposites. 
On the other hand, the hardness reduction with further increase in Si target 
power above 200 W can be explained by either an increase in the soft amor-
phous TiSi2, SiC, and SiB4 phases or reduction of hard TiB2-based crystallites.

When the amount of amorphous phase is increased the ideal interaction 
between nanocrystallites and the amorphous phase can be lost, and the hard-
ness of the nanocomposite becomes dependent on the property of the amor-
phous phase [9]. In addition, H/E values, the so-called elastic strain to failure 
criterion, were calculated from the obtained hardness (H) and Young’s modulus 
(E). Recently, Leyland and Matthews [10] have suggested that a high H/E value 
is often a reliable indicator of good wear-resistance. In Figure 8.6, the H/E values 
exhibited a similar tendency with hardness. As the Si target power increased, the 
H/E value of Ti–Si–B–C–N coatings decreased from ∼0.105 to 0.087. From the 
results of hardness and H/E, it can be suggested that the Ti–Si–B–C–N coating 

FIG. 8.6
Nanohardness and H/E values of Ti–Si–B–C–N coating as a 
function of Si target power.
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with Si target power up to 150 W could provide a better wear-resistance with 
higher fracture toughness than that of Ti–Si–B–C–N coatings with Si target 
power above 200 W.

Figure 8.7a shows the friction coeffi cients of the Ti–Si–B–C–N coating 
against a WC-Co ball as a function of Si target power. The average friction coef-
fi cient of the Ti–Si–B–C–N coating rapidly decreased by increasing the Si target 
power and showed a minimum value of ∼0.15 at a Si target power of 50 W, 
and then rebounded with further increase in Si target power above 100 W. This 
large decrease in the friction coeffi cient of the Ti–Si–B–C–N coating with 50 W 
Si target power is most likely due to the formation of smooth solid-lubricant 
tribo-layers formed by tribo-chemical reactions during the sliding test. For 
example, silicon compounds such as TiSi2, SiC, or SiB4 in the coating react with 
ambient H2O and oxygen to produce SiO2 or Si(OH)2 tribo-layers. These 
by-products of SiO2 and Si(OH)2 have been known [5] to play the role of a self-
lubricating layer. This Si effect on tribological behavior in nanocomposites has 
also been found [11] by other authors. In addition, the carbon and hydroxide 
phases in the coating, as shown in Figure 8.5c and d, with small Si content may 
also contribute to the minimum friction coeffi cient value.

However, the friction coeffi cient slightly increased with further increase of Si 
content in the coating. The increase in friction coeffi cient with increased target 
power is most likely due to a reduction in the free-carbon and hydroxide phases, 
which are self-lubricating phases, in the Ti–Si–B–C–N coating as shown in 
Figure 8.5c and d. Figure 8.7b represents the wear rates of the Ti–Si–B–C–N 
coating on AISI 304 substrates as a function of Si target power. The wear rate of 
the Ti–Si–B–C–N coating slightly increased from ∼3 × 10−6 mm3 ⋅ N−1 ⋅ m−1 at 0 W 
to ∼10 × 10−6 mm3 ⋅ N−1 ⋅ m−1 at a Si target power around 200 W. These very low 
wear rates would be due to the adhesive wear behavior between the hard coating 
(∼35 GPa) and relatively soft WC-Co (∼22 GPa) ball. On the other hand, at the 
Si target power above 250 W, the wear rate of the Ti–Si–B–C–N coating steeply 
increased to about 500 × 10−6 mm3 ⋅ N−1 ⋅ m−1 at a Si target power of 300 W. This 

FIG. 8.7
(a) Friction coeffi cients and (b) wear rates of Ti–Si–B–C–N coating against WC-Co ball 
as a function of Si target power.
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large increase in wear rate would be due to the abrasive wear behavior between 
the relatively soft coating (∼25 GPa) and the WC-Co ball. Combining the results 
of the H/E (Fig. 8.6) values and wear rates (Fig. 8.7b), the Ti–Si–B–C–N coating 
with a higher H/E of above ∼0.090 had a better wear-resistance against the 
WC-Co ball in agreement with Leyland and Matthews [10].

8.3  PULSED CLOSED FIELD UNBALANCED 
MAGNETRON SPUTTERING OF 
CR–AL–N COATINGS

One of the most important applications for tribological nanostructured coat-
ings is as a protective layer to improve multiple properties of the working surface 
of a bulk material, or tool, used in an aggressive environment. Development of 
transition metal nitride thin fi lms (e.g., TiN, TiAlN, CrN, CrAlN, etc.) has been 
widely documented as a means to increase productivity and tool life in materi-
al-forming processes, such as die casting, metal forming, plastic molding, glass 
forming tool, and machining/cutting applications. In these applications, how-
ever, the coating material often experiences extreme mechanical, thermal, and 
chemical loading conditions. For example, in the modern high-pressure die 
casting process, a molten aluminum alloy at temperatures ranging from 670 to 
710°C is injected into the die cavity at high velocities of the order of 30–100 m ⋅ s−1. 
The injection pressures are of the order of 50–80 MPa, with a temperature gradi-
ent of around 1000°C ⋅ cm−2 [12]. In the machining of steels, stainless steels, and 
cast irons with coated cemented carbide tools, the cutting edges are worn accord-
ing to different wear mechanisms at high cutting speeds; the amount of heat 
generated in the cutting zone is considerable and the temperature at the cutting 
edge of coated cutting tools may exceed 1000°C in an ambient oxidation envi-
ronment [13].

The demand for continual improvement of hard coatings leads to the need to 
develop multifunctional hard tribological coatings, which can provide a wide 
range of properties. The successful application and improvement of these tribo-
logical hard coatings strongly depends on the microstructure (nanostructure) 
design and deposition process control.

The CrAlN ternary compound fi lm is a very promising die coating candidate 
that shows high toughness and hardness, good wear resistance, and excellent 
oxidation resistance combined with corrosion resistance [14–17]. It was found 
that the aluminum content in the fi lm plays a signifi cant role in determining the 
structure and properties of the Cr–Al–N coatings. The incorporation of alumi-
num into the B1 cubic CrN lattice will lead to the precipitation of a B4 hexago-
nal AlN phase if the solubility limit of AlN in the coating is exceeded. The 
formation of the wurtzite hexagonal structure is not desired due to its low hard-
ness and poor ductility [18]. It has been predicted that CrN shows the highest 
solubility of 77.2% for aluminum among the transition nitrides with a B1 cubic 
structure [19,20]. Therefore, it is possible to add a large amount of aluminum  
into CrAlN fi lms without changing the cubic phase, thereby extending the CrAlN 
fi lm oxidation resistance temperature while maintaining good mechanical and 
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tribological properties. Figure 8.8 shows the change in the crystal structure of 
Cr1−xAlxN deposited by CFUBMS as a function of aluminum content. The B4 
hexagonal AlN structure was observed when the aluminum content is at 64 at% 
[14]. The coexistence of cubic and hexagonal phases is observed when the 
aluminum concentration in the fi lm is at or beyond 64.0 at%.

Figure 8.9 provides the cross-sectional scanning electron microscope (SEM) 
photomicrographs of CrN and Cr0.415Al0.585N fi lms. The columnar grain size of 
CrN is about 100 nm (Fig. 8.9a). A signifi cant decrease in the grain size was 
observed with an increase in the aluminum concentration in the fi lms (Fig. 8.9b). 
The Cr1−xAlxN fi lms’ hardness and Young’s modulus values are plotted as a func-
tion of aluminum concentration in Figure 8.10. The results show that the CrN 
fi lm has a hardness of 25.0 GPa. As aluminum is incorporated into the fi lm, the 

FIG. 8.9
Scanning electron micrographs of cross sections of (a) CrN and 
(b) Cr0.415Al0.585N fi lms on a silicon substrate [14].
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FIG. 8.8
The GIXRD patterns for Cr1−xAlxN fi lms with different alumi-
num concentrations.
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hardness and Young’s modulus values of the Cr1−xAlxN fi lms increase, and both 
reach the maximum values of 36.3 and 370 GPa, respectively, at 58.5 at% 
aluminum concentration. A further increase in aluminum concentration results 
in a decrease in both hardness and Young’s modulus. The increase of the fi lm 
hardness is possibly related to the decrease in the grain size and a denser 
fi lm structure (Fig. 8.9b).

According to the “Hall–Petch” relationship (equation 7.1), the hardness of the 
material increases with decreasing crystallite size, especially prominent for grain 
sizes down to tens of nanometers. In addition, the incorporation of aluminum 
into the CrN lattice will decrease the lattice parameter because of the smaller 
atomic size of aluminum atoms compared with the Cr atom. This behavior will 
increase the covalent energy in the fi lms, because the interatomic distance d, is 
related to the covalent bandgap Eh according to the expression Eh = Kd−2.5. 
Furthermore, addition of aluminum in CrN increases the covalent bonding, as 
CrN is a largely metallically bonded material, while AlN is predominantly cova-
lently bonded [21]. Therefore, the increase in hardness of Cr1−xAlxN fi lms with 
increasing aluminum content is probably related to the above grain size and 
bonding energy effect.

The steady-state coeffi cient of friction (COF) values and calculated wear rates 
of the Cr1−xAlxN nanostructured fi lms are plotted as a function of aluminum 
content in Figure 8.11. It was found that the CrN fi lm exhibits a lower COF 
value (0.28) than all of Cr1−xAlxN fi lms. Adding a small amount of aluminum 
into Cr1−xAlxN fi lms (x = 0.22) resulted in a sudden increase in COF to 0.55. 
Further increasing the aluminum content in the fi lm, the COF of Cr1−xAlxN fi lms 
decreased to a low value of 0.37 at x = 0.585 and then started to increase up to 
0.45 at x = 0.68. The wear rate exhibits a similar trend compared with the COF 
change in Cr1−xAlxN fi lms.

Controlled ion bombardment of growing thin fi lms can be used to modify 
and improve the fi lm structure and properties. Higher energetic species (up to 

FIG. 8.10
Nanoindentation hardness and Young’s modulus of Cr1−xAlxN 
fi lms with different aluminum concentrations.
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hundreds eV) found in the plasma by pulsing the target(s) in magnetron sput-
tering has been discussed in section 7.5.4. In this section, the effect of the pulsed 
ion energy and ion fl ux on the P-CFUBMS-deposited CrAlN fi lm structure and 
properties will be illustrated.

Figure 8.12a shows the 29N2
+ IEDs for pulsing both Cr and Al targets asynch ro-

nously at 100 and 350 kHz with different reverse times, respectively. Different 

FIG. 8.11
COF and wear rate as a function of the aluminum concentra-
tion in Cr1−xAlxN fi lms.
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maximum 29N2
+ energies with a range from 22 to 150 eV were observed in the 

discharged plasma in accordance with different asynchronous pulsing parame-
ters (Fig. 8.12a) [22]. The ion fl uxes of 29N2

+ corresponding to the three pulsed 
ion energy regions (“A”, “B”, “C”) under different pulsing conditions are shown 
in Figure 8.12b [22]. As can be seen, the ion fl uxes in the ion energy region “A” 
decrease with an increase in the reverse time under the same pulsing frequency. 
On the other hand, the ion fl uxes in ion energy regions “B” and “C” exhibit the 
reverse trend, in which they increase when the reverse time increases under the 
same pulsing frequency.

The wide range of pulsed ion energies and ion fl uxes in a pulsed plasma have 
a signifi cant infl uence on the fi lm surface morphology and microstructure. 
Three-dimensional atomic force microscopy (AFM) images and cross-sectional 
SEM micrographs of Cr–Al–N fi lms deposited at different asynchronous pulsing 
conditions are shown in Figures 8.13 and 8.14, respectively.

The change in fi lm surface roughness and morphology can be explained by 
the ion energy/ion fl ux change in the plasma. The low ion energy and ion fl ux 
in the 100 kHz and 1.0 µs pulsed plasma lead to a low nucleation density due to 
the low mobility of the adatoms on the substrate, developing coarser grains with 
a high density of sub-grains and large cell boundaries (Fig. 8.13a). This is con-
sistent with an open columnar structure, corresponding to zone 1 structure in 
the Thornton Zone model [24] as seen in the SEM image (Fig. 8.14a). This fi lm 
exhibited a mean surface roughness of 5.45 nm.

The fi lm that was deposited in the 100 kHz and 5.0 µs condition exhibits a 
very dense grain structure and the smoothest surface with a surface roughness of 
1.04 nm (Figs. 8.13b and 8.14b). This may be attributed to the signifi cant 
increase of ion fl ux in the “B” (middle) ion energy region, and also the total ion 
energy reached 122 eV. In this case, a large fl ux of ions with middle energy level 
bombard the substrate surface, signifi cantly enhancing the adatom mobility 
and diffusivity by the momentum transfer from the impingement. The highly 

FIG. 8.13

2- and 3-D AFM surface morphologies of Cr–Al–N fi lms deposited at different asynchro-
nous pulsing conditions with different maximum 29N2

+ ion energies: (a) 100 kHz and 1.0 ms 
(Etotal = 72 eV), (b) 100 kHz and 5.0 ms (Etotal = 122 eV), (c) 350 kHz and 1.0 ms (Etotal = 
180 eV). (Etotal = pulsed ion energy + substrate bias (−50 V), Ra = surface roughness). 
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Source: J. Lin, J. J. Moore, B. Mishra, M. Pinkas, W. D. Sproul, and J. A. Rees, Surface and Coatings Technology, (2007). With 
permission.
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mobile adatoms can move or diffuse into the inter-grain voids under high 
energy ion bombardment, and a denser structure is attained.

The pulsed ion energy and ion fl ux is further enhanced in the 350-kHz pulsed 
plasma (Fig. 8.12). However, it is noted that the ion energy increase is largely 
from the “C” high ion energy region while the contribution from the “A” low 
ion energy region is decreased compared to the 100-kHz conditions. In the 
cross-sectional fi eld emission scanning electron microscopy (FESEM) micro-
graphs of the 350-kHz and 1.0-µs fi lms (Fig. 8.14c), a different microstructure 
compared to those in 100-kHz pulsing conditions is revealed. Columnar grains 
are still observed but “renucleation” (interruption of fi lm growth due to high 
ion energy bombardment followed by localized growth) on the individual 
column is seen throughout the fi lm. The incoming high energy (>180 eV) ion 
bombardment can disrupt the continued growth of the columnar grains. Thus, 
only few grains grew throughout the fi lm thickness and short columnar grains 
were formed (Fig. 8.14c), while the fi lm surface roughness increased to 2.25 nm 
by kinetic roughening (Fig. 8.13c).

A comparison of the cross-sectional TEM micrographs and corresponding 
selected area electron diffraction (SAED) patterns of Cr–Al–N fi lms deposited at 
100 kHz and 5.0 µs and 350 kHz and 1.0 µs are presented in Figure 8.15a and b, 
respectively. In both fi lms the energetic-enhanced deposition conditions resulted 
in the formation of a dense nanocrystalline structure. The average grain size in 
the 100-kHz and 5.0-µs fi lm is 20–50 nm (Fig. 8.15a). The SAED pattern dis-
plays a typical form of a nanocrystalline material consisting of the fcc (Cr, Al)
N phase. No amorphous rings are observed in the SAED pattern. In the fi lm 
deposited at 350 kHz and 1.0 µs, the arc- and spot-shaped SAED pattern indicate 
that a bi-model grain size is formed in this high-energy bombarded fi lm. The 
small grains are formed on renucleation sites along the larger columnar grains, 
as shown in Figure 8.15b. However, this high ion energy may be excessive for 
the fi lm growth, in that it can cause increased point (vacancy) and line (disloca-
tions) defect density and intensive resputtering and a consequent decrease in 
nucleation sites. The intergranular residual damage is the most prevalent defect 

FIG. 8.14

Cross-sectional SEM micrographs of Cr–Al–N fi lms deposited at different asynchronous 
pulsing conditions with different maximum 29N2

+ ion energies: (a) 100 kHz and 1.0 ms 
(Etotal = 72 eV), (b) 100 kHz and 5.0 ms (Etotal = 122 eV), and (c) 350 kHz and 1.0 ms 
(Etotal = 180 eV). 

(a) (b) (c)

Source: J. Lin, J. J. Moore, B. Mishra, M. Pinkas, W. D. Sproul, and J. A. Rees, Surface and Coatings Technology, (2007). With 
permission.
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in the 350-kHz and 1.0-µs Cr–Al–N fi lm, which was subjected to excessive ion 
bombardment as shown in Figure 8.16a. The grains contain an appreciable 
amount of lattice defects visible by the speckled contrast within the columnar grains. 
Edge dislocations that compensate for the high strain within the columnar 
grains are revealed in Figure 8.16b, which is a high-resolution TEM micrograph 
of the distorted lattice of the Cr–Al–N fi lm.

High-resolution lattice images of Cr–Al–N fi lms deposited at 100 kHz and 
5.0 µs and 350 kHz and 1.0 µs are shown in Figure 8.17a and c, respectively. Fourier 
transform fi ltered images of the same areas are shown in Figure 8.17b and d, 
respectively. From the fi ltered lattice images, the fi lm deposited at 100 kHz and 

FIG. 8.15
Cross-sectional TEM photomicrographs of Cr–Al–N fi lms depo sited at different asynchronized 
pulsing conditions. (a) 100 kHz, 5.0 ms and (b) 350 kHz, 1.0 ms.
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Cross-sectional TEM photomicrograph showing (a) high disloca tion density within the 
columnar grains and (b) high-resolution TEM photomicrograph showing the distorted lat-
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5.0 µs exhibits a uniform lattice with few defects. On the other hand, many 
defects in the form of edge dislocations (indicated by arrows) are observed in 
the 350-kHz and 1.0-µs fi lm.

The evolution of the fi lm microstructure at controlled ion bombardment 
by pulsing the targets has signifi cant infl uence on the fi lm mechanical and 
tribological properties. The hardness and Young’s modulus of Cr–Al–N fi lms 
deposited at different asynchronous pulsing conditions are plotted in Figure 
8.18. The fi lm hardness increased from 34 to 48 GPa when the total ion energy 
in the discharged plasma increased from 72 to 200 eV accordingly. The Young’s 
modulus of the fi lms exhibits a similar trend. The increased hardness of the 
fi lms deposited with pulsed ion energy and ion fl ux bombardment can be 
explained by two features: (i) improved density and decreased (nanocrystal-
line) grain size and (ii) development of internal residual stress and large defect 
densities.

The maximum ion energies were increased from 72 to 122 eV when the 
reverse time was increased from 1.0 to 5.0 µs in asynchronized mode at 100 kHz. 
At the same time, the main ion fl ux contributed from the “B” ion energy region 

FIG. 8.17
(a) High-resolution TEM lattice images of Cr–Al–N fi lm deposited at 100 kHz and 5.0 ms, 
(b) the fast Fourier transform (FFT) fi ltered image of (a), (c) high-resolution TEM lattice images 
of Cr–Al–N fi lm deposited at 350 kHz and 1.0 ms, and (d) the FFT fi ltered image of (c).
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Source: J. Lin, J. J. Moore, B. Mishra, M. Pinkas, W. D. Sproul, and J. A. Rees, Surface and Coatings Technology, (2007). With 
permission.
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(10∼30 eV) increases correspondingly. This controlled middle ion energy bom-
bardment can effectively increase adatom mobility, enhance fi lm density, and 
decrease the columnar grain size without greatly increasing the defect density in 
the fi lm (Fig. 8.15a). The increased hardness values from 34 to 41 GPa in these 
fi lms mainly result from the fi lm structural improvements. Nevertheless, when 
the Cr–Al–N fi lms were deposited in an asynchronized mode at 350 kHz, the 
excessive ion energy bombardment from the “C” high ion energy region will 
result in high defect incorporation as well as high residual stress in the fi lms. In 
general, a high defect concentration in a compressively stressed material will 
restrict the plastic fl ow, and thus be a contributing factor in enhancing the 
hardness [23]. Therefore, further increase in the hardness (41∼48 GPa) in these 
excessively ion bombarded Cr–Al–N fi lms is possibly related to the strain hardening 
and a high defect density.

The steady-state COF values and calculated wear rates of the Cr–Al–N fi lms 
deposited in the asynchronized mode with different maximum ion energies 
are plotted in Figure 8.19. As can be seen, the COF values and wear rate of 
Cr–Al–N fi lms increased with an increase in the maximum ion energy. The 
fi lms deposited at 100-kHz pulse frequency exhibit low COF values in the 
range of 0.38 to 0.46. However, the high point and line defect densities and 
high residual stress incorporated into the fi lms deposited at 350-kHz condi-
tions can decrease the toughness and increase the brittleness of the fi lm. 
Cr–Al–N fi lms deposited at 350-kHz pulse frequency exhibit decreased wear 
resistance, as shown in Figure 8.19.

The technological example of P-CFUBMS of CrAlN fi lms demonstrates the 
importance of fi lm composition design and the deposition process control for 

FIG. 8.18
The hardness and Young’s modulus values of Cr–Al–N fi lms 
deposited in asynchronized mode as a function of maximum 
ion energy in the plasma.
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obtaining high quality fi lms. For the pulsed magnetron sputtering, there is an 
advantage to maintain the maximum pulsed ion energy less than 120 eV and 
increase the ion fl ux in the “A” and “B” middle ion energy regions (10∼70 eV) 
for obtaining improved fi lm nanostructure and tribological properties. If the 
pulsed ion energies are excessive (>120 eV), there will be an increase in point 
and line defects, introduced in the form of high residual stress in the crystalline 
structure.

8.4 CONCLUDING REMARKS

The main purpose of chapters 7 and 8 is to provide a basic level of understand-
ing of the concept, background, and processing of nanostructure and nanocom-
posite thin fi lms. The chapter discusses how nanostructure and nanocomposite 
thin fi lms can result in improved performance to meet the required applica-
tions, such as high wear resistance, low friction coeffi cient, self-lubrication, high 
oxidation, and/or corrosion resistance. These chapters also provide a review of 
some of the thin-fi lm deposition techniques which are widely used to process 
nanostructure and nanocomposite thin fi lms. Approaches to control the fi lm 
chemistry and ion energy (ion fl ux) in tailoring the structure and properties of 
the fi lms to meet specifi c tribological applications are emphasized. A number of 
multicomponent, nanostructured coating examples processed using various 
deposition processes were given to demonstrate the relationship among pro-
cessing, structure, properties, and performance: Ti–Al–Si–N, Ti–Si–B–C–N, and 
Cr–Al–N.

FIG. 8.19
COF and wear rate of Cr–Al–N fi lms deposited in asynchronized 
mode with different maximum ion energy.
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Problems
 8.1 Give three examples of nanostructured 

tribological coatings used in industry. 
Select one of your interest to prepare a 
case study under the following items 
from the literature to study the process–
structure–property relationship: (a) depo-
sition technique and parameters, (b) 
chemical composition, (c) phase struc-
ture, (d) grain size and microstructure, 
(e) properties (e.g., hardness, adhesion, 
tribological, stability with temperature, 
corrosion resistance, surface roughness, 
stress and defect, etc.), and (f) on-going 
research.

 8.2 The ball-on-disk wear test is a widely 
used technique to evaluate the wear 
properties of tribological fi lms. Calculate 
the wear rate of the fi lm expressed in 
mm3 ⋅ N−1 ⋅ m−1, given the following test 
parameters: tests were carried out along 
a circular track of 12-mm diameter under 
a load of 5 N and at a constant sliding 

speed of 40 mm ⋅ s−1, for sliding distances 
up to 1000 m. After the wear tests, the 
average cross-sectional area of the wear 
track in the fi lm was determined to be 
150 µm2 using a surface profi lometer.

 8.3 Briefl y describe the possible effects of the 
following deposition parameters on the 
deposition process and the structure and 
properties of fi lms: (a) working pressure, 
(b) deposition temperature, (c) substrate 
bias, (d) target power, and (e) the gas 
fl ow rate.

 8.4 List at least two characterization tech-
niques which can be utilized to deter-
mine each of the following properties of 
nanostructured coatings, and explain 
the advantages and limitations of each 
technique: (a) grain size, (b) chemical 
compositions, (c) crystalline phase, (d) 
stress, (c) surface morphology, (d) cross-
sectional morphology, (e) texture, and 
(f) hardness.
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NANOCATALYSIS

Scott W. Cowley

 I hence will name it the catalytic force of the substance, and I will name decom-
position by this force catalysis. The catalytic force is refl ected in the capacity that 
some substances have, by their mere presence and not by their own reactivity, to 
awaken activities that are slumbering in molecules at a given temperature.

JÖNS JACOB BERZELIUS, 1836

Chapter 9
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THREADS
Chapter 9 presents a generalized discussion about 
catalysis by nanoparticles. This chapter is the fi rst 
chapter in the Chemical Nanoengineering division of 
the book. Catalysts have been with us for a long 
time. Over the past 50 years, catalysts have made 
many industrial processes successful. Catalysts are 
expected to be enabled and enhanced by appli-
cations of nanotechnology—whether in the form 
of new syntheses, better characterization, or new 
applications.

The next chapter, chapter 10, in this division 
explores the domain of nanocomposites. We have 

already had a discourse about nanocomposites in 
chapters 7 and 8, especially as they apply to thin 
fi lms. Polymer chemistry and the chemical modifi -
cation of carbon nanotubes in particular team up 
to present an entirely new and innovative chapter 
in our already rich experience with composite 
materials.

Following chapter 10, chapters 11–13 delve into 
biological aspects of nanotechnology and applica-
tions. Chapter 14 is a member of the Biological 
Nanoengineering division and presents dis cussions 
about the environment.

FIG. 9.0

Jöns Jacob Berzelius was one of the pioneers of modern chemis-
try. He is responsible for elucidating the “law of defi nite pro-
portions” and for developing a table based on atomic weights. 
He was the fi rst to use the phrase “organic chemistry.” He is 
known for stating the following about catalysis: “Thus it is 
certain that substances have the property of exerting an 
effect quite different from ordinary chemical affi nity, in that 
they promote the conversion without necessarily participating 
in the process with their own component parts.”
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9.0  INTRODUCTION TO CATALYTIC 
AND NANOCATALYTIC MATERIALS

9.0.1 The Importance of Catalysis in a Modern Society

Catalysts have an enormous impact on the social and economic structure of our 
world today. It is projected that by the year 2010, approximately $12 billion worth of 
catalyst materials will be used each year to produce hundreds of billions of dollars 
worth of goods on a worldwide basis [1]. Catalysts are used to make fertilizers, fuels, 
chemicals, medicines, textiles, and many other important products. For example, the 
Haber process, developed by Fritz Haber in 1913, uses an iron-based catalyst to con-
vert nitrogen and hydrogen gases into ammonia. When ammonia is combined with 
nitric or sulfuric acid, then ammonium nitrate or ammonium sulfate fertilizers are 
produced. The utilization of fertilizers results in an increased production of food, 
which supports a much larger population. A similar example can be given for the 
catalytic conversion of petroleum products into the various hydrocarbon fuels 
needed for our farming, manufacturing, and transportation industries, thus bringing 
people, food, and goods to the market place. Catalysts also play a major role in 
improving our quality of life from an environmental perspective. For example, a cata-
lyst containing platinum, palladium, rhodium, cerium, and other compounds is 
used to control the emission levels of toxic gases emitted from our automobiles.

9.0.2 What Is a Catalyst?

The term “catalyst” was fi rst used by the Swedish chemist Jöns Jacob Berzelius in 
his published work on the catalytic decomposition of hydrogen peroxide in the 
Edinburg Philosophical Journal in 1836. He observed that a catalytic substance 
increased the rate of reaction without being changed or being consumed itself. 
However, the exact function of the catalyst remained a mystery to Berzelius for 
he described it as “an inherent force whose nature is still unknown.”

Advances in scientifi c methods and analytical techniques have greatly improved 
our understanding of how a catalyst works. Today we know that a catalyst increases 
the rate of reaction by lowering the activation energy (Ea) required to convert reac-
tants into products. The catalyst may actually be consumed during the reaction, 
but it is always regenerated by the end of the reaction cycle. Once regenerated, the 
catalyst is available to participate in another reaction cycle. Consequently, only a 
small amount of catalyst is needed to convert a large amount of reactant into 
product. Thus catalytic materials become very important when considering if a 
chemical process is “green” or “sustainable.” Consider the thermal decomposi-
tion of formic acid (HCO2H) into water (H2O) and carbon monoxide (CO), or 
into hydrogen (H2) and carbon dioxide (CO2) as shown in equation (9.1).

 + ← → +2 2 2 2CO H O HCO H H CO  (9.1)

At room temperature, ∼21°C, the reaction rate is nearly immeasurable, because 
only a very small population of molecules has suffi cient energy to react, that is, 
they have insuffi cient energy to overcome the activation energy (Ea) barrier that 
is required for a chemical change, as shown in Figure 9.1. The formic acid mol-
ecules must collide with suffi cient energy to go through the transition states that 
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are shown at the top of the energy curve in Figure 9.1, and form the products 
given in equation (9.1). If the temperature is increased, a larger population of 
molecules will have enough energy to overcome the activation energy barrier 
and the reaction will proceed at a measurable rate. However, now there is enough 
energy to cross the reaction barriers in both directions resulting in a nonselective 
process. The use of a catalyst can dramatically alter this situation by selectively 
lowering the activation energy for one pathway but not for the other. Platinum 
selectively decomposes formic acid into hydrogen and carbon dioxide, while 
aluminum oxide gives carbon monoxide and water as the major products. In 
summary, a catalyst accomplishes the following:

 1. It lowers the activation energy of the reaction, thus it speeds up the 
rate of the reaction. A catalyst does not change the thermodynamic 
equilibrium of a reaction; it only increases the speed for which equi-
librium is reached. In addition, a lower activation energy means that 
a lower reaction temperature can be used.

 2. It participates in the reaction chemistry, but it is always regenerated 
and is available for other reaction cycles. Therefore, only a small 
amount of catalyst is required for the overall reaction process.

 3. It can increase the selectivity for a given reaction by lowering the acti-
vation energy of one pathway over that of another.

9.0.3 The Nano Perspective

Only a portion of the catalysts used today can be classifi ed as nanocatalysts. The 
term nanocatalyst is defi ned as a material that has catalytic properties on at least 

FIG. 9.1
Schematic of the thermal and catalytic decomposition of formic acid into carbon dioxide 
and hydrogen or into carbon monoxide and water.
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one nanoscale dimension. The concept of a “nanocatalyst” is not new to scien-
tists and engineers working in this fi eld. Although the term “nano” was not 
commonly used until more recent times, researchers traditionally focused on 
producing very small particles of active catalytic agents in order to maximize the 
reaction effi ciency and to reduce the overall cost of the chemical process. Recent 
advances in synthetic methods for the production of nanomaterials has produ-
ced new nanocatalysts with novel properties and reactivity. Traditional commer-
cial nanocatalysts such as enzymes, zeolites, and transition metal nanocatalysts 
represent about 98% of the global nanocatalyst market. Newer nanocatalyst 
materials account for the other 2%. The global market for nanocatalysts is forecast 
to be $5 billion by the year 2009, with the newer novel nanocatalyst materials 
expanding to about 7% of the market.

A simple schematic of a commercial platinum catalyst is shown in Figure 9.2. 
The functioning catalyst consists of small nanosized (1–5 nm) metal crystallites 
supported on a porous metal oxide support. In this case, the active catalyst is plati-
num and the porous support is aluminum oxide (alumina). The support plays 
several important roles. Since platinum is a very expensive metal, it is important 
that every platinum atom be involved in the reaction in order to recover the cost 
of the platinum in reasonable time. Since the chemical reaction occurs only at the 
surface of the metal crystallite, any atom in the interior of the crystallite is inacces-
sible and provides no value to the reaction process. In other words, they cost the 
user money but don’t pay for themselves. Therefore, it is benefi cial to have as 
many atoms on the surface of the crystallite as possible to increase the benefi t-to-
cost ratio of the catalyst. The porous support provides an inexpensive, but high 
surface area, base on which to disperse the platinum crystallites. In some cases the 
support is inert and in other cases it plays an important role in the chemistry as 
well. Support materials commonly consist of silica (SiO2), alumina (Al2O3), acti-
vated carbon, amorphous silica–alumina (SiO2–Al2O3), and crystalline zeolites 
(SiO2–Al2O3), and have surface areas of 100–1000 m2 ⋅ g−1. In addition the high 
surface area of the support permits the catalyst to be quite compact, but able to 

FIG. 9.2 Schematic of a supported platinum metal catalyst. 
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Source:  R. Farrauto and C. Bartholomew, Fundamentals of industrial catalytic processes, 
John Wiley & Sons, (2006). With permission.
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handle a large volume of reactant. A TEM image of rhodium metal nanocrystal-
lites on a nonporous silica microsphere is shown in Figure 9.3 [3].

There are other benefi ts to making the metal crystallite smaller. The material 
properties, such as optical, magnetic, and surface chemistry of the crystallite, 
change dramatically once they are in the nanocrystallite range. For example, gold 
is a very inert metal and consequently makes a poor catalyst. Gold particles, 
which are smaller than 20 nm, are purple in color rather than the traditional 
yellow color, and are capable of oxidizing carbon monoxide into carbon dioxide  
at room temperature.

9.1 FUNDAMENTALS OF CATALYSIS

9.1.1 Adsorption of a Molecule on a Catalyst Surface

An atom in the interior of a crystallite may have as many as 12 nearest neigh-
bors and is fully satisfi ed in terms of its bonding needs. However, as shown in 
Figure 9.4, surface atoms have fewer nearest neighbors. A terrace surface atom 
will have nine, an edge atom six, and a corner surface atom four nearest neighbors. 
Thus the bonding needs of these surface atoms have not been met, resulting in 
a higher energy at the surface than in the interior. Consequently, surfaces will 
form bonds with molecules that they come in contact with in order to lower 
the overall energy of the crystallite. If a bulk metal is cleaved to expose a new 
active surface, it will immediately bond to the molecules in air to satisfy its 
bonding needs. Figure 9.5 [4] shows a high-resolution transmission electron 
microscope image of Pd nanocrystallites on a silica surface.

FIG. 9.3
A transmission electron microscope (TEM) image of rhodium 
metal nanocrystallites on a nonporous silica microsphere. 

30 nm

Source: S. Chakraborti, A. K. Datye, and N. J. Long, Journal of Catalysis, 108, 444–451 (1987). 
With permission.
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Since oxygen forms a strong bond with most metals, it reacts faster with the 
metal surface than the other molecules present in air, and soon a monolayer of 
oxygen atoms are bonded to the surface. This adsorption process is called chemi-
cal adsorption or chemisorption. The speed at which chemisorption occurs 
depends on the metal–oxygen bond strength for the various metals. As one might 
imagine, the fewer neighbors that a surface atom has, the more reactive it will be. 
Thus, the strength of bonding to the metal surface occurs in the order of corner 
atoms > edge atoms > terrace atoms. We can take advantage of this phenomenon 

FIG. 9.5
A HRTEM image of palladium nanocrystallites on a silica 
support. 

25 nm50 nm

Pd

Source: H.-Y. Lee, S. Ryu, H. Kang, Y.-W. Jun, and J. Cheon, Chemical Communication, 1325–1327 
(2006). With permission.

FIG. 9.4

Illustration of metal crystallites on a support surface. Top views 
of crystalline structures on a substrate support material. The 
lack of nearest neighbors results in higher surface energy that 
translates into catalysis. Terrace surface atoms have nine nearest 
neighbors. Edge atoms have six and corner atoms are extremely 
undersaturated with only four nearest neighbors. Other forms 
of surface species also exist.
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by generating an active metal surface in the presence of reactant molecules in a 
closed system, rather than air. Figure 9.6 [2] illustrates the adsorption of hydro-
gen onto a nickel surface. As hydrogen molecules approach the surface the atoms 
in the molecule begin to form hydrogen–metal bonds and simultaneously break 
the hydrogen–hydrogen bond, resulting in the dissociation of the hydrogen mol-
ecule into hydrogen atoms on the nickel surface, as shown in equation (9.2)

 + →2 (S) (S)H 2Ni 2HNi  (9.2)

where
Ni(S) represents a surface nickel atom
HNi(S) represents a hydrogen atom bonded to a nickel surface atom

9.1.2 Adsorption Theory

In order for a chemical reaction to occur on the surface of a catalyst, all the 
reactants must adsorb onto the surface and all the products must desorb. In 
1916, Irving Langmuir published his theoretical work on the adsorption of gases 
on solid surfaces, and in 1936 he received the Nobel Prize for his “discoveries 
and investigations in surface chemistry.” His theory was based on the following 
four precepts:

 1. The surface of the solid catalyst is uniform, thus all surface bonding 
sites are equivalent and interact with each adsorbing gas molecule in 
the same way.

 2. The mechanism for bonding the gas to the surface is the same for 
every surface site.

 3. Each adsorbed molecule behaves as an independent species and does 
not interact with other adsorbed molecules on the surface.

 4. As the partial pressure of the adsorbate gas (PA) is increased, the pop-
ulation of gas molecules adsorbed on the surface is also increased 

FIG. 9.6
Illustration of the dissociative adsorption of hydrogen molecules 
into hydrogen atoms on a nickel metal surface.
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Source: G. C. Bond, Heterogeneous catalysis: Principles and applications, Oxford Press, Oxford, (1974). 
With permission.
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until a maximum coverage is obtained. This maximum coverage is 
referred to as a monolayer. Thus, the moles of gas, which are adsorbed 
on the surface, are directly proportional to the number of adsorption 
sites on the surface.

Langmuir’s precepts are idealistic and exceptions to the precepts are well known. 
Although more complex theories have evolved to address these discrepancies, 
his theory serves as a good model for introducing the student to the concepts 
of adsorption. Let’s assume that a clean metal surface is placed into a closed 
vessel containing only the adsorbate gas and the system is allowed to reach 
equilibrium, and according to equation (9.3)

 + ←⎯→1

2(g)A S ASk
k  (9.3)

where
A(g) represents the adsorbate gas
S represents an unoccupied surface bonding site
AS represents a surface site occupied by or chemically bound to an adsorbate 

molecule

When the partial pressure of A is increased, the equilibrium is shifted to the 
right, resulting in a higher population of adsorbed species. The rate of adsorp-
tion (ra) and rate of desorption (rd) can be expressed in terms of the partial pres-
sure of adsorbate (PA), the adsorption rate constant k1, the number of unoccupied 
sites (S), the desorption rate constant k−1, and the number of occupied sites 
(AS), as given in equations (9.4) and (9.5).

 =a 1 Ar k P S  (9.4)

 −=d 1r k AS  (9.5)

At equilibrium, the rate of adsorption equals the rate of desorption and

 −=1 A 1k P S k AS  (9.6)

or

 −= =A A A 1 1, where /AS K P S K k k  (9.7)

The total number of surface sites (ST) is equal to the number of unoccupied sites 
(S) plus the number of occupied sites (AS).

 = + = +T A AS S AS S K P S  (9.8)

Thus

 = = +A T A A A A/ /( )AS S K P S S K P Sq  (9.9)

 = +A A A A A/(1 )K P K Pq  (9.10)

Equation (9.10) is known as the Langmuir isotherm equation, and qA represents 
the fraction of surface sites occupied by adsorbent A. When qA is plotted versus 
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the PA, a Langmuir isotherm is obtained, as shown in Figure 9.7. If Langmuir’s 
precepts are valid, then a monolayer of A is formed on the surface when the PA 
is large enough to make qA equal to 1.0. At this point no further adsorption is 
possible. Information about the bond strength and the effect of temperature 
on the adsorption equilibrium are contained in KA. If the temperature is 
kept constant, then the magnitude of the KA value refl ects the strength of the 
adsorbate–surface bond.

In Figure 9.7, the shape of the adsorption curves correlates to progressively 
weaker adsorbate–surface bonding as KA1 > KA2 > KA3. For example, the relative 
KA values for the adsorption of hydrogen onto nickel, iron, or copper are 
KA(Ni) > KA(Fe) > KA(Cu). If one is interested in the hydrogenation of ethene 
(H2C�CH2) to ethane (H3C�CH3), as shown in equation (9.11), then nickel 
metal would be a good candidate and copper a poor one. Because Ni is the catalyst, 
it is not included in the overall reaction equation, but written over the arrow, 
indicating it is not consumed during the reaction.

 == + ⎯⎯→ −Ni
2 2 2 3H C CH H H C CH  (9.11)

If the surface is kept constant, then the shape of the curve represents the effect 
of temperature on the adsorption equilibrium, that is, as the temperature is 
increased the adsorption equilibrium shifts further to the left, thus KA1 would 
represent the lowest temperature and KA3 the highest. Since most adsorptions 
are nearly always exothermic, the adsorbate tends to desorb from the surface as 
the temperature is increased.

In reality the four precepts suggested by Langmuir are not often valid. 
Crystallite surfaces tend to be nonuniform as shown in Figure 9.4. The mechanism 

FIG. 9.7

Pt speciation from the pathway and formation and dissociation 
constants of Sillen and Martell [5,6]. [PtCl6]−2 (♦), [PtCl5(H2O)]−1 
(■), [PtCl4(H2O)]0 (x), [PtCl5(OH)]−2 (▲), [PtCl4(OH)(H2O)]−1 
(YY), [PtCl4 (OH)]−2 (●).
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for adsorption can vary depending on the type of sites available on the surface. 
For example, carbon monoxide can adsorb in a linear fashion to a single-surface 
metal atom or it can form a bridge across two metal atoms. In many cases, 
adsorbate molecules can interact with each other. Depending on the tempera-
ture and the strength of the adsorbate–surface bond versus adsorbate–adsorbate 
interactions, multiple layers of adsorbate can form. This kind of multiple layer 
adsorption is best described by the BET equation published by Stephen Brunauer, 
Paul Emmett, and Edward Taylor in 1938.

9.1.3 Surface Reactions

Once reactant molecules adsorb onto a surface, they must undergo a reaction to 
form products. Eventually the products desorb and the catalyst surface is restored 
to its initial chemical state (regenerated) and is ready for the next reaction cycle. 
The reaction conditions that produce the optimum product yield are deter-
mined by varying the reaction temperature, pressure, and catalyst contact time 
with the reactant. The catalyst contact time can be changed by changing the fl ow 
or agitation rate in the vessel. One of the objectives of a researcher in this fi eld 
is to understand the reaction mechanism. If some knowledge of the reaction 
mechanism is available, then the catalyst formulation can be improved using 
sound scientifi c principles, rather than relying on a trial and error approach. 
Details of the surface reaction chemistry can be obtained by doing a kinetic 
study combined with a variety of surface and bulk analytical methods. This 
section focuses on the kinetic approach and section 9.3 focuses on the most 
common analytical methods that are used.

In his early career, Cyril Hinshelwood published his work (1921) on molecu-
lar kinetics at surfaces, using the precepts of Langmuir. Today it is referred to as 
the Langmuir–Hinshelwood mechanism. The overall reaction given in equation 
(9.12) is used to illustrate this mechanism, where A(g) and B(g) represent the 
gaseous reactants and C(g) represents the gaseous product. Although this 
equation represents the overall stoichiometric reaction, it does not include all 
the intermediate steps of the reaction.

 + →(g) (g) (g)A B C  (9.12)

Hinshelwood assumed that following reaction sequence took place on the sur-
face of the catalyst:

 
+ →(g)  (associative adsorption of  onto vacant site )A S AS A S  (9.13)

 
+ →(g)  (associative adsorption of  onto vacant site )B S BS B S  (9.14)

 + → +  (surface reaction)AS BS CS S  (9.15a)

 
→ +(g)  (desorption of   from  to regenerate vacant site)CS C S C S  (9.15b)

and that the reactants A and B were associatively adsorbed, that is, they were 
adsorbed without the molecules breaking apart on the surface. If we assume that 
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the adsorption steps are fast and in equilibrium and that the surface reaction 
is the slow or rate-limiting step, a rate expression can be written as follows:

 = 3Rate ( )( )k AS BS  (9.16)

In order for this rate expression to be meaningful, it must be written in terms 
that can be measured experimentally. The values AS and BS are very diffi cult, if 
not impossible, to measure under experimental conditions; therefore, the rate 
expression must be rewritten in terms of quantities that can be measured, such 
as the concentration or partial pressures of reactants and products, that is, CA, 
CB, and CC, or PA, PB, or PC. If adsorption is fast and reversible, then it reaches 
equilibrium quickly and can be written as follows:

 
= =A A A

A

( )
 or ( )

( )
AS

K AS K P S
P S  

(9.17)

 
= =B B B

B

( )
 or ( )

( )
AS

K AS K P S
P S

 (9.18)

 
= =C C C

C

( )
 or ( )

( )
AS

K AS K P S
P S  

(9.19)

Substituting for AS and BS, we can express the rate expression in terms of partial 
pressures of A (PA) and B (PB):

 = = 2
3 A A B B 3 A A B BRate ( )( ) ( )( )k K P S K P S k K P K P S  (9.20)

The number of vacant sites (S) is another experimental value that is very diffi cult 
to measure, but the total number of surface sites (ST) can be measured using 
adsorption techniques. At any point during the reaction, ST is equal to the sum 
of the vacant and occupied sites as given in equation (9.21):

 = + + + = + + +T A A B B C C(1 )S S AS BS CS S K P K P K P  (9.21)

 
=

+ + +
T

A A B B C C(1 )
S

S
K P K P K P

 (9.22)

 
=

+ + +

2
3 A A B B T

2
A A B B C C

( )( )
Rate

(1 )
k K P K P S

K P K P K P
 (9.23)

 

2
A B T

2
A A B B C C

( )
Rate

(1 )
k’ P P S

K P K P K P
=

+ + +
 (9.24)

It is important to note that under the reaction conditions normally used, the 
adsorbed species AS and BS are mobile and move from site to site. When AS and 
BS are on adjacent sites and collide with suffi cient energy to overcome the Ea of 
the reaction, then a surface reaction occurs and the product CS is formed. The 
example above is of course very idealized. For real reactions the molecules may 
actually dissociate into smaller fragments on the surface. These fragments can 
recombine to form new products. The structure and relative ratio of these frag-
ments on the surface is controlled by the strength of bonding on the catalyst, the 
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partial pressure of the reactants, and the reaction temperature. The hydrogena-
tion of carbon monoxide serves as a good example of this. When copper is used 
as a catalyst material, it is unable to dissociate carbon monoxide into carbon 
and oxygen atoms, thus carbon monoxide adsorbs as an intact molecule on the 
surface. Hydrogen on the other hand dissociates into hydrogen atoms. When 
adsorbed hydrogen atoms collide with an adsorbed carbon monoxide molecule, 
a reaction occurs and methanol is produced. The net methanol synthesis reaction 
is shown in equation (9.25):

 + ⎯⎯→Cu
2 3CO 2H CH OH (net reaction with Cu catalyst)  (9.25)

A simplifi ed mechanism is given below:

 + →CO S COS (associative adsorption of CO)  (9.26)

 + →2 2H 2S 2HS (dissociative adsorption of H )  (9.27)

 + → +2COS 2HS H COS S (surface reaction)  (9.28)

 + → +2 3H COS 2HS CH OHS S (surface reaction)  (9.29)

 → +3 3CH OHS CH OH S (desorption of methanol product)  (9.30)

On the other hand, if nickel is used as the catalyst then a different outcome is 
obtained and carbon monoxide and hydrogen are converted into methane. 
Nickel can dissociate (break apart) the CO molecule on the surface and copper 
cannot. Both metals can dissociate hydrogen into hydrogen atoms. Hydrogen is 
so strongly adsorbed onto nickel that each time a carbon monoxide molecule 
adsorbs and breaks apart it is surrounded by a very large population of hydrogen 
atoms and the most probable reactions are multiple collisions with hydrogen 
atoms to eventually form methane. The adsorbed oxygen atom shares the same 
fate and is quickly converted into water. The net methane synthesis reaction is 
shown in equation (9.31) and a simplifi ed mechanism is presented in equations 
(9.32)–(9.37).

 + ⎯⎯→ +Ni
2 4 2CO 3H CH H O (net reaction with Ni catalyst)  (9.31)

 + → +CO 2S CS OS (dissociative adsorption of CO) (9.32)

 + →2 2H 2S 2HS (dissociative adsorption of H )  (9.33)

 + → +2CS 2HS H CS S (surface reaction)  (9.34)

 + → +2 4 4H CS 2HS CH 2S (formation and desorption of CH )  (9.35)

 + → +22HS OS H OS S (surface reaction)  (9.36)

 → +2 2H OS H O S (desorption of water)  (9.37)
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Iron can also dissociate carbon monoxide into carbon and hydrogen atoms, but 
it does not adsorb hydrogen nearly as well as nickel. Therefore, carbon species 
have an opportunity to collide with each other as well as with hydrogen atoms. 
This process is known as the Fisher–Tropsch synthesis of hydrocarbons and is 
currently being used to synthesize gasoline and other hydrocarbon products at 
the Sasol plant in South Africa.

 + + ⎯⎯→ +Fe
2 2 2CO ( 2)H  (CH ) H O (net reaction with Fe catalyst)nn n  (9.38)

 + → +CO 2S CS OS (dissociative adsorption of CO)  (9.39)

 + →2 2H 2S 2HS (dissociative adsorption of H )  (9.40)

 + → +2CS 2HS H CS S (surface reaction)  (9.41)

 →2 2 2H CS SCH CH S (surface reaction)  (9.42)

 → + −2 2H CS S(CH ) S ( 2)S (surface reaction)nn n  (9.43)

( )−+ →2 3 2 32S(CH ) S 2HS CH (CH ) CH  (product formation and desorption)n n
 (9.44)

As one can see, the proper selection of catalyst materials and reaction conditions 
is critical in determining the reaction pathway and thus the end product.

9.2 SYNTHESIS

9.2.1 Synthesis Requirements

The primary synthetic objectives, for a commercially viable catalyst, are to make 
a catalyst that is highly active, highly selective for the desired product, mechani-
cally durable, thermally stable, long lived, and cost-effective. It can be quite a 
challenge to meet all of these requirements. To illustrate this philosophy, let’s 
examine the components of a catalytic converter on an automobile to reduce 
exhaust emissions. The catalytic converter consists of a ceramic monolith or honey-
comb, as shown in Figure 9.6, that is coated with a fi ne powder of highly porous 
(∼150 m2 ⋅ g−1) gamma aluminum oxide, which is also known as gamma-
alumina (γ-Al2O3). The ceramic honeycomb gives mechanical strength to with-
stand the vibrations and thermal variations experienced inside the catalytic 
converter. Its open structure provides uniform fl ow and good contact with the 
combustion gases exiting from the engine. However, it has a very low surface area 
and surface features that don’t permit good dispersion or adhesion of the active 
catalyst components, which are platinum, palladium, and rhodium. The alumina 
is added because it bonds well to the ceramic and provides a surface that gives 
good binding and dispersion of the active catalyst metals. Dispersion means the 
metal or metal oxide crystallites of the active catalytic material are small and is 
defi ned by the following equation:

 
= ×S

T

% 100
M

D
M

 (9.45)
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where
%D represents the percent dispersion
MS represents moles of metal atoms on the particle surface
MT is the total moles of metal atoms in the particle

For nanocatalyst particles the value of %D approaches 1, that is, nearly every 
atom in the particle is exposed to the surface. Since only atoms on the surface 
can participate in a catalytic process, a high metal dispersion corresponds to a 
high catalytic activity.

In this example, the active catalytic components are platinum, palladium, 
and rhodium. These are very expensive elements. If a company wishes to 
recover the cost of the initial expense of the catalyst, it is important that as 
many platinum atoms as possible contribute to making the desired product. 
For a 200-µm-sized platinum metal particle, only the atoms on the surface 
contribute to the reaction chemistry. However, in this case there are more plati-
num atoms in the interior of the particle than there are on the surface. The 
interior atoms cost money, but provide no catalyst benefi t to the user. The 
smaller the catalyst particle the higher its effectiveness, that is, the more atoms 
that are on the surface participating in the reaction, and the catalyst pays for 
itself in a shorter time.

One of the objectives of catalyst synthesis is to generate active catalyst parti-
cles that have diameters in the nanometer range. Such small particles will have 
nearly every atom exposed to the surface. Although this is the desired outcome, 
it is diffi cult to achieve because atoms on the surface are higher in energy than 
those on the interior. The more atoms that are exposed to the surface, the higher 
the overall energy of the particle. Thermodynamics dictates that larger particles 
are more stable than smaller ones. Thus thermodynamics drives the synthesis in 
the direction of larger particles, which is opposite to the desired objective. The 
challenge is to prepare a catalyst with nanosized particles that are stable under 
the conditions used during the reaction. The next section will discuss how that 
is done.

9.2.2 Example of a Conventional Synthetic Technique

There are many ways to prepare a catalyst with nanosized particles. This section 
will focus on the more common methods for making a commercial catalyst 
material. There are four traditional ways for preparing a catalyst. The fi rst and 
most common method is called the impregnation or incipient wetness tech-
nique. In this method, an aqueous solution containing the soluble metal salt 
of the active catalyst, such as (NH3)4Pd(NO3)2, PtCl4, PlCl2, Ni(NO3)2, HAuCl4, 
etc., is coated (impregnated) onto the surface of a highly porous support mate-
rial, such as alumina (Al2O3), silica (SiO2), or silica–alumina (SiO2–Al2O3). The 
catalyst is dried at ∼120°C to remove excess water and then heated to ∼500°C 
in air, also known as calcining, to decompose the metal salt into its active metal 
or metal oxide form. For example, platinum and gold decompose directly into 
the metal form under calcining conditions, while palladium and nickel form 
a metal oxide. Different forms of the catalyst are used for different types of 
reactions. For example, a hydrogenation reaction requires the metal form and 
an oxidation reaction usually requires the oxide form. If the metal form of the 
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catalyst is required, then it can be reduced to the metal form in a subsequent 
step using a reducing agent, such as hydrogen.

The key to forming metal or metal oxide particles in the nanometer range lies 
in the details of the preparation. The chemistry of the support surface plays a very 
important role in generating such small catalyst particles. When exposed to an 
aqueous solution, a porous metal oxide support has both positive and negative 
charges on its surface. The relative population of positive or negative charges 
depends upon the pH of the solution and the isoelectric point (IEP) of the sup-
port. The IEP is defi ned as the pH of the solution where the population of positive 
and negative charges is equal and the net charge on the surface is zero. The IEP for 
silica is zero at a pH of approximately 2, while that of γ-Al2O3 is zero at a pH of 
approximately 7. If one is making a catalyst that requires platinum, then a soluble 
platinum salt, such as (NH3)4Pt(NO3)2 or H2PtCl6, is used. When the salt is 
dissolved into water, ions as shown in equations (9.46) and (9.47) are formed.

 
+ −→ +2

3 4 3 2 3 4 3(NH ) Pt(NO ) (NH ) Pt 2(NO )  (9.46)

 
− +→ +2

2 6 6H PtCl [PtCl ] 2H  (9.47)

In the fi rst example, the platinum ions have a positive (+2) charge and in the 
second they have a negative (−2) charge. The chloroplatinic acid (H2PtCl6) solu-
tion has a pH around 2.5, which means the silica surface is slightly negatively 
charged. Consequently, the negatively charged platinum compound [PtCl6]−2 
tends to aggregate with itself rather than be dispersed on the surface, resulting in 
metal particles that are larger than the desired nanoparticle range. When alu-
mina is used as the support, the surface is predominantly positively charged at 
a pH of 2, and thus the platinum ions are highly dispersed on the alumina sur-
face, rather than aggregating into metal salt crystallites on the surface. As the 
catalyst is dried and calcined very small metal particles result. A similar result 
can be obtained for a silica support by modifying it with a small amount of 
lanthanum oxide (lanthana). The resulting surface has an IEP value of zero at a 
pH of approximately 6. In the case of PtCl4, the nature of the dissolved species 
and its charge are pH dependent (see Fig. 9.7).

It is easily seen that the IEP of the support surface and the charge of the metal 
ion in solution are factors that can be manipulated to optimize the dispersion 
of the metal on the surface during preparation of the catalyst and can lead to the 
generation of nanosized particles. Other preparation methods include copre-
cipitation, ion exchange, and chemical vapor deposition. Details of these syn-
thetic methods are presented in other references.

9.2.3  Nontraditional Methods for Preparing 
Nanocatalysts

The problem with conventional catalyst preparations is the lack of uniformity of 
the catalyst particles produced. One obtains a range of particle sizes that is solely 
dependent on the random aggregation of metal atoms on the support surface. 
Newer methods of catalyst preparation permit the formation of nanometal clus-
ters of a well-defi ned size and composition, which results in a material which 
demonstrates a highly size-dependent catalyst activity and selectivity. The control 

48031_C009.indd   40048031_C009.indd   400 10/29/2008   9:00:14 PM10/29/2008   9:00:14 PM



  Nanocatalysis 401

of particle size introduces a new dimension of control in the catalyst performance 
that is not achievable using traditional synthetic methods. These techniques 
involve atomic layer deposition, laser ablation, and high vacuum techniques. 
For example, nanosized clusters of metals or metal alloys can be generated using 
vacuum techniques and mass spectrometry to selectively deposit metal clusters 
of a uniform size. These clusters demonstrate unique adsorption and catalytic 
properties and provide the basis for obtaining a better understanding of how 
nanosized particles affect the fundamental catalytic performance.

Recent work at the University of Georgia and the Technical University of 
Munich have discovered that gold nanoparticles are negatively charged. This 
phenomenon is thought to be responsible for aiding the low temperature 
adsorption and oxidation of carbon monoxide into carbon dioxide. A conven-
tional catalytic converter must be heated by the engine exhaust to a temperature, 
called the light-off temperature, where the temperature is suffi cient to sustain 
the oxidation reactions needed for pollution control, especially hydrocarbons 
and carbon monoxide being oxidized to less toxic substances, such as carbon 
dioxide and water. A signifi cant amount of pollution occurs between the cold 
start-up of the engine and the catalyst light-off time. A low temperature catalyst 
would make a tremendous impact on this problem.

Although new nanocatalyst materials have tremendous economic potential, 
there are still many problems to be resolved. Uniform nanocatalyst particles 
tend to be expensive to produce and are often unstable at the reaction condi-
tions normally employed in many catalytic processes. New nanomaterials have 
provided the scientifi c community with a much improved understanding of the 
fundamental workings of a catalyst. Incorporating this new knowledge into an 
economically viable catalytic material is the challenge to be met by current and 
future scientists.

9.3 CATALYST CHARACTERIZATION

9.3.1 Overview

It is important to know the bulk and surface composition of a catalyst once it 
has been prepared. For a new catalyst formulation, this important information 
allows the researcher to accurately reproduce the synthesis and to better under-
stand how the catalyst actually performs its catalytic function. With such knowl-
edge, the researcher can use scientifi c principles to design a better catalyst in the 
future, rather than relying on trial and error methods of discovery. Some industrial 
catalysts have gradually evolved over decades. However, the introduction of 
modern analytical methods has greatly shortened the development time for new 
catalyst formulations that are more active, selective, and cost-effective.

Catalysts usually have a limited lifetime and begin to show a gradual or even 
rapid deactivation under certain reaction conditions. Analytical methods can 
provide valuable information about the cause of this deactivation. If the prob-
lem is identifi ed, then new formulations can be designed to prolong the catalyst 
lifetime or reaction conditions can be selected to avoid or slow down the deac-
tivation process. For example, platinum or palladium nanoparticles can react 
with trace impurities in the reaction feedstock, such as hydrogen sulfi de, to form 
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a stable platinum or palladium sulfi de surface that is catalytically inactive. 
Surface analysis can identify the chemical culprit and then the researcher can 
take appropriate action to minimize or eliminate this problem. Today there are 
numerous analytical techniques available to scientists and engineers in this 
fi eld. In the interest of brevity, only a few of the more commonly used methods 
will be discussed here.

9.3.2 Bulk Characterization Techniques

Although all of the chemistry takes place at the solid–gas or solid–liquid 
interface of the catalyst surface and the reaction medium, it is useful to know the 
bulk composition of the catalyst as well. There are a number of important ques-
tions that need to be answered. What is the bulk formula of the catalyst? Is the 
solid crystalline or amorphous? If it is crystalline, what is the crystalline phase? 
Is a particular crystalline phase necessary for the catalyst to express its unique 
activity? What effect does the size of the nanoparticle has on the catalyst 
performance? As mentioned previously, gold has always been considered a poor 
catalyst. It is used as jewelry and in many scientifi c applications where an inert 
surface is required, because its surface is so stable. However, nanoparticles of 
gold are able to participate in chemical reactions that larger particles cannot.

Three important bulk characterization techniques will be discussed here. They 
are inductively coupled plasma (ICP), x-ray diffraction (XRD), and high-resolution 
transmission electron microscopy (HRTEM).

Inductively Coupled Plasma. ICP is a method where the sample is dissolved in 
acid or base to make a solution of known concentration. The solution is fed into 
a plasma fl ame and atomized. The excited atoms or ions emit radiation that is 
characteristic of that element. A detector identifi es the emission frequencies, a 
computer data collection system identifi es the elements that produced those 
frequencies, and the signal intensity is used to determine the amount of each 
element present in the original sample. This information is used to determine 
the amount of each element present in the catalyst sample and to identify any 
trace elements that may be present. The technique can detect most elements in 
parts per million or parts per billion amounts.

X-ray Diffraction. XRD is used to determine the crystal structure of the bulk 
material and in some cases can be used to show changes in catalyst particle size. 
It has a limit of about 5 nm, so it is not useful for determining the size of nano-
particles. However, it is still a useful tool in observing the success of a preparation. 
Figure 9.8 [11] shows the XRD pattern for a catalyst prepared using 
(NH3)4Pt(NO3)2 and PlCl4. The SiO2 support has been treated with La2O3 to 
change the IEP of the surface from approximately 2.0 to 5.3. This means the 
SiO2 support surface has a net positive charge for the pH of the solution used 
during the catalyst preparation. In the case of the (NH3)4Pt(NO3)2 compound, 
the platinum species has a positive charge and is poorly adsorbed onto the 
support surface, resulting in aggregation and the production of large Pt particles 
in the fi nished catalyst. The XRD pattern shows two peaks that are characteristic 
of Pt metal on the support surface and with an average particle diameter of 

48031_C009.indd   40248031_C009.indd   402 10/29/2008   9:00:15 PM10/29/2008   9:00:15 PM



  Nanocatalysis 403

about 450 Å. The use of PtCl4 results in a negatively charged platinum species in 
solution, resulting in good adsorption on the surface, and generates Pt metal 
particles smaller than 5 nm, which cannot be observed by XRD. Notice the 
absence of Pt peaks in the XRD data.

High-Resolution Transmission Electron Microscopy. HRTEM can be used to 
observe metal particles on a variety of metal oxide supports. The dark spots in 
Figure 9.3 represent small particles of Rh metal on a silicon oxide support. By 
measuring the diameter of the metal particles, as compared to the 30 nm scale 
in the micrograph, one can obtain a good idea of the average particle diameter 
in the sample. This technique is employed to obtain size information about 
nanosized particles. By using a higher-energy electron beam, much higher reso-
lution is obtained and details of the crystal structure or arrangement of the 
atoms in the nanoparticles can be seen. Figure 9.5 is an example of a HRTEM 
image. The nanoparticles appear as rafts of atoms on the support surface rather 
than a sphere-like particle. This shape presents a highly active surface and 
explains the higher activity often observed for nanosized metal particles.

FIG. 9.8
XRD of platinum particles on a silica support that has been 
treated with La2O3 to modify the IEP and the charge density of 
the SiO2 surface.
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9.3.3 Surface Characterization Techniques

There are a large number of surface techniques that can be used to characterize 
the surface of the catalyst. A few examples are x-ray photoelectron spectroscopy 
(XPS), atomic force microscopy (AFM), high-resolution electron energy loss 
spectroscopy (HREELS), chemisorption, and temperature-programmed desorp-
tion (TPD). Only one method will be discussed here to give the reader a feel of 
the kind of information that can be obtained by spectroscopic methods. XPS is 
a true surface analytical method, where the elemental composition of the sur-
face can be obtained. Remember the reaction takes place at the surface of the 
catalyst particle, so detailed information about the surface is essential if we are 
to determine the nature of the active catalyst species on the surface of the cata-
lyst particle, how reactant molecules adsorb onto that surface, and how adsorbed 
molecules undergo transformation into products. XPS focuses a small beam of 
x-rays onto the sample, which results in the ejection of core electrons from sur-
face atoms with very discrete energies. An energy analyzer measures the kinetic 
energy of the escaping electron and identifi es the corresponding element from 
which it came. This is achieved by using the following equation:

 = +B K(photon)hv E E  (9.48)

FIG. 9.9 (a) XPS spectra of (NH3)4Pt(NO3)2 adsorbed onto SiO2 and (b) La2O3-treated SiO2.
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where
hn is the x-ray photon energy that is transferred to a core electron in a surface 

atom
EB is the binding energy of the atom
EK is the kinetic energy of the electron after it leaves the atom

EB is the energy required to remove a core electron from an atom to a distance 
where the electron can no longer feel the attractive force of the nucleus. EK is 
the residual kinetic energy of the electron after it has broken free of the binding 
force of the atom. Only electrons located in the top few layers of the sample 
can escape their host atoms and reach the surface without undergoing collisions 
with other atoms and loosing some of the original photon energy transferred to 
them by the x-ray beam. The discrete kinetic energy (EK) of the escaping elec-
trons is measured and quantifi ed by the XPS instrument. Since hn and EK are 
now known, the EB value can be calculated. Each atom has a unique EB value and 
in this fashion the elements present on the surface and their amounts are deter-
mined. In addition, small changes in the EB give clues as to the oxidation state 
of the metal. Figure 9.9 shows important chemical changes that occur during 
the synthesis of platinum nanoparticles on a SiO2 surface and a La2O3-treated 
SiO2 surface.

This information is used to further our understanding of the chemical trans-
formation responsible for the formation of nanosized catalyst particles and how 
those particles function as catalysts. For more detail concerning catalysts, please 
refer to the excellent sources listed in the references section of this chapter 
[7–10].
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NANOCOMPOSITES 
AND FIBERS

 Make the workmanship surpass the materials.

OVID 
Metamorphoses, 1st Century B.C.

 Human wisdom is the aggregate of all human experience, constantly accumulating, 
selecting and reorganizing its own materials.

JOHN STORY

Chapter 10
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10.0 NANOCOMPOSITES AND FIBERS

It will not be through our development of new materials that lift our technology 
to the next level but rather through combinations of new materials. Composite 
materials are able to dodge the tradeoffs that restrict the performance of our 
traditional engineering materials. The addition of nanoscale materials to com-
posites furthers this trend by enabling new materials that are able to dodge the 
tradeoffs that restrict the performance of our traditional composite engineering 
materials. Polymeric composites infl uenced our technology (and way of life) 
decades ago just as nanocomposites are expected to infl uence our technology 
and way of life for decades to come.

Nanocomposites consist of bulk material matrix with a reinforcing phase of 
one or more nanomaterials. In general, mechanical testing of nanocomposites 
has shown mixed results [1]. Because nanomaterials are small, the high surface-
to-volume ratio and concomitant high surface energy (e.g., high interfacial 
energy) should promote facilitative bonding with the matrix material. Such 
enhanced bonding should afford the composites fi lled with nanomaterials 
superior performance over those fi lled with micrometer-sized materials [2]. The 
interphase layer plays a critical role in the mechanical property performance 
of the nanocomposite. If, for example, in the interphase region, the polymer 
chain has limited capacity to bond with the nanoparticles, then the density of 
the interphase region is expected to be lower than that of the bulk matrix. The 
condition is exacerbated if a high volume fraction of fi ller is required. One of 
the prime driving forces behind the use of nanomaterial fi llers is the overall 
reduction in the amount of fi ller required. Micrometer-sized fi llers, for example, 
require Vf above 20% in order to be effective. Therefore, the objective of composite 

THREADS

Chapter 10 is the second chapter in the Chemical 
Nanoengineering division of the text, following our 
discussion of catalysis in chapter 9. Nanocomposites 
are a great part of the new wave of nanomaterials—
inorganic, organic, biological, and any combina-
tion and permutation thereof. Most materials in 
nature are composites. Composite materials per-
meate our synthetic products as well. The reason 
for composites is straightforward: combinations of 
pure materials and phases result in a material with 
superior performance. The reason for nanomaterials 
is also straightforward: inclusion of nanoscale mate-
rials in bulk material matrices result in composites 
with superior properties. We provide a brief review 
of engineering materials, engineering properties, 

and mechanical, electrical, and thermal test meth-
ods. All of these categories apply to nanomaterials 
and to nanomaterials embedded within a matrix.

The importance of composite materials tran-
scends our technology. There is not much that isn’t 
a composite material. Extending this theme fur-
ther, there is not much in biology that is not made 
of composite materials, more specifi cally, nano-
composite materials. Following this chapter, the 
biologically inclined should feel at home in the 
next four chapters. Bio-nano (or nano-bio) technol-
ogy and chemistry, biomimetics, and nanomedical 
topics are presented. The fi nal chapter, chapter 14, 
addresses environmental applications of nanotech-
nology to round off the text.
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researchers is two-fold: (1) reduction of the amount of fi ller, and (2) enhancement 
of bonding between the matrix material and the nanomaterial inclusion. Both 
numbers one and two are obtainable with nanotechnology.

Nanotechnology impacts both the inclusion and the host. What is it about 
nanoparticles (zero-, one-, and two-dimensional) that make them excellent 
inclusion materials in composites? Then, why do polymers, metals, or ceramics 
made of nanoscale building blocks and then transformed into a macroscopic 
material demonstrate superior properties? How do nanomaterials affect the 
structure–property relationship between the fi ller and matrix? Traditional poly-
mer chemistry has taught us about the relationship between molecular weight, 
chain length, architecture, fi llers, ordering, functional groups, and scaffolds with 
solubility, rheology, mechanical properties, and other chemical behavior. Also 
the effects of solvent, size, chemistry, and fabrication conditions are relatively 
well understood for polymers. What then happens to such baseline polymers 
when nanomaterials are inserted? How do mechanical, physical, and chemical 
properties respond to nanometer-sized inclusions of varying size, shapes, com-
positions, and orientations—whether in the form of particles, tubes, porous 
materials, discs, wires, or blocks?

Polymer nanocomposites by defi nition are multicomponent systems in which 
the major component is a polymer and the minor component is a nanomaterial 
with one dimension below 100 nm [3]. Properties of nanocomposites fi lled 
with small levels of nanoparticle fi llers (1%–5%) are comparable or better than 
materials that contain a larger volume fraction of similar but conventional-
sized materials (15%–40% or more) [3]. Smaller amounts of fi llers in nano-
composites enhance processing and reduce overall weight of the composite. 
Other properties of nanomaterial-fi lled composites include enhanced optical 
clarity, self-passivation, and increased fl ame retardation, oxidation, and ablation 
resistance [3]. Automotive parts, coatings, and fl ame retardants are some 
commercial avenues already utilizing the unique properties of these nano-
composites [3]. Nanoscale building blocks are individually remarkable 
because of several reasons: they are free of defects, reactive, and have unusual 
physical properties. It is however not a simple task to keep these remarkable 
properties intact in a macro scale composite [4].

Please note that we will not focus on nanocomposite materials in general. In 
this chapter, for example, we do not intend to discuss SAMMS (self-assembled 
monolayers on mesoporous substrates) or OPVs (organic photovoltaic solar 
cells) although these are most certainly considered to be nanocomposite mate-
rials. We do focus on traditional polymer matrices that incorporate nanoscale 
materials. As a second note, we limit our discussion to composite mechanical 
properties although brief excursions are made into thermal, electronic, and optical 
domains, especially when presenting literature and data concerning carbon 
nanotubes.

Most polymers are either thermoplastics (e.g., heavily cross-linked long-chain 
molecules like moldable polyethylene that softens on heating), thermosets (e.g., 
epoxy resins that are 3-D covalent bonded network, light-weight, rigid, ther-
mally stable composites that harden upon application of heat), elastomers and 
rubbers (e.g., linear memory polymers, occasionally cross-linked), and natural 
polymers (e.g., cellulose, lignin, and proteins).
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10.0.1 Background

A composite material (from the Latin compositus “to put together,” from com 
“together” + ponere “to place”) is an intimate combination of two or more mate-
rials that differ in composition, structure, and form. A composite material is a 
heterogeneous engineering material with superior properties in which one 
phase is dispersed within another—the phases bonded mechanically or chemi-
cally. For example, the tempering of steel with highly dispersed fi nely divided 
carbides imparts an unusual combination of strength and toughness to the 
steel—resulting in an in situ composite with fi ne structure [5]. Although the 
constituents of a composite act together, they act together to perform unique 
mechanical, chemical, thermal, optical, or electrical tasks that individually 
would not be possible. Structural concrete, for example, consists of steel 
reinforcement embedded within the concrete matrix—the steel bars are 
responsible for mitigating tension loads while the concrete is responsible for 
mitigation of compression loads.

A composite material exhibits a combination of functions and materials 
working in concert. Most composites have a reinforcing element, (or fi ller) 
dispersed within a matrix (or binder). In traditional composites, distinct 
identifi able interfaces exist that retain the chemical identity of each component 
and do not merge into one another. In other words, the phases of a composite 
do not react with or dissolve into each other. The reinforcing element is usually 
a fi ber (e.g., made of glass or carbon). The direction of the reinforcement or 
property vector is also a factor in the design of the material. Reinforcement, 
for example, can also be made to be isotropic or anisotropic. Thermal or 
electrical conductivity can be made to be isotropic or anisotropic. The same 
is true for optical properties.

Constituents of a composite technically should not dissolve or blend within 
each other. In other words, each constituent within a composite retains its origi-
nal identity—steel remains steel, concrete remains concrete, carbon fi bers remain 
as carbon fi bers. Composites, therefore, are distinctly different from the pure 
classes of engineering materials like metals and semiconductors, ceramics and 
glasses, and polymers and plastics. Composite materials consist of one or more 
material that is integrated to form a unique material—one that demonstrates 
enhanced properties above and beyond those of its individual components. In 
addition to the preexisting properties of the dispersed component and the 
matrix, the physical properties of the composite depend on the geometry, size, 
shape, roughness, and orientation of the dispersed component and the nature of 
the interface between the minority inclusion and the host matrix material.

Brief History of Synthetic Composites. Perhaps one of the fi rst synthetic com-
posite materials was the straw-reinforced mud brick developed by early humans. 
The straw added tensile properties while the bricks provided mass and thermal 
and compression resistance—an excellent combination for a dwelling. Modern 
reinforced concrete is based on the same concept although component material 
physical properties have certainly been improved over several millennia. The 
Mongols of the twelfth century developed small and powerful bows by combining 
several natural products: tendons (for tension) and horn sheaths from cattle 
(to prevent compression), bamboo (core structure), and silk (soaked in resin to 
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wrap the structure). The strength of the Mongol bows compared favorably to 
modern composite bows.

In the mid to late 1800s, chemists developed the fi rst polymers and invented 
cross-linked synthetics such as celluloid, melamine, and Bakelite. Polyester 
arrived on the scene in the 1930s and glass-reinforced polymer composites soon 
followed. Carbon black and fumed silica have been added to components in 
plastics since the invention of tires. Embedding nanoparticles in tires has 
improved their performance. Starting with larger embedded particles and 
proceeding to smaller inclusions, tensile strength was improved. The following 
particle inclusion size with tensile strength (in parentheses) demonstrates this 
trend. The tensile strength is given in parentheses: 250–350 nm (10 MPa), 
70–100 nm (15 MPa), 30–35 nm (22 MPa), and 20–25 nm (25 MPa).

Roger Bacon in 1958 at the Parma Technical Center of Union Carbide near 
Cleveland, Ohio was the fi rst to fabricate a high-performance carbon fi ber [6]. 
He experimented with arc-discharge fabrication techniques to produce carbon 
whiskers a few to greater than 5 µm in diameter and ca. 3 cm in length. The 
structure of the whiskers revealed a hierarchy of concentric tubes, each in the form 
of a rolled up scroll (e.g., a multiwalled carbon nanotube). Fibers made of the 
whiskers demonstrated tensile strength of 20 GPa and Young’s modulus on the 
order of 700 GPa. The fi bers consisted of continuous graphite sheets rolled into 
scrolls to make a fi lament. The whiskers were grown under conditions of 92 atm 
of Ar at 3900 K in a DC electric arc. The electrical room temperature resistivity of 
the tubes was 65 µΩ ⋅ cm—a value typical for crystalline graphite [7]. Although 
T.A. Edison baked cotton and other organic fi laments at high temperature to 
produce carbon fi laments back in the late 1870s and that the U.S. Navy pro-
duced carburized fabric from rayon and cotton for missile heat shields in 1957, 
Bacon was the fi rst person to unwittingly produce carbon nanotubes.

Heat treatment of rayon at temperatures as high as 3000 K yielded high 
performance fi bers and cloths. Stretching the polymer fabric at high temperatures 
(e.g., hot stretching) resulted in orienting the graphitic layers along the long 
axes of the fi bers. By 1965, fi bers (like Thornel 25) with Young’s modulus of ca. 
170 GPa were attained. Carbon fi ber reinforced plastic (CFRP) composites 
consist of layers of carbon fi ber cloth in a mold that is in the shape of a structure 
(e.g., an aircraft wing component). The orientation and weave of the carbon 
fi ber cloth is selected to optimize mechanical properties of the fi nal product. 
The mold is then fi lled with an epoxy polymeric material and cured in an auto-
clave (to outgas) at a predetermined temperature. The resulting product is a 
lightweight material with good stiffness and tensile properties.

The fuselage of Boeing’s new 787 Dreamliner is composed of CFRP. The new 
fuselage design is lighter in weight and is expected to show better mechanical 
performance (fatigue resistance). The 787 is the fi rst airliner to use composite 
materials for most of its construction—over $6 billion in carbon fi ber is expected 
to go into the new planes. The plane consists by weight of 50% composite, 20% 
aluminum, 15% titanium, 10% steel, and the remainder other materials—over 
35 tons of CFRP of which 23 tons are carbon fi bers. By volume, the plane will 
consist of 80% composite materials [8].

Natural Composites. Natural composites surround us every day—mainly in 
the form of wood, clays, and paper. Biological nanocomposites dwell within us 
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and within all of life. Bone, spider silks, sea urchin skin, cellulose, nacre (mother 
of pearl), teeth, and a plethora of other natural products made of combinations 
of proteins, lipids, carbohydrates, nucleotides, and all other biological subunits 
form, assemble, and merge to create some of the most remarkable materials to 
be found. Yes, all biological materials are manufactured from the bottom up 
and we challenge you to name structural materials in living things that are not 
nanocomposites. We shall discuss a few types later in the chapter.

10.0.2 Overview of Engineering Materials

Keep in mind that nanomaterials, and nanocomponents within composites, are 
nanosized versions of the basic classes of engineering materials: metals, alloys, 
and semiconductors; ceramics and glasses; and polymers and inorganic carbon-
based materials. The world of nano also includes a vast array of biological mate-
rials. Composites usually consist of a majority (matrix) material and a minority 
(inclusion or dispersed phase) material. Basic engineering materials are reviewed 
below.

Ceramics. Early humans made use of ceramics in the form of crystalline 
stone tools and eventually pottery well before the use of metals [9]. Hardness, 
temperature resistance, compression resistance, and strength are parameters 
used to characterize ceramics. However, brittleness and the tendency to frac-
ture in a brittle way under tensile, shear, or impact stresses are undesired 
qualities in modern materials. It is these exact traits however that helped us 
get the edge over animals and kickoff the Stone Age. The fi rst tools with sharp 
edges were formed by cleavage of appropriate “hard” materials, for example, 
fl int, a sedimentary cryptocrystalline form of quartz [10]. Quartz is crystalline 
SiO2 that is harder than fl int and therefore served better as early hammers 
and grinders.

Ceramics are composed of combinations of metallic and nonmetallic elements. 
Examples include aluminum oxides (Al2O3), titania (TiO2), zirconia (ZrO2), silica 
(SiO2), and sodium oxide (Na2O) [9,11]. Other kinds of ceramics include 
various metal carbides like silicon carbide (SiC), titanium carbide (TIC), boron 
carbide (BC), and tungsten carbide (WC); nitrides like silicon nitride (Si3N4), 
titanium nitride (TiN), and boron nitride (BN); and borides like titanium boride 
(TiB2) [9]. Ceramic materials are able to serve either as the matrix host material 
in a composite or as the minority inclusions in nanocomposites—whether in a 
metal or polymer matrix. Traditional uses of ceramics include their applications 
as refractory materials.

Recently, ceramics have made inroads into electrical, magnetic, piezo, opti-
cal, thermal, and high-temperature superconducting (YBa2CuO7) devices in the 
form of magnetic insulators, capacitors, high-frequency circuits, sensors, and 
transducers that convert optical, thermal, mechanical, and electrical stimuli into 
analytical signals [9]. Nanoscale ceramic materials are used as catalysts, photo-
conductors (charge carrier and separation), and template materials that are 
revolutionizing device fabrication.

Metals and Alloys. Metals are highly refl ective, thermally conducting, and 
malleable due to the presence of highly mobile surface electrons. Advantageous 

48031_C010.indd   41248031_C010.indd   412 10/29/2008   8:43:32 PM10/29/2008   8:43:32 PM



  Nanocomposites and Fibers 413

characteristics of metals include high electrical conductivity, thermal conductivity, 
tensile strength (strength), high modulus of elasticity (stiffness), and toughness 
(fracture resistance) [9,11]. Fabrication is facilitated by metals’ inherent ductility 
and their tendency towards plastic deformation before failure. The average 
density of metals is ca. 7.5 g ⋅ cm−3 [9], considered to be a disadvantage in the 
aerospace industry.

Nanometals are traditionally exploited in a variety of catalytic applications, 
for example, catalytic converters in automobiles and the various steam reform-
ing and polymerization processes that abound in today’s polymer technology. 
Nanometals are inserted into a composite if layer-specifi c optical, electrical, or 
thermal properties are desired. Metals are often mixed with ceramics to pro-
duce high-performance composite materials. Metals made of nano rather than 
micrograins have shown superior performance. Descriptions of metal structure 
and properties, along with those of other engineering materials, are found in 
Ref. [12].

Semiconductors. We are all quite familiar with the impact made on today’s 
technology by semiconductors. Ranging from pure materials like silicon to 
oxides like titania and complex semiconductors like CIGS (copper–indium–
gallium–selenide), highly integrated and complex electronic applications all 
contain semiconductor materials. Nanosized semiconductors already have 
had major impacts on the computer industry. The ultimate nano-version of 
semiconductors is the quantum dot. Semiconductors have found their way 
into nanocomposites with optical, electronic, or sensing functions. Gold–
semiconductor nanocomposite hybrids can be formed by citrate stabilization of 
Au from HAuCl4 with borohydride reduction and coupling to CdS, CuS, NiS, 
or PbS semiconductors [13]. Other examples include Au nanometal clusters 
embedded in an amorphous Si matrix (1-nm layers) to generate a unique 
optical response based on the surface plasmon [14], metal–semiconductor 
nanocomposite layered optical fi bers [15], and next generation solar cells based 
on semiconductor nanocomposites [16]. In this chapter, we do not focus on 
optical properties are based on these technologies solar cells are discussed in 
more detail in chapter 14.

Polymers. Polymers are lightweight materials (long-chain hydrocarbons) that 
have found applications in every major industry. Polymers, consisting mainly of 
carbon and light elements like N, O, P, S, F, and Cl, have a low average density 
of ∼1.5 g ⋅ cm−3 [9]. There are three general classes of polymers: thermosets (poly-
urethanes, phenolic resins, epoxy resins, polyesters, and vinyl esters), thermo-
plastics (polyethylene, nylon, ABS, PI, PP, PC, and PEEK), and elastomers (silicones 
and EPDM). Thermoset polymers are stronger than thermoplastic polymers 
(polyethylene or polyvinyl chloride) [2].

Organic polymers are relatively easy to fabricate and have a high strength-
to-mass ratio. One disadvantage of polymers is long-term instability under 
loads. Polymers, however, form the perfect matrix for a composite. Polymers can 
be easily mixed to form new materials. The incorporation of carbon or glass has 
created materials that overcome disadvantages like lack of stiffness, lack of hard-
ness, and lack of tensile strength inherent to most organic polymers. At the 
nanoscale, the block-co-polymer has become an indispensable nanomaterial 
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template and matrix element. The carbon nanotube -reinforced polymer is just 
one reason why nanocomposites are such a hot area today.

Inorganic Carbons. Inorganic carbon materials like graphite, carbon blacks, 
fullerenes, carbon nanotubes, and diamondoids have made important contribu-
tions to the composite materials industry—especially from the contribution of 
the carbon reinforced epoxy resin composite. The spectrum of inorganic carbons 
ranges from the humble pencil lead, to the strongest material known to science, 
the carbon nanotube. It is no wonder that researchers are fervently trying to 
incorporate carbon nanotubes into composites with all the major classes of 
engineering materials as host. A special section in the chapter is devoted to 
carbon fi bers, whiskers, multi walled, and single-walled carbon nanotubes.

Materials from Biology. Diatoms have been used as filler materials for 
centuries. Biologically based materials such as nucleotides, carbohydrates, 
proteins, and lipids have shown value as components in composites. There 
is great effert underway to copy nature’s materials. For example, conductive 
self-assembled DNA composite membranes supported on nanoporous poly-
carbonate track-etched substrates showed enhanced mechanical properties, 
proton conductivity (8.0 × 10−2 S ⋅ cm−1), and decreased methanol permea-
bility (10 wt% @ 5.0 × 10−7 cm2 ⋅ s−1) for 1.6 mg ⋅ cm2 DNA loading [17]. 
Water soluble composites were prepared with C60 and saccharose, fructose, 
or dextrans by mechanochemical procedures [18]. Lipid-based nanocom-
posites are formed by a simple beaker immersion method [19]. Formation 
of nanoparticle–lipid hybrid fi lms is accomplished with electrostatic con-
trol, starting with the deposition of a lipid on a solid substrate [19]. Ordered 
nanocomposites can be formed from proteins. Proteins are nontoxic, don’t 
require organic solvents to disperse, can be poured into molds, and are easily 
functionalized [20].

10.0.3  Types of Composite Materials and Generic 
Structures

We all are exposed to many kinds of composites on a daily basis. We can also 
classify them in numerous ways—by composition, by inclusion size, by inclu-
sion morphology, and so on and so forth. Particulate zero-dimensional 
(nanosized) and three-dimensional (macroscopic) composite products are 
represented by caulking compounds (latex, acrylic, silicone, calcium carbon-
ate, talc, and others). Fishing lines consist of hollow glass spheres or tungsten 
embedded in poly(vinyl chloride). Composites with fi brillar or fi lamentous 
(one-dimensional) composite products are found in surf boards, automobile 
skin (polyesters, epo xides impregnated with glass fi bers), and sporting equip-
ment such as tennis racquets, bicycles, and golf clubs. Laminate composites 
(two-dimensional) include chemically retardant safety gear and armored win-
dows made of glass–ceramics or ceramic–organic polymers. Just take a look 
around and you will fi nd that many of our products contain some kind of 
composite material.

They can be classifi ed according to compositional variables: by the type of 
majority component (major engineering materials), by the type of minority 
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components (once again, members of the basic types of engineering materials), 
by the number of minority components, by the amount of majority component, 
by the amount of minority component, by the form of the minority component 
(fi brillar, particulate, laminate), and fi nally, by the dispersion of minority com-
ponents (bulk, agglomerate, surface enriched, etc.) [5].

They are also classifi ed according to type and inclusion size as did Brooks 
et al: (1) natural composites (wood, bone, bamboo, and muscle tissue), (2) 
microcomposite materials (metal alloys, toughened and reinforced thermo-
plastics, sheet and molding compounds, aligned or random continuous fi bers, 
particulates), and (3) macrocomposite materials (reinforced concrete, tennis 
racquets, skis etc.) [5]. To this we add a fourth category, nanocomposite materials 
(carbon nanotube reinforced polymers).

Others categorize composites by the nature of the matrix material (e.g., metal, 
ceramic, or polymer). Table 10.1 lists selected synthetic composites. Nature gives 
us abundant examples of nanocomposite materials. Some have been discussed 
in Introduction to Nanoscience [21] and more will be discussed in chapter 12.

Types of Nanocomposites. Nanocomposites consist of traditional matrix 
materials that happen to have nanomaterial fi llers. The nanomaterial inclusions 

TABLE 10.1 Synthetic Composite Materials

Synthetic composite Description
Concrete A ceramic + ceramic composite, ceramic (quicklime, CaO) 

cement (usually Portland cement) + ceramic (fl y ash, 
aggregate), hardens after a third component (water) is added; 
reinforced concrete is a higher level composite in which steel 
bars (rebar) are added to provide tensile strength.

The composite has the best of both worlds: compression strength 
is provided by the cementious material and tensile properties by 
the steel reinforcement.

Carbon fi ber 
reinforced plastic 
(CFRP)

Graphitic carbon threads consisting of thousands of carbon 
fi laments a few micrometer in diameter; plastic material is 
usually thermosetting materials like epoxy resin but others like 
polyester, vinyl esters, and nylon are used; carbon fi bers can 
be made from other polymers like polyacrylonitrile that is heated 
to form graphitic fi bers; tensile strength greater than 5 GPa and 
modulus of elasticity greater than 500 GPa are common.

Fiberglass Fiber-reinforced polymer (FRP); glass fi ber + polymeric support; 
silica-based fi bers mostly [(SiO2)n] but also contains Al2O3, 
Fe2O3, CaO, MgO, Na2O, TiO2, ZrO2; formed by extrusion through 
nozzles to form an amorphous solid (25 µm diameter fi bers); 
polymer matrix materials include epoxies (high strength), 
polyesters (for generalized structures), phenolics (high 
temperature), and silicones (electrical applications).

Composites of continuous fi bers, discrete fi bers, or woven fabric 
offer different mechanical properties.

Other fi ber-matrix 
composites

Para-aramid (Kevlar) + epoxy or polyester
Metal-matrix: B + Al; Al2O3 + Al; SiC + Al; SiC + Ti
Ceramic matrix: SiC + Al2O3; SiC + Si3N4
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can be zero-dimensional (metal oxides, carbon black, polymeric colloids, car-
bides like SiC and WC, boron and silicon nitrides, and block copolymers), one-
dimensional (carbon nanotubes, metal oxide whiskers and nanotubes, boron 
nitride nanotubes, and linear block copolymers), two-dimensional nanolayered 
materials (phyllosilicates, nanoclays, hydrotalcites, and 2-D block copolymers) 
and three-dimensional networks (block copolymers).

Basic Composite Structure. In order to understand the mechanical and physi-
cal properties of composite materials, knowledge of macro-, micro-, and nano-
structure is required beforehand. Mechanical properties include tensile strength, 
ductility, toughness, hardness, impact resistance, resilience, fatigue resistance, 
and creep and many more—not all are considered to be independent of one 
another. Physical properties include the glass transition temperature (Tg), and 
permeability and dielectric, optical, thermal, and electrical properties. Chemical 
properties include reactivity, corrosion resistance, cross-linked structure, inter-
molecular bonding, polymerization, and biochemical compatibility.

Average properties of traditional composites can be estimated similar to the 
way electrical resistance is evaluated, for example, in series. With x  ≤ 1 represent-
ing the inclusion fraction

 

−= +1 ( )(Inclusion) (1 )(Host)
Composite property Inclusion property Host property

x x
 (10.1)

This relation, however, may not apply appropriately to nanocomposites for several 
reasons: fi ller and polymer dimensions are on comparable size scales, interfacial 
areas are immense, and distances between fi ller and polymer phases are separated 
by mere nanometers. All these factors imply that the properties of the interfacial-
bound polymer regions would most likely dominate the properties of the compos-
ite rather than any weighted average of bulk properties of the two phases. In 
addition, nanometer properties most likely differ drastically from those of bulk 
material counterparts. Nanometer-scale inclusions would also, due to their intimate 
relationship with polymers at the atomic scale, impart effects on chain morphology 
and conformation. The conclusion? It would be dangerous to evaluate nano-
composites based on traditional composite theory alone.

Inclusion Confi gurations in Polymer Hosts. Simplistically speaking, physical 
properties of composite materials are either isotropic (independent of direc-
tion) or anisotropic (dependent on the direction of the applied force, thermal 
stress, or optical probe—a.k.a. orthotropic). Most metals and ceramic compos-
ites have isotropic mechanical properties. Filler materials can occupy several 
predetermined orientations within a polymeric host material (Fig. 10.1). 
Physical properties depend on not only the type of material of the inclusion but 
also its aspect ratio, size, shape, concentration, the presence of interpenetrating 
networks, porosity (if applicable), and orientation.

10.0.4 The Nano Perspective

We have repeated over and over how nanomaterials possess unique and even 
remarkable properties. What happens to these unique properties and phenomena 
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when a nanomaterial is embedded within a bulk material? Or when nanomate-
rials interact with other nanomaterials to form a bulk material, what are the 
properties of the resulting homogeneous material or composite? What happens 
when nanomaterials are woven together to make a fi ber and then serve as a 
structural element in a composite? As is a usual theme in these texts, we refer to 
a lesson from nature.

Why Nanomaterials? Nanomaterials have remarkable, and oftentimes 
unusual, physical and chemical properties as well as increased surface area 
and interfaces. Composites, therefore, that contain such nanomaterials are in 
turn expected to outperform composites made of bulk materials. Composites 

FIG. 10.1

Various inclusion confi gurations in polymer matrices are depicted. (a) Randomly orientated 
group of small fi bers (e.g., multiwalled carbon nanotubes) is dispersed throughout the 
polymer matrix. (b) Long strands of fi bers are dispersed randomly. (c) Composite material 
with parallel fi bers oriented perpendicular to the plane of the composite afford good com-
pression resistance. (d) Fibers oriented along the load-bearing (tensile) axis of the material 
enhance tensile properties. Long, uniform, unbundled, evenly dispersed single-walled 
carbon nanotubes embedded in such a polymer would consist of a holy grail for composite 
researchers. (e) Micrometer or nanofi bers crosshatched in the form of a textile offer 
strengthening properties along more directions in the composite. (f) Composite with nano-
particle inclusion. Depending on the concentration and type of inclusion, the composite 
may exhibit unique electrical conductivity or optical properties.

(a) (b)

(c) (d)

(e) (f)
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that contain nanomaterials are called nanocomposites. The possibility that 
nanomaterials combine in ways that are unknown to either parent material in 
the bulk phase is also likely. We have learned that in composites, the merged 
materials retain their identity and properties. In nanocomposites, materials 
remaining separate and distinct in the nanocomposite may not adhere to the 
fundamental defi nition given earlier. By binding a nanoparticle or nanofi ber, 
do you change it? Are we confronted with a Heisenberg-like dilemma consist-
ing of a complementary pair of binding and properties? The problem faced by 
engineers is how to incorporate such materials without losing those amazing 
characteristics. How does one bind carbon nanotubes into a polymer matrix 
without compromising tensile strength, stiffness, and electrical and thermal 
conductivity?

We restrict the scope of our discussion in this chapter to nanocomposite 
materials defi ned by one or more nanoscale materials embedded within a 
matrix material. To further squeeze the defi nition, let’s continue to defi ne 
nanocomposites as materials that are intended to serve as a structural mate-
rial fi rst but may have enhanced electrical and thermal properties. In the 
broadest sense, nearly every nanomaterial, beyond that of the standalone 
material, is in one way, shape, or form a nanocomposite. A monolayer of 
silica particles on top of an ITO surface is then, by application of this broad 
defi nition, a nanocomposite. A quantum dot tethered to a carbon nanotube 
is then also a nanocomposite, but let’s not split fi laments over this arbitrary 
demarcation.

10.1  PHYSICAL AND CHEMICAL PROPERTIES 
OF MATERIALS

A brief review of mechanical, electrical, and thermal properties and testing is 
provided. Engineering materials undergo engineering testing; nanocomposites 
are no different in that regard. We just need to learn more about them to under-
stand why exactly physical properties are different and enhanced. Nanocomposites 
are expected to improve stiffness, strength, toughness, and other mechanical 
properties—density, permeability, thermal expansion, conductivity, and other 
physical properties—all at lower costs. We need to understand why this prediction 
is true or why it will prove to be true.

10.1.1 Mechanical Properties

Mechanical properties of a bulk material are the sum total of physical and 
chemical properties measured at the macroscale. A physical device pulls, com-
presses, pushes, indents, or impacts to determine the mechanical performance 
of a material. Failure analysis, however, is very much a microscopic process in 
which the root cause of poor performance or failure is rooted out at the atomic 
level. As it turns out, all mechanical properties valid at the macro level transpose 
directly to the nano level—via some scaling effect of course. Let’s review a few 
mechanical properties and associated terminology.
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Stress. Stress is the measure of average force exerted per area: F ⋅ m−2. The 
units of stress are commonly given in terms of pascal (usually associated with 
mega or giga although now nano and tera are making headway). Stress, s, is 
defi ned as

 
=

o

F

A
s  (10.2)

where
F is force in newtons
Ao is the initial area of the material cross section in m2 [22]

Linear stress is a rank-two tensor and is represented by a [3 × 3] matrix. There are 
several kinds of stress: tensile, compressive, shear, bending, and torsional, to 
name a few. A tensile stress situation is shown in Figure 10.2.

Strain. Tensile strain is caused by tensile stress. Tensile strain is a dimen-
sionless geometrical expression of deformation—the extent to which a body 
is distorted after application of a deforming stress. It is the ratio of the 
extension or compression (in terms of length, area or volume) of a material 
to its original dimensions. Linear strain is measured as a change in length 
along a line or the change in angle between two lines. Other forms of strain 
are plane, shear, and volumetric strain. The formula for linear strain is given 
below:

 

∆

o

L

L
=e  (10.3)

where
Lo is the initial length
∆L is the change in length under stress

FIG. 10.2
Typical tensile stress confi guration. Equivalent forces are applied symmetrically to an 
original material (tan) as the material is stretched. In compression tests, the forces are 
applied inward and the deformation occurs in the z-direction with regard to the graph. 

x

z

Opposing load

Original material Deformed material

Tensile load
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Tensile Strength. Tensile strength is an intensive property and is the measure 
of the level of tensile stress required to pull a material apart [23]. Yield strength 
is the point at which elastic deformation gives way to permanent, or plastic, 
deformation. The ultimate strength is the maximum stress that the material is 
subjected, and breaking strength is the point where rupture occurs in the 
 material (Fig. 10.3).

Young’s Modulus, E. Young’s modulus (a.k.a. modulus of elasticity or tensile 
modulus) is a measure of stiffness. It is the measure of the rate of change of stress 

FIG. 10.3

A simple tensile test is able to reveal mechanical properties of a generic metal. The modulus 
of elasticity (Young’s Modulus) is determined from the initial slope of the stress–strain 
curve. Elastic deformation is temporary deformation and the linearity of this region 
refl ects Hooke’s law. Young’s modulus is also referred to as the stiffness of the material. 
The region past the elastic region is the point of plastic deformation or permanent defor-
mation. The original shape of the material cannot be recovered after it is mechanically 
stressed beyond this region. The yield strength represents the minimum amount of stress 
necessary to generate a small amount of the permanent deformation [11]. The ultimate 
tensile strength is refl ected by the highest point of the curve, for example, the point of 
maximum stress. Toughness is defi ned as the total area under the curve and is a refl ection 
of a combination of mechanical properties—overall refl ecting the ability of a material to 
absorb energy until fracture [24]. Ductility is the percent elongation at fracture. Resilience 
is the ability of a material to absorb energy and is calculated from the area under the 
curve to the elastic limit point [24]. A curve such as this is also dependent upon the rate 
at which the test is conducted. Hardness, not shown in the graph, is the ability of a material 
to withstand local plastic deformation.

Region of tensile strength

Ultimate tensile
strength

Point of
fracture

Yield strength (@ 0.2% Strain)

Plastic deformation

Toughness = ∫ sde

Area = resilience

Elastic modulus
s /e = Slope
(stiffness)

Elastic
deformation

Stress, s

Strain, e

Ductility
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with strain and is determined from the slope of stress–strain curves extracted 
during tensile tests. Young’s modulus is a numerical evaluation of Hooke’s law, 
the ratio of stress to strain or the measure of resistance to elastic deformation. 
Stress and strain are related through an expression related to Hooke’s law

 = Es e  (10.4)

where E is a proportionality constant equal to FL/A∆L

 

−

−

⋅ ⋅= = =
∆ ⋅ ⋅ ∆

1

1
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F A F L
E

L L A L 

s
e

 (10.5)

where E is the Young’s modulus in terms of force per unit area or pressure 
(F ⋅ m−2 or Pa).

Young’s modulus is based on Hooke’s simple spring law where

 

⎛ ⎞⋅= ∆ =⎜ ⎟⎝ ⎠
o

o

E A
F L kx

L
 (10.6)

Young’s modulus is used to determine the length that a material will stretch 
under tension or the load under which a material will buckle under compres-
sion. The Young’s modulus (in GPa) of selected common materials is given in 
Table 10.2.

A typical stress–strain curve for a typical metal was shown in Figure 10.3. A 
standardized test coupon (usually in the shape of a dog bone) is clamped at 
both ends while a tensile (pulling) stress is applied. The cylindrical cross- 
sectional area of the tensile specimen is recorded. Signifi cant kinds of data can 
be extracted from such a simple test: Young’s modulus (elastic deformation, 
stiffness), plastic deformation, tensile strength, resilience, ductility, toughness, 
yield strength, and point of fracture.

Loss Modulus. Loss modulus is an engineering term that describes the dissi-
pation of energy into heat as a material deforms under tensile or shear 
mechanical testing in viscoelastic solids. It is often referred to as the damping 
factor (in Pa). Although beyond the scope of this chapter, the loss modulus 
is the imaginary component of the storage modulus. The storage modulus 
measures the level of stored energy (the elastic portion) and the dissipation 
of heat (of the viscous portion). Loss modulus is often correlated with shear 
modulus (modulus of rigidity or the shear stress over shear strain) from 
which the viscosity of material can be determined. Opposing forces are often 
applied to a material upon testing. Elastic deformation under shear stress is 
shown in Figure 10.4.

Poisson’s Ratio. Materials stretched along the z-axis tend to contract along the 
x- and y-axis (Fig. 10.5). Poisson’s ratio is the ratio of the relative contraction 
strain over that of the relative extension (axial) strain. For example

 
= − x

z

en
e

 (10.7)
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TABLE 10.2 Young’s Modulus of Common Materials

General engineering 
material Example Young’ modulus (GPa)
Metal Steel 200

Cu 115
Brass 110
Al 69

Ceramics Glass 60–90
Tungsten carbide 550
Silicon carbide 450

Carbon materials Diamond 1100
Graphite
Single-walled carbon nanotubes 1000+

Fibers C-glass 69
E-glass 72.4
S-glass 85.5
Graphite fi ber 340–380
Al2O3 whisker 430
SiC fi ber 430
Boron fi lament 410

Polymers Epoxy 6.9
Polyester 6.9
Low-density polyethylene <0.2
High-density polyethylene 1.4
Nylon 3–7

Composites Tendon 1.5
Bone (compression) 9.4
Bone (tensile) 16
Pine wood (along grain) 9.0
Oak wood (along grain) 11
Plywood 4.0
Rubber <0.1
CFRP 125–150
Concrete (compression) 41
W-fi lament (Vf = 0.50) strengthened Cu 260
W-particle (Vf = 0.50) strengthened Cu 190
E-glass fi bers (Vf = 0.73) in epoxy 56
Al2O3 whiskers (Vf = 0.14) in epoxy 41
C fi ber (Vf = 0.67) in epoxy 221
Kevlar fi bers (Vf = 0.82) in epoxy 86

Boron fi laments (Vf = 0.70) in epoxy 210–280
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where ex and ez are the strains in the x and z directions. Poisson’s ratio is a fun-
damental engineering relationship that describes the elastic behavior of 
materials.

Average Properties. Composites consist of more than one material. How then 
does one predict the mechanical properties of the composite from the known 
mechanical properties of the individual components? The mechanical proper-
ties of the composite are also dependent upon the geometric confi guration of 
the structural materials—from the micro to the nanostructure—and how well 
the inclusions are bound to the matrix. Assuming tight binding, simple averaging 
of component mechanical properties yields a good fi rst approximation of the 
mechanical properties of the composite.

The simplest case is that of a circular composite consisting of intimately 
bonded fi bers running parallel through the length of the material [11]. Shackelford 

FIG. 10.4
Elastic deformation along the x-axial direction due to shear 
stress by opposing forces is depicted.
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FIG. 10.5
From Poisson’s ratio, the characteristic contraction perpendicu-
lar to the tensile stress is defi ned.
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provides a good defi nition of average mechanical properties [11]. If a load is 
applied to a cylindrical composite parallel to the fi bers (uniaxial stressing), an 
isostrain condition is appropriate for consideration. First of all, the strain for the 
composite material and its components is given by

 

= = =and and fc m
c m f

c m fE E E

ss se e e  (10.8)

where the subscripts c, m, and f correlate to the composite, matrix, and 
fiber, respectively, and Ec, Em, and Ef are the bulk modulii for each component. 
For the isostrain condition

 
= =c m fe e e  (10.9)

because the composite and its components are integrally linked. The sum total 
of the load Fc is equal to the sum of the loads on the individual constituents

 = +c m fF F F  (10.10)

Since s = F/A (from equation 10.2, page 419)

 = +c c m m f fA A As s s  (10.11)

This formulation is commonly referred to as the “rule of mixtures.” The ROM 
works well for calculating the density of a composite. Combining equations 
(10.7), (10.8), and (10.9) yields

 = +c c c m m m f f fE A E A E Ae e e  (10.12)

Dividing by AC and ec (obtained from equation 10.12) and noting that Am/AC 
and Af/AC are the same as volume fraction Vm and Vf, respectively, the Young’s 
modulus of the composite is equal to the sum of the Young’s moduli of the 
components (where Vm + Vf = 1)

 
= +c m m f fE V E V E  (10.13)

For the isostress condition, in which the fi bers are loaded perpendicular to the 
axis of the cylindrical composite, the following relationship applies

 
= +1 fm

c m f

VV

E E E  (10.14)

A good question to ask at this time is the following: “Does elastic modulus scale 
with size as implied by the above formulae to the nanomaterials?”

Composite mechanical properties are also analyzed via micromechanics in 
which analysis of individual phases on a multi-axial level takes place. Two kinds, 
the “method of cell” and the Mori–Tanaka averaging scheme, are used to predict 
mechanical behavior of composites. Fiber interaction effects relating inclusion 
strain to average matrix strain can be predicted by the Mori–Tanaka method.

Hardness Testing. Hardness is a test applied to materials in the solid phase. 
Engineering parameters such as elasticity, plasticity, viscosity, viscoelasticity, 
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strength, strain, brittleness, ductility, and toughness can be gleaned from hard-
ness testing [25]. Hardness values are dependent on the type of test applied and 
the geometry of the probe. Hardness is the ability of a material to resist permanent 
deformation induced by an applied force. There are several types of hardness 
testing: Rockwell, Knoop, Vickers, and Brinell are just a few of the most common 
ones. Scratch, indentation, and rebound hardness are some types of engineering 
defi nitions associated with applied hardness. In scratch hardness, resistance to 
fracture and plastic deformation due to friction applied via a sharp probe are 
measured. Indentation hardness measures the resistance to plastic deformation 
due to a persistent load delivered via a sharp probe. Rebound hardness measures 
elasticity from the height of recoil of an object dropped from a predetermined 
distance.

Hardness can be defi ned at the macro-, micro-, or nanoscales according to 
the level of applied force and the extent of the displacement. Macrohardness 
measurements are facilitative means of obtaining engineering values, especially 
in the case of metals. Microindenters function by continuous measurement of 
penetration depth induced by an applied load. Nanoindenters apply forces on 
the order of 1 nN. The indenter is driven into the sample by the action of a magnetic 
coil fi xed to an indenter assembly. A capacitance displacement gauge monitors 
penetration depth.

The Vickers hardness test utilizes a diamond probe with a 136° angle between 
opposite faces of the indenter (or 22° between the indenter face and the surface) 
(Fig. 10.6) [26].

The area of the indentation is determined from

 

= ≈
°⎛ ⎞

⎜ ⎟⎝ ⎠

2 2

sin136 1.8542
2

d d
A  (10.15)

 
= ≈ 2

1.854F F
HV

A d
 (10.16)

where HV is in terms of kg ⋅ F ⋅ mm−2 (1 kg ⋅ F ⋅ mm−2 = 9.807 MPa). Vickers hardness 
and other physical and mechanical properties are listed in Table 10.3.

Good correlation was achieved between nanoindentation tests and the stan-
dard Vickers hardness tests conducted on model ferritic alloys [27]. Nanoindenter 
loads of 0.05 g (Nanoindenter-II, Nano Instruments, Inc., Oak Ridge) were com-
pared to conventional Vickers microhardness derived from 200 to 500 g applied 
loads [27]. Two methods of testing were used: one in which constant displace-
ment depth was measured and the other in which a constant load was applied 
to all specimens. Nanohardness data was corrected to mitigate the differences 
between projected and actual indenter area. Overall, good correlation was 
achieved between the two techniques for hardness values in the range of 0.7 and 
3 GPa. Tensile property measurements were also conducted on all specimens. 
The linear correlation between Vickers hardness and yield strength is apparently 
valid for data derived by the nanoindentation technique [27].

Rheology and Tg. Differential scanning calorimetry (DSC, a good way to 
determine the glass transition temperature, Tg) and rheological methods are 
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FIG. 10.6

A Vickers hardness tip is depicted. The tip is made of diamond in the shape of a square-
based pyramid. Consistency is obtained in that impressions are similar regardless of the 
load applied. The Vickers Pyramid Number (HV) is determined from the ratio F/A where 
F is the applied force and A is the surface area of the indentation.

F
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Source: Image from Wikipedia commons, en.wikipedia.org/wiki/Vickers_hardness_test (2008). With permission.

TABLE 10.3 Engineering Properties of Elemental Materials

Vickers 
hardness 

(MPa)

Mohs 
hardness 

(MPa)

Young’s 
modulus 

(GPa)
Poisson 

ratio

Thermal 
conductivity 
[W ⋅ (m ⋅ K)−1]

Thermal 
expansion 
(10−6 K−1)

Electrical 
conductivity 
(107 S ⋅ m−1)

Density 
(g ⋅ cm−3)

Fe 608 4 211 0.29 80 11.8 1.0 7.874
Al 167 2.75 70 0.35 235 23.1 3.8 2.7
Au 216 2.5 78 0.44 320 14.2 4.5 19.3
Ag 251 2.5 83 0.37 430 18.9 6.2 10.49
Cu 369 3 130 0.34 400 16.5 5.9 8.92
Bi N/A 2.25 32 0.33 8 13.4 7.7 × 105 9.78
Ca N/A 1.75 20 0.31 200 22.3 2.9 1.55
Sn N/A 1.5 50 0.36 67 22 9.1 × 106 7.31
Be 1670 5.5 287 0.032 190 11.3 2.5 1.848
Mo 1530 5.5 329 0.31 139 4.8 2.0 10.28
W 3430 7.5 411 0.28 170 4.5 2.0 19.25

Note: Vickers hardness of the elements: periodictable.com/Elements/004/data.html.
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good means of probing the interfacial area. The Tg is sensitive to the level of 
nanoparticles that have either an attractive (decreased mobility) or repulsive 
(increased mobility) reaction with the polymer matrix [28]. Rheology is the study 
of materials that deform or fl ow. With more fi ller, the polymer mobility and Tg 
(relaxation) are infl uenced.

Tribology. Tribological behavior is also affected by nanofillers. Dry lubri-
cation of bearings is accomplished with homogeneous polymers like 
poly(tetrafl uoroethylene), a.k.a. PTFE (e.g., they are nonabrasive with low fric-
tion), but they present issues with wear resistance. When micrometer-sized hard 
fi llers are added to increase wear resistance, hardness, modulus, and strength, 
abrasion factors begin to emerge [28]. What is required is an engineered mate-
rial that provides the best of both worlds—enter the nano-solution. PTFE does 
not wear well. If 15-wt% micrometer-sized fi llers are added, two orders of mag-
nitude improvement are observed but at a cost—an increase in the dry sliding 
coeffi cient [29]. Tests were conducted on four kinds of 304-stainless steel sur-
faces: electropolished, wet-sanded, lapped, and dry-sanded [30]. PTFE (2–20 µm 
grain size) + alumina (44, 80, or 500 nm) composites were prepared. Filling 
rates were varied from 0, 1, 5, and 10 wt%. The lapped surface showed the best 
results of the four. If up to 10 wt% of g-alumina nanoparticles are added to the 
polymer, three orders of magnitude (OOM) reduction in wear rate is observed 
and 4-OOM reduction is observed if 1-wt% g-alumina nanoparticles are mixed 
with the PTFE [30]. Other tests using a-alumina showed even better perfor-
mance. Apparently a-alumina leads to stronger interfacial interactions with the 
PTFE polymer than does g-alumina [31]. Apparently nanofi llers (especially the 
4-OOM fi ller at 1 wt%) stabilize the phase of PTFE that is tougher and fi brillates 
more easily and these conditions promote the formation of “well-adhered trans-
fer fi lms,” a phase that is not normally available at room temperature [28]. 
Fibrillation in this case fi lls cracks better thereby reducing the formation of wear 
debris. DSC analysis revealed that nanofi lled PTFE had a higher melting temp-
erature than unfi lled PTFE.

Mechanical Testing at the Nanoscale. Failure in materials usually involves some 
kind of fracture, and as a result, most failure analysis involves examination of 
the results of mechanical loading tests—tensile overload, fatigue, or creep [5]. 
However, we do not focus on failure analysis in this chapter. Regardless, most 
failures can be traced to atomic or molecular phenomena—phenomena now 
that are closer to the nanoscale in size. The question to be asked at this stage is 
how exactly does one test for nanomaterial mechanical properties? Apparently 
an entire new arsenal of nanomechanical testers has been invented that involve 
the use of AFM probes and nanoindenters, for example. Although containing 
nanomaterials, a nanocomposite is realized as a macroscopic, graspable material 
and is therefore amenable to the same kinds of mechanical testing that is perpe-
tuated on traditional composites.

Transposition of bulk properties to nanoscale materials may be appropriate 
in some cases, depending on size, but the practice of doing so may be fraught 
with pitfalls as well. Bulk optical properties, for example, are used to describe 
the optical response of colloidal particles (ca. 10 < d < 100 nm). However, for 
particles below 10 nm in size where surface effects and quantum effects start to 

48031_C010.indd   42748031_C010.indd   427 10/29/2008   8:43:46 PM10/29/2008   8:43:46 PM



428 Fundamentals of Nanotechnology

exert infl uence, caution must be inserted into the equation. In addition, nano-
materials are purported to have fewer defects. This too is expected to affect their 
material properties.

10.1.2 Thermal Properties

Material thermal properties of concern to engineers come in the form of ther-
mal conductivity, the ability of a material to conduct heat, and a parameter 
known as the coeffi cient of thermal expansion (CTE), the microscopic expan-
sion of a material (strain) under thermal stress.

Coeffi cient of Thermal Expansion. CTE is the change in dimension (linear, area, 
or volume) of a material in response to a change in temperature. The degree of 
expansion (or the fractional increase in strain) divided by the change in tem-
perature is known as the coeffi cient of thermal expansion. Thermal expansion 
for fi bers, rods, or cables is expressed by the ratio of strain along their length

 

− ∆= =Thermal
o

o o

L L L

L L
e  (10.17)

Thermal expansion is proportional to the change in temperature

 ∝ − = ∆Thermal oT T Te  (10.18)

Heat is stored in materials during heat transfer in several ways—in the form of 
translational, rotational, vibrational, or electronic energies. Carbon materials, 
in general, are characterized by low coeffi cients of thermal expansion. This is 
one of the reasons such materials perform well in spacecraft that is exposed to 
temperature extremes. Polymers, on the other hand, have higher coeffi cients of 
thermal expansion than do metals. Ceramic materials possess some of the 
lowest thermal coeffi cients of expansion (Table 10.4).

Thermal expansion can be isotropic or anisotropic. Crystals, for example, 
may expand along one crystalline direction more so than another. Graphite 
expands more along one direction (x, y) of its plane than along the other, the 
z-direction. The thermal coeffi cient of expansion is expressed in linear, areal, or 
volumetric forms as

 

∆ ∆ ∆= = =
∆ ∆ ∆

,  , andL A V
o o o

L A V

L T A T V T
a a b  (10.19)

CTE is measured via interferometry, a procedure that analyzes the changes in 
the interference pattern of monochromatic light. Each shift in the fringe pattern 
corresponds to a change in L of 0.5l the laser wavelength. Plots of strain versus 
temperature, and the slope of the strain–temperature curve yield the instanta-
neous value of CTE. Quartz dilatometry is used to determine CTE of materials 
that are expected to have large changes in dimension under thermal stress. CTE 
mismatches lead to mechanical failure of materials even if CTE values have 
apparent small values. Therefore, careful selection of materials with regard to 
CTE must be done during the design phase of an engineering material.
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TABLE 10.4 Linear Coeffi cients of Thermal Expansion (CTE) of Common 
Materials

General engineering 
material Example CTE (10−6 ⋅ K−1 or 10−6 ⋅ C−1)
Metals Carbon steel A36 11.7

Stainless steel alloy 304 17.2
Cast iron G1800 11.4
Stainless steel alloy 440A 10.2
W (refractory metal) 4.5
Mo (refractory metal) 4.9
Ta (refractory metal) 6.5
Au (noble metal) 14.2
Ag (noble metal) 19.7
Pt (noble metal) 9.1
Ni (nonferrous metal) 13.3
Zn (nonferrous metal) 23.0
Zr (nonferrous metal) 5.9
Al 7075 (nonferrous metal) 23.4
Bronze (nonferrous metal) 18.0

Semiconductors GaAs 5.9
Si 2.5

Ceramics Aluminum oxide 7.0
SiC 4.6
Zirconia 9.6
Soda lime glass 9.0
Si3N4 2.7–3.1

Carbon materials Graphite 2.0–2.7
Diamond 0.11–1.23

Polymers Butadiene–acrylonitrile, styrene–
butadiene, and silicone (elastomers)

220–270

Phenolics (thermosets) 122
Polyesters (thermosets) 100–180
Epoxies (thermosets) 80–117
Low-density polyethylene (LDPE) 180–400
Polystyrene (PS) 90–150
Polymethyl methacrylate (PMMA) 90–162
Polyvinyl chloride (PVC) 90–180
Tefl on (PTFE) 126–216

Fibers Aramid (Kevlar 49) −2.0 (longitudinal)
60 (transverse)

Carbon fi ber −0.6 (longitudinal)
Polyacrylonitrile (PAN) 10.0 (transverse)
E-glass 5.0

(continued )
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Thermal conductivity. Thermal conductivity is the ability of a material to 
conduct heat—the specifi c heat fl ux that fl ows through a material if a certain 
temperature gradient is in place. Heat conduction is defi ned by Fourier’s law:

 

∆ ∆= − =
∆ ∆

/ /
( / ) ( / )
dQ dt Q t

k
A dT dx A T x

 (10.20)

where
dQ/∆dt is the rate of heat fl ux (transfer) across an area A in J ⋅ s−1

k is the thermal conductivity coeffi cient of a specifi c material
A is the area
x is the thickness of the conducting surface

For a fl at slab under steady-state heat conduction, the differentials become aver-
age values (RHS of equation 10.20). The units of k are J ⋅ (s ⋅ m ⋅ K)−1 or more 
commonly, W ⋅ m−1 ⋅ K−1 (1 W = 1 J ⋅ s−1). In general, metals are good conductors 
of heat and polymers are good insulators (Table 10.5).

10.1.3 Electronic Properties

Nanomaterials cover the entire gamut of electronic phenomena. Nanomaterials 
can act as conductors, semiconductors, and insulators. Carbon nanotubes in 
particular offer engineers a wide range of properties that are amenable to use in 
advanced materials—composites in particular, whether in the form of shielding 
materials or those designed to conduct electrically in an anisotropic fashion. We 
shall review a few of the basic engineering parameters that we need to be aware 
when discussing electronic and magnetic properties.

General engineering 
material Example CTE (10−6 ⋅ K−1 or 10−6 ⋅ C−1)
Composites Concrete 10.0–13.6

Aramid fi ber/epoxy matrix Vf = 0.6 −4.0 (longitudinal)
70 (transverse)

High modulus carbon fi ber/epoxy −0.5 (longitudinal)
32 (transverse)

E-glass fi bers/epoxy resin 6.6
Douglas fi r 3.8–5.1 (grain parallel)

25.4–33.8 (grain perpendicular)
Oak 4.6–5.9 (grain parallel)

30.6–39.1 (grain perpendicular)
SiC–Metal 0.4 [32] (signifi cantly less than 

pure metal)
AlN fi ber-reinforced polystyrene 0.3 times less than pure PS

Source: www.stormcable.com/uploads/Thermal_expansion_data_table_tb06.pdf (viewed 2008).

TABLE 10.4
(CONTD.)

Linear Coeffi cients of Thermal Expansion (CTE) of Common 
Materials
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Resistivity and Conductivity. Electrical resistance depends on the composition 
and geometry of a material. For example, resistance Ω increases with sample 
length L and decreases with sample area A [11]. Resistivity r, on the other hand, 
is a parameter that is independent of sample geometry with units of Ω ⋅ m

 

Ω= A

L
r  (10.21)

General engineering 
material Example

Thermal conductivity 
(W ⋅ m−1 ⋅ K−1)

Metals Carbon steel 54
Stainless steel 16
Al 250

Co 69
Au 310
Ag 429
Cu 401

Ceramics Quartz 3
Aluminum oxide 30
Granite 1.7–4.0
Mica 0.71
Glass 1.05
Plaster board gypsum 0.17
TiC (100°C) 25
Silica glass (100°C) 2.0
Soda lime glass (100°C) 1.7
ZrO2 (100°C) 2.0
Porcelain (100°C) 1.7

Carbon materials Diamond 900–2320
Graphite (100°C) 180
Carbon nanotubes 1800–6000

Polymers Nylon 0.25
High-density polyethylene (HDPE) 0.42–0.51
Polystyrene (PS) 0.033
Polypropylene (PP) 0.1–0.22
Polyvinyl chloride (PVC) 0.19

Composites Leather 0.14
Balsa wood 0.048
Cement 0.29
Cork 0.043
Cotton 0.03
Fire-clay brick 1.4
Fiberglass insulation 0.04
Oak 0.17
Vermiculite 0.058

TABLE 10.5 Thermal Conductivities of Common Materials
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Conductivity s is the reciprocal of resistivity

 
−= 1s r  (10.22)

Another term that is encountered frequently when discussing nanocomposite 
electrical properties is the percolation limit, or the correlation between geometri-
cal and electrical connectivity. The percolation limit is defi ned as the minimum 
concentration of fi ller required to support electrical conduction in a composite. 
Particle contact and percolation require a large volume fraction when the metal 
particles and the polymer grains are of comparable size. When the conducting 
particles are small relative to the grain size of the polymer, they are forced into 
interstitial (interfacial) sites and in contact with one another within a lower 
volume. This confi guration constitutes a “low percolation limit,” another advan-
tage of small size. The geometrical and electrical onset of connectivity may not 
occur simultaneously in some cases but their lack of correlation may be explained 
by the tunneling phenomena. Table 10.6 lists the conductivity of selected metals, 
semiconductors, and insulators in terms of Ω−1 ⋅ m−1 (siemens per meter, S ⋅ m−1, 
also indicated as S ⋅ cm−1) [11,33,34].

10.1.4 Chemical Properties

The chemistry of nanocomposites takes place within and during its manufac-
ture, not after its introduction to its application environment. Structural nano-
composites are designed to be inert. We do not want composite materials that 
react with radiation, humidity, erosion, acids, corrosive agents, toxic gases, 
sequestered liquids, or any other chemical or physical process. We want our 
structural materials to retain their integrity under a variety of conditions. If there 
is any surface chemistry applied to nanocomposites, it is in the form of protec-
tive materials like sealants, paints, and other coatings. These treatments are not 
discussed in this chapter.

This chapter is placed in the Chemical Nanoengineering division of the text. 
Although some mechanical, electrical, thermal, and optical properties are dis-
cussed, we are specifi cally interested in the interfacial chemistry between the 
nanophase and the bulk matrix phase of the composite. What chemistry is 
required, for example, to render a single-walled carbon nanotube reactive to 
potential matrix bonding?

Chemical Modification. Nanomaterials have high surface energy. In 
 general, due to this excess surface energy, nanomaterials seek stabilization 
by many methods. Chemical stabilization is one means by which nanoma-
terials achieve this goal. Gold-55 clusters, for example, require a ligand 
shell to help stabilize its geometry or otherwise agglomeration results. 
Many kinds of nanoparticulate fillers in composites have reactive surfaces, 
like silicates, that react readily with the polymer matrix. Others, such as 
nanogold, require a ligand shell in order to interface strongly with the 
matrix material of the composite. Ligands may provide specially designed 
functional groups that bind with side-chain counterparts of a polymer. 
These processes are highly chemical in nature and will be discussed 
throughout the remainder of the chapter.
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Intermolecular Interactions. Intermolecular interactions play a major role in 
nanoinclusion–matrix interfacial chemistry. The entire gamut of these “nonco-
valent, nonmetallic, and nonionic bonding” participates in interfacial bonding 
with matrix polymeric materials. Hydrogen bonds, van der Waals, dative bonds, 
π-stacking, and aromatic dipole–dipole, dipole-induced dipole, and induced 
dipole–induced dipole; capillary, and hydrophobic interactions all are capable 
of binding to polymers. Some nanoparticles actually are able to catalyze or 
direct the formation of the polymer during synthesis of the nanocomposite.

Chemical Modifi cation of Carbon Nanotubes. Some kinds of nanomaterials 
do not require stabilization by chemical or other means. Single-walled carbon 
nanotubes, for example, are kinetically stable under room ambient conditions. 

TABLE 10.6 Electrical Conductivity of Selected Engineering Materials

General engineering 
material Example

Conductivity 
(S ⋅ m−1 or W−1 ⋅ m−1)

Metals Al 3.54 × 107

Cu 5.8 × 107

Fe 1.03 × 107

Au 4.26 × 107

Steel 5.7–9.4 × 106

Semiconductors Ge 2.0
Si 0.40 × 10−3

PbS 38.4
Indium–tin oxide (ITO) ∼1 × 104 S ⋅ cm−1

Carbon materials Graphite 1.28 × 105

Ceramics Aluminum oxide 10−10 to 10−12

Borosilicate glass 10−13

Polymers Polyethylene 10−13 to 10−15

Nylon 66 10−12 to 10−13

Doped conductive polymers: poly aniline 
(PANI), polypyrrole (PPy)

10−5 to 102

Polypyrrole doped with AsF3 ∼103 S ⋅ cm−1

Polypyrrole doped with I2 ∼102 S ⋅ cm−1

Polyacetylene doped with AsF3 ∼105 S ⋅ cm−1

Polyacetylene doped with I2 ∼104 S ⋅ cm−1

Composites K-intercalated graphite (10%)–
polystyrene [35]

1.3 × 10−1 S ⋅ cm−1

Graphite (10%)–polystyrene [35] 5.0 × 10−3 S ⋅ cm−1

Br-intercalated graphite fi ber–epoxy [36] 1.1 × 10−1 S ⋅ cm−1

Graphite fi ber–epoxy [36] 2.2 × 10−3 S ⋅ cm−1

Graphene–silica (Vf = 0.11) spun composite 0.45 S ⋅ cm−1 [37]
MWNT–silica (Vf = 0.093) spun composite 0.57 S ⋅ cm−1 [37]

Note: Data from Materials Properties Tables: Electrical Conductivity and Resistivity, NDT Resource 
Center, Iowa State University, www.ndt-ed.org/GeneralResources/MaterialProperties/ET/et_
matlprop_index.htm.
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However, they do not make for good fi llers in nanocomposites unless some 
chemical modifi cation takes place on their surface. The modifi cation is required 
so that integral contact with a host matrix material, usually a polymer, is possi-
ble. The chemical bonds thus formed are able to conduct load transfer from the 
host bulk majority component to the carbon nanotubes—the whole idea behind 
fi ber reinforcement in a composite.

10.2 NATURAL NANOCOMPOSITES

Biomimetic technology is discussed in detail in chapter 12 and we do not wish 
to steal any of its  thunder; however, we cover a few notable examples of natural 
nanocomposites found in nature that serve as excellent models for our 
technology. A few selected examples of natural nanocomposites are listed and 
described in Table 10.7. Every hierarchical structure found in living things is 
a nanocomposite. Perhaps we can extend this expression to include “every 
structure in nature is a nanocomposite.” What do you think?

10.2.1 Skin of the Sea Cucumber

Lessons from the Humble Sea Cucumber. Recently, S.J. Rowan and C. Weder 
of Case Western Reserve University have developed a material (with a low-
modulus matrix) that can harden or soften depending on its immediate 
environment—a process known as chemoresponsive mechanic adaptability 
[39]. When threatened, the sea cucumber, an echinoderm that is able to rapidly 
and reversibly control the stiffness of its inner skin membrane (dermis), is able 
to transform its outer skin into a hard shell-like protective material in seconds—
ten-times harder than the relaxed version. The reaction is due to enzymes that 
are able to bind protein fi bers together. Another set of enzymes allows the skin 
of the sea cucumber to return to its relaxed state [39]. The humble sea cucumber 
serves as the model for the new nanopolymeric material.

The material developed by Rowan et al. is able to harden to a level that is 
greater than 2500 times its softer state—reversal of which occurs after soaking in 
water. The hardening of the material is due to the collective action of cellulose 
fi ber matrix held together with hydrogen bonds. When wetted, water is able to 
hydrolyze bonds between fi bers and the material undergoes relaxation. When 
dried, the material reforms hydrogen bonds and that process induces stiffening 
of the membrane. The elastic host polymer and stiff cellulose nanofi bers 
demonstrates  reversible reduction in tensile modulus by a factor of 40—from 
800 to 20 MPa—during cycling of the material in tests. Polymers in which thermal  
transitions corresponded to simulated physiological conditions exhibited more 
dramatic tensile modulus swings—4.2 to 1.6 MPa, a factor of 2625 [39]. The 
material, once commercialized, could be used in brain implants that reduce 
infl ammation or into clothing that can transform into armor.

10.2.2 Hard Natural Nanocomposites

The More Humble Mollusk. The shells of mollusks protect their soft bodies 
from predators and other traumas infl icted by nature. The composite, generally 
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known as nacre, consists of calcium carbonate (the ceramic phase, polymorphs 
of CaCO3, aragonite, or calcite) and an organic binder. One kind of organic 
constituent is the highly ordered layered b-chitin proteins arranged in paral-
lel arrays within interlamellar sheets. Another kind is similar in structure to 
silk in the form of an amorphous gel phase. The organic phase is responsible 
for stabilizing the metastable aragonite and for directing the morphology and 
orientation of the crystals [40].

Comparison of Hard Natural Materials. A comprehensive study was conducted 
to verify the mechanical properties of some natural materials. J. D. Currey et al. 

Natural 
composite Description
Cellulose 
(wood)

Polysaccharides of linear polymers of D-glucose subunits linked by b(1→ 4) glycosidic bonds; found in 
cell walls of plants; composite formed from fl exible cellulose + stiff lignin.

Chitin Nitrogenous polysaccharides [(C8H13O5N)n] in linear confi guration (N-acetyl-D-glucose-2-amine 
subunits) that form b(1→ 4) like cellulose; chitin embedded in a proteinaceous matrix forms the 
exoskeleton composite material of insects; hydrogen bonding between adjacent polymers gives the 
material increased strength.

Bone Parallel collagen triple helices in staggered array; 40-nm gaps at ends of tropocollagen serve as 
nucleation centers for hydroxyapatite, [Ca10(PO4)6(OH)2], forming a composite material that is very 
hard (due to the mineral part) but elastic and fracture resistant (due to the collagen part).

Silk b-Pleated sheet proteinaceous materials made up of gly–ser–gly–ala–gly (gly at every other position) 
monomer subunits; fi bers have high tensile strength and are resistant to stretching.

Spider silk is a composite of a gel core + surrounding solid casing of aligned molecules, usually 
consisting of alternating gly-ala or just ala amino acids.

Spider silk (2–4 µm diameter) tensile strength is on the order of high-grade steel but a better 
strength-to-weight ratio; capable of 40% stretch without rupture which makes the material ductile 
with high toughness; b-sheets stack to form crystalline and amorphous domains, and it is the 
relationship between these two domains in the composite that give spider silk its remarkable 
mechanical properties.

Collagen Modifi ed a-helical protein materials consisting of repeating monomers of glycine–proline–
hydroxyproline found in triple-helical structure; glycine at every third position; chains are stabilized by 
steric repulsion due to pyrrolidone rings of proline and hydroxyproline; three chains are hydrogen 
bonded to each other.

Collagen + keratin gives skin its integrity and elasticity.
Nacre Aragonite (ortho-calcium carbonate, CaCO3) + biological macromolecules; a.k.a. mother of pearl; 

organic–inorganic composite material that is strong and resilient.
Composition is of hexagonal platelets of aragonite 10–20 µm in width and 0.5-µm thick in parallel 
lamellar arrangement; the sheets are separated by elastic biopolymers made of complex poly-
saccharides like chitin and lustrin and b-sheet proteins found in silks; due to this confi guration, 
transverse crack propagation is inhibited.

Diatoms Cell walls consist of nanostructured polymerized silicates and biomolecules (frustulins on surface and 
silaffi n polypeptides embedded within the silica) for extraordinary mechanical stability; the diatom cell 
wall consists of crystalline and amorphous regions that gives the composite excellent mechanical 
properties [38].

TABLE 10.7 Natural Composite Materials
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in 2000 found that nacre outperformed highly mineralized bone because of its 
extremely well-ordered microstructure. The organic material in nacre forms a 
nearly continuous enclosure around all the aragonite platelets (∼500 nm thick), 
and is designed for toughness. This is surprising because normal bone contains 
more organic material (mostly collagenacious) than does nacre (∼1%). The rostral 
bone of the whale, however, does have similar organic phase content within its 
bony structure. The compositions were as follows: bovine bone (65% mineral, 
25% organic, and 10% water), rostrum bone (96% mineral, 1% organic, and 
3% water), and nacre (98% mineral, 1% organic, and 1% water) [41]. Young’s 
modulus for the three materials was found to be 20, 40, and 34 GPa respectively; 
bending strength of 220, 55, and 210 MPa, respectively, and hardness of 55–70, 
227, and 200 kg ⋅ m−2, respectively [41].

The highly mineralized content of the rostrum bone resulted in greater stiffness 
(increases Young’s modulus) and stronger in bending but loss of strength and 
toughness compared to bovine bone. Although nacre has a highly mineralized 
content, the loss of strength and toughness was not observed. The organic layer 
acts as a toughening device. According to Currey et al., there is a mystery associated 
with nacre and it is the following: why was the material never modifi ed by the 
pressure of natural selection to have a larger component of organic materials that 
would impart more strength and toughness while still remaining quite stiff?

Nanostructured Inorganic Framework/Polymer Nanocomposites. Inspired by 
the structure of natural nacre and bone—natural composite materials that are com-
posed of alternating layers of soft and hard materials in a periodic array—mechani-
cally robust, multifunctional silica/polymer nanocomposites were prepared by a 
straightforward self-assembly/evaporation process [42]. Depending on process 
parameters, Y. Yang et al. formed nanostructured, conjugated polymers of hexago-
nal, cubic, or lamellar structures consisting of an inorganic framework that protects, 
stabilizes, and orients the polymer while providing mechanical and chemical stabil-
ity [42]. Polymerizable amphiphilic diacetylene (PDA) surfactant molecules served 
as structure-directing agents and as the monomeric precursor material. By varying 
the size of the headgroup of the diacetylene surfactant (oligoethylene glycol, EO), 
it was possible to control the mesostructure of the resultant polymer. Addition of 
a silica inorganic host infl uenced the polymerization of the PDA. The process is 
generally known as a hybrid organic/inorganic self-assembly process.

The synthesis began with coupling DA with diethylene glycols to form 
DA-OEn where n = 3, 4, 5, or 10. Tetraethyl orthosilicate (TEOS, [Si(OC2H5)4]) 
provided the source of the silica. HCl catalyst in tetrahydrofuran (THF) and 
water was all that was required to generate the nanocomposite. The size of 
the head group played a major role in directing the fi nal morphology of the 
composite: n = 3 produced lamellar composites, n = 5 produced hexagonal 
structured composites, and n = 10 formed cubic composites [42].

Mechanical properties were determined by the nanoindentation procedure. 
The Young’s modulus ranged from approximately 9–5 GPa and the hardness 
from 0.6 to 0.4 GPa—both values comparable to calcined mesoporous silica 
fi lms that are used routinely in microelectronic devices. The membranes were 
also impermeable to gases indicating that there is no signifi cant porosity within 
its structure.
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10.3 CARBON FIBERS AND NANOTUBES

The importance of carbon fi bers was mentioned briefl y in section 10.0.1. 
Although, carbon fi bers, whiskers, rods, fi laments, and nanotubes have been 
fouling catalytic processes for decades, the discovery of nanosized carbon tubes 
has opened the doors to a whole new generation of advanced materials.

Carbon Fibers. A fi ber (from the Latin fi bra “a fi ber, fi lament,” related to fi lum 
“thread”) is a high aspect ratio material (L >> D). There are many classes of 
carbon fi lamentous materials and others based on inorganic materials like 
alumina, boron nitride, and silicon carbide. Conventional carbon fi bers range 
in diameter from a few to 10 µm (and larger depending on the application). 
Relatively solid carbon nanofi bers (CNF) have diameters on the order of 
50–200 nm. MWNTs, as we know well by now, have diameters between 10 to 
20 nm and are as large as 50 nm. The diameter of SWNTs is limited to a few 
nanometers. The structure of CNFs, MWNTs, and SWNTs varies depending on 
fabrication conditions. Fiber nanostructure, for example, is demonstrated in the 
form of cones, cups, or plates.

Although we have implicitly touched upon fi ber technology in previous sec-
tions in this chapter, we go ahead to provide a more complete treatment of the 
subject matter, of nanofi bers and nanotubes based on carbon in particular. A 
nanofi ber or nanotube is defi ned as a fi lament (hollow or solid) with diameter 
less than 100 nm—although we can safely extend this boundary to elongated 
materials with diameter less than 1 µm. Large diameter fi laments are character-
ized by solid morphology (e.g., no central canal).

Nanofibers are produced in several ways—interfacial polymerization, 
electro spinning, and weaving to name a few. Nanotubes are most efficiently 
produced by CVD techniques. Nanofibers have multiple functions and 
applications beyond enhancing mechanical and physical properties of poly-
mer composites—as filters, in medical devices, composites, garments, 
insulation, and energy storage to name a few. We define fibers as those 
materials that are not necessarily carbon nanotubes but can contain 
carbon nanotubes. Graphitic nanofibers range in microstructure from 
solid herring-bone to stacked graphitic platelets—parallel or perpendicu-
lar to the fiber axis.

Carbon Nanotubes. Carbon nanotubes and their ilk once again are the 
headliners in a chapter of a nanotechnology text. That should be of no surprise 
by now. They are amazing materials with amazing properties and why not 
place them within a polymeric matrix with the intent of fabricating a super-
composite. Carbon fibers have been used to reinforce polymers for several 
decades—with the earliest efforts linked to the aerospace industry in the 
mid- to late-twentieth century. One of the holy grails of aerospace design is 
to incorporate materials that are stronger (higher tensile strength) but 
lighter, for example, higher strength to weight ratio. Carbon-reinforced 
resins and carbon nanotube reinforced resins offer an optimistic route to 
achieve that goal.
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Carbon nanotubes have certainly changed the landscape with the advent 
of nanotube-reinforced composites, creating a new generation of excite-
ment. According to E.V. Barrera of Rice University in Texas, advanced appli-
cations of composites are expected in many areas: radiation protection, heat 
dissipation, static discharge capacity, high strength-lightweight parts and 
housings, heat engine components, deicing coatings, lightning protection, 
stress sensors, organic LEDs, electrically conductive ceramics, paintable 
polymers, antifouling paints, UV protection coatings, and overall corrosion 
protection [43].

Most research today is limited by the availability of carbon nanotubes. Berrara 
et al. go on to say that, and we quote indirectly, that a dearth of research materi-
als limits the concentration of NTs in composites to low volume fraction—ca. 
<10% and that research has focused on nanotube dispersion, untangling, alignment, 
bonding, molecular distribution, and retention of nanotube properties [43]. 
However, it is known from theoretical studies that NT fractions of 40%–50% 
show “broader promise” [43].

Superior NT properties take form in many confi gurations. For example, the 
percolation limit (i.e., the minimal concentration of inclusion materials to 
maintain electrical conduction) can be as low as 1wt% because of the small 
dimension of the nanotube [43,44,45]. In addition to concentration, alignment 
of carbon nanotubes is also problematic at this time.

If you were to sell carbon nanotubes, what would be the content of your 
pitch? Perhaps tout that CNTs have tensile strength 10–100 times and an 
elastic modulus 5–10 times that of the best steel at one-fi fth the weight; or 
that the electrical current capacity of CNTs can be 1000 times better than 
copper wire; or its thermal conductivity twice that of diamond; or how about 
its thermal stability up to 2800°C in vacuum; or that it can be a conductor, 
semiconductor, or insulator depending solely on its structure without doping 
or chemical modifi cation. Is this too good to be true? Yes indeed, carbon 
nanotubes are the strongest, stiffest, and lightest materials known to 
science.

Performance of Advanced Carbon Composite Materials. More and more 
demand is placed on developing advanced materials that conform to the 
extreme environments encountered by tomorrow’s aircraft. The development 
of nanocomposites that can greatly improve the strength, ablation resistance, 
stealth, thermal performance, and radiation hardening characteristics of mate-
rials is imperative for the next generation of aircraft. Radiation-hardened 
materials (and devices) have the ability to withstand damage or malfunctions 
caused by high-energy particles (cosmic rays, high energy protons and elec-
trons, solar particle events, high-energy electrons from the Van Allen radiation 
belt, etc.) and electromagnetic radiation (ultraviolet, infrared, and x-rays) for 
applications in space, high altitude fl ight, or in or near nuclear reactors. 
Radiation and high-energy particles cause electron ejection, lattice displace-
ments, depletion of minority carriers, recombination, and ionization. 
Neutrons, for example, can cause atomic displacement that disrupts the struc-
ture, and thereby reduces performance.
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10.3.1 Types of Fibers, Whiskers, and Nanotubes

Fibers. The fi ber fi lament offers one-dimensional reinforcement to a com-
posite- or, it can be manufactured as a stand-alone material. It is with the carbon 
nanotube that we are most interested.

Non-Wovens. Another class of engineered fi brous materials is known as 
non-wovens. Non-wovens are materials that are not specifi cally woven or knit. 
The most prominent example of a non-woven material is paper; another is 
felt. Non-wovens, therefore, are engineered fabrics that take form as sheets or 
webs. Entanglement in non-wovens is generated mechanically, thermally, or 
chemically. Non-wovens act as absorbents, liquid repellants, fl ame retardants, 
and fi lters. Although non-wovens are capable of being bound internally by 
the action of adhesives, serrated mechanical needles, binders, or polymer 
melts, the strength of non-wovens does not compare to other fi ber-reinforced 
materials [46].

Carbon Nanotubes. We are all familiar with the exceptional properties exhib-
ited by the legendary eighth century Damascus swords—swords that possessed 
characteristic wavy banding patterns (called damask), incredibly sharp blades, 
and extraordinary mechanical properties [47,48]. Recent electron micrographic 
studies have revealed that the sword contained an ultrahigh content of carbon, 
nanowires (iron-based cementite), and carbon nanotubes [47,48]. The bundles 
of nanotubes and nanotube-encased cementite run parallel to the blade’s surface. 
Softer steel is found between the nano-inclusions. The result is a blade that is 
strong and fl exible. Following an etching process, wavy lines, consisting of nano-
structured components sticking out from the blade’s edge (e.g., sawtooth-like) 
became apparent.

Although Sumio Iijima of NEC Corporation is formally credited with the dis-
covery of carbon nanotubes in 1993, two relatively unknown Soviet scientists, 
L. V. Radushkevich and V. M. Lukyanovich, were the fi rst to formally describe 
hollow, nanometer dimension carbon tubes (Fig. 10.7) [49]. Since then, carbon 
nanotubes have been discovered and rediscovered until their “formal discovery” 
was fi nally attributed to S. Iijima et al. in 1991 [50,51]. Interestingly, the objective 
of carbon nanotube work over the past 50 years or so just before the 1990s and 
the advent of the Nano Age was specifi cally to reduce nanotube formation in 
order to prevent coking and fouling of catalysts used in other processes.

S. Iijima, and simultaneously D. Bethune et al. of IBM, discovered the fi rst 
SWNTs in 1993 [52,53].

Elastic Modulus of Carbon Nanotubes. The theoretical Young’s modulus is pre-
dicted to be from 1 to 5 TPa (that’s terapascal!) whereas the best stainless steel 
and Kevlar values are in the range of 200 and 250 GPa, respectively. SWNTs show 
ca. 24% elongation of the materials at breaking as compared to 50% maximum 
for steel and around 2% for Kevlar. Because carbon nanotubes have such a low 
density, 1.3–1.4 g ⋅ cm−3, the specifi c strength of CNTs can be as high as 4.8 × 107 
N ⋅ m ⋅ kg−1, much better than high carbon steel (1.54 × 105 N ⋅ m ⋅ kg−1).
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Young’s modulus was determined from thermal vibration amplitude under 
TEM observation. T. Ebbesen of NEC Corporation measured the defl ection of 
the tips of SWNTs as temperature was increased from 300 to 600°C. The ampli-
tude of the vibration provided a means to assess the elasticity of the nanotubes—
demonstrating high bending stiffness. Young’s modulus is also calculated by an 
AFM method (Fig. 10.8) [54]. In this case, the AFM probe tip applies pressure to 
the distal end of a secured carbon nanotube and a correlation between applied 
force and material defl ection is ascertained. Application of Euler’s small defl ec-
tion equation yields the Young’s modulus

 
=

3
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E
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 (10.23)

where d is the defl ection of the cantilever (the carbon nanotube) at the point of 
contact, L is the length of the nanotube (between the fi xed position and the 
point of force), F is the force applied by the AFM tip, and E is the Young’s modulus 
as before. I is the areal moment of inertia of the cross section of the nanotube 
about its axis
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where ro and ri are the outer and inner radii of the elastic cylinder, respectively [55].

FIG. 10.7

The abstract from a seminal paper in the 1952 edition of the Journal of Physical Chemistry 
of Russia describing carbon nanotubes with 50-nm diameter from CO at 600°C shown. 
The discovery by L.V. Radushkevich and V.M. Lukyanovich remained obscure due to the 
Cold War climate of the time. Sumio Iijima of NEC Corporation of Japan went on to for-
mally describe multiwalled carbon nanotubes in 1991 [49,50,51].
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Why do carbon nanotubes have such extraordinary stiffness and strength? 
The strength is due to the strength and adaptability of the carbon–carbon 
bond, one of the strongest in nature. Stiffness is due to the phenomenon of 
hybridization. The carbon–carbon bonds in the hexagonal carbon rings are 
a blend of sp2 and sp3 character. When stressed, the bonds can rehybridize to 
accommodate the stress (increased bond angle by assuming more sp3 char-
acter). Once the stress is removed, recovery to the original configuration 
occurs. The degree of rehybridization is a function of the degree of applied 
stress. How do these remarkable materials perform inside a polymer matrix? 
The answer depends on how well the CNTs are linked to the matrix 
elements.

Thermal Properties. Carbon allotropes show a variety of thermal properties. 
The thermal conductivity for diamond ranges from 900 to 2320 W ⋅ m−1 ⋅ K−1, 
a value fi ve times better than silver. Thermal conductivity in carbon nano-
tubes depends on the temperature and the large phonon mean free path. 
In 1999, Hone et al. determined that the thermal conductivity of a single 
SWNT rope at room temperature could vary from 1800 to 6000 W ⋅ m−1 ⋅ K−1 
[56]. Goddard et al. determined the thermal conductivity of a (10,10) tube 
approached 2980 W ⋅ m−1 ⋅ K−1 [57]. How would a carbon nanotube fi ber 
behave in a polymer composite?

10.3.2 Synthesis of Fibers and Nanotubes

Carbon nanotubes can be fabricated by laser vaporization (quartz tube at 
1200°C with 1.2% CO–Ni alloy graphite target), carbon arc method (500 torr 
He, 20–25 V dc @ 50–120 A; no catalysts for MWNTs but Co, Ni, and Fe nano-
catalysts are required for SWNT graphite targets), and chemical vapor  deposition 

FIG. 10.8

Static mechanical measurement of Young’s modulus for a single-walled carbon nanotube. 
A force supplied by an AFM probe tip is applied at the distal end of a fi xed carbon nanotube. 
The defl ection d is measured and the value of E is calculated from Equation 10.24 above. 
The thickness of the wall of the SWNT is on the order of 0.34 nm (e.g., ro−ri = 0.34 nm for 
a SWNT).

Fixed end

Carbon nanotube

Nanotube
cross

section

L

AFM probe tip

F

d Deflection

ri ro

48031_C010.indd   44148031_C010.indd   441 10/29/2008   8:43:51 PM10/29/2008   8:43:51 PM



442 Fundamentals of Nanotechnology

(600–1000°C, argon atmosphere, carbon gas sources like methane, propylene, 
or acetylene and supported catalysts Co, Ni, or Fe on alumina or fl oating 
ferrocene and thiophene).

Polymer-Based Fibers. Polymer-based nanofi bers are fabricated by several tech-
niques: drawing, template synthesis, phase separation, self-assembly, weaving, 
melt spinning, and electrospinning [58]. Each technique, just like with anything 
else, has a complete set of advantages and disadvantages.

Melt Spinning. Melt spinning is the preferred method to manufacture poly-
meric fi bers. The polymer is fi rst melted and then pumped through a spin-
neret that has thousands of holes. Cooling takes place before the fi bers are 
collected on a take-up wheel. Fibers can be stretched later to infl uence the 
structure and orientation. Typically, fi bers on the order of 5–70 µm diameter 
are formed. Electrospinning is another fi ber-generating technique that has 
gained popularity.

Drawing. Drawing involves the use of a pipette (a few micrometers in diameter) 
dipped into a viscoelastic solution (e.g., a droplet containing citrate molecules) 
and withdrawn rapidly (@100 µm ⋅ s−1). A nanofi ber is pulled during withdrawal 
and deposited on a collector surface. Minimum equipment is required but drawing 
is a discontinuous process and scale-up would therefore become somewhat 
problematic [58].

Template Synthesis. Template synthesis is a generic means to produce nano-
wires from nearly any engineering material or combination of materials. 
Advantages include the manufacture of monodisperse fi bers with specifi c diam-
eter. Fiber length, however, is limited by the aspect ratio of the template pocket 
or template tube.

Phase Separation. In phase separation, nanofi brous poly(L-lactic)acid fi bers 
(PLLA) are formed in a fi ve-step process: (1) polymer dissolution of PLLA in 
tetrahydrofuran solvent to form a 1% w/v mixture, (2) gelation at −18°C, (3) 
solvent extraction with distilled water, (4) water removal and freezing, and lastly 
(5) freeze drying to produce a porous nanofi brous structure [59]. Advantages 
include tailored design of mechanical properties by manipulation of the polymer 
concentration, but a major disadvantage is that the process is limited to specifi c 
polymers.

Self-Assembly. Self-assembly is becoming exceedingly popular and is an excel-
lent way to fabricate really small fi bers but it often involves rather complex 
chemistry [58].

Electrospinning. Electrospinning provides an effective alternative to nanofi ber 
manufacture and is exceedingly popular. Electrospun fi bers with diameters of 
250 nm have been a part of industrial materials for more than 20 years. 
Electrospinning employs electrostatic and mechanical force to spin fi bers from 
the tip of a fi nely tuned orifi ce called a spinneret. The spinneret is held at a positive 
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or negative charge by means of a DC power supply. The key principle involves 
the balance between the electrostatic charge and the surface tension of the poly-
mer solution. Heat may be applied to keep the polymer in liquid form. When 
the electrostatic repelling force overcomes the surface tension, the viscoelastic 
liquid essentially spills forth from the spinneret to form fi nely divided but 
continuous fi lament. The fi lament is subsequently collected onto a rotating or 
stationary collector of opposite charge. The distance between the spinneret tip 
and the rotating collector is between 15 and 30 cm. Fibers ranging from 10 nm 
to 1 µm can be produced by this process [46].

The following polymer–solvent pairs (solvent in parentheses) are employed in 
electrospinning processes: nylon-6 and nylon-66 (formic acid), polyacrylonitrile 
(dimethylformamide, DMF), polyester (PET), (trifl uoroacetic acid/dimethyl 
chloride), polyvinyl alcohol (PVA) (water), polystyrene (PS) (DMF/toluene), 
polyaramide (sulfuric acid), and polyimides (phenol) [46].

Commercial Synthesis of Carbon Fibers. Carbon fi bers (a.k.a. graphite fi bers or 
carbon whiskers) can be formed under pyrolytic conditions that utilize relatively 
large catalytic particles or by chemical and physical modifi cation of polymers such 
as polyacrylonitrile (PAN). For example, long chains of PAN are drawn and sub-
sequently aligned during a drawing process to form continuous fi laments. The 
fi laments are then heated to temperatures above 300°C in air and oxidized to 
disrupt the hydrogen bonding [6]. The oxidized form of PAN is then placed in 
an inert atmosphere (e.g., argon) and heat treated at temperatures 1500–3000°C 
to stimulate graphitization. Carbon precursor polymeric materials heated 
between 1500 and 2000°C possess high tensile strength because of the turbostratic 
carbon structure (due to carbonization). Carbon precursors heated to tempera-
tures between 2500 and 3000°C have a highly graphitic structure and exhibit 
Young’s modulus near 500 GPa [6].

Synthesis of Multiwalled Carbon Nanotubes. Carbon nanotubes (CNT) form 
under a variety of conditions—specifi cally, any environment in which there is a 
carbon source, anaerobic (pyrolytic) conditions, high temperature, and/or the 
presence of catalytic materials. Methods to fabricate carbon nanotubes include 
electric arc-discharge, laser ablation, solar furnace, and various forms of chemical 
vapor deposition (CVD). Arc-discharge and laser ablation methods are limited 
with regard to practical upscale as both are relatively energy intensive. The most 
practical means to generate nanotubes is afforded by chemical vapor deposition. 
Flame synthesis has become a most profi table commercial synthetic method.

The use of MWNT fi llers to strengthen polymers and ceramics has become a 
$200 million dollar or more industry worldwide. Extremely effective means of 
producing pure multiwalled carbon nanotubes by a fl ame process are currently 
in use. For example, catalyst particles are placed on a support or seeded into a 
fl ame. Catalyst particles of Ni are generated by a thermal evaporation/condensa-
tion process with subsequent entrainment into a fl ame. The carbon source gas 
in many procedures consists of an ethylene/H2 mixture to produce MWNTs 
[60]. Nanofi bers are produced with a ternary gas mixture of CO/C2/H2 with Ni 
at 700°C [60]. Flame synthesis is capable of producing MWNTs in large quanti-
ties at a reduced cost [61]. A thermal evaporation technique is used to create the 
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 catalyst nanoparticles of Fe or Ni through gas condensation followed by 
entrainment into the fl ame. Each system yields consistent results, with CO/H2 
mixtures generally yielding single-walled nanotubes (SWNTs) with Fe while 
C2H2/H2 mixtures usually produce multiwalled nanotubes (MWNTs) with Ni. A 
ternary gas mixture of CO/C2/H2 produces a better yield of nanofi bers than 
either a CO/H2 or C2H2/H2 mixture at 700°C with a Ni catalyst [61]. A combination 
or perhaps a synergy between thermal—plus adsorbate-induced restructuring 
and adsorbate–particle steric factors affect particle structure and reactivity [61].

Commercial Synthesis of SWNTs. Several processes are available to manufacture 
SWNTs at levels viable for commercialization. Two of the most effective include 
the fl ame process and the HiPco process.

Flame Synthesis of SWNTs. A current commercially viable process to synthe-
size SWNTs is similar to the fl ame method discussed earlier for MWNT pro-
duction. However, in this case, in place of a Ni catalyst with ethylene/H2, Fe is 
used in a CO/H2 gas mixture to generate SWNTs [60]. SWNTs have been 
detected in the postfl ame region (height-above-burner in millimeters, HAB) of 
a C2H2/O2/Ar fl ame at 50 torr with iron pentacarbonyl vapor. The iron penta-
carbonyl decomposes in the fl ame to form the metal catalyst particles 5–10 nm 
in diameter in the 10- to −40-mm region of the fl ame [61]. After ca. 30 ms, 
incipient tubes were observed at 30-mm HAB, and nanotubes were detected 
after 40-mm HAB. Cluster (bundling) occurred between 40- and 70-mm HAB, 
and the growth rate was determined to be on the order of 10 µm ⋅ s−1 [61].

SWNTs are also produced in oxy-fuel inverse diffusion fl ames of high fuel-
rich stoichiometric mixture fraction [62]. Fuel rich regions are devoid of soot 
and polyaromatic hydrocarbons (PAH). In an inverse diffusion fl ame, oxygen is 
introduced into the center of the fl ame and fuel around the periphery of the 
oxidizer (Fig. 10.9). As a result, carbon nanotubes are formed in the periphery 
of the fl ame and are not exposed to oxygen. The SWNTs on the order of 1 µm in 
length have been produced under such conditions.

Companies such as Nano-C, Inc., of Westwood, Massachusetts have developed 
processes to produce SWNTs by fl ame technology without the need for expensive 
gases and external energy supplies with facilitative scalability [63]. The fl ame, 
generated by premixed benzene–oxygen, can be adjusted with high specifi city to 
produce SWNTs with low levels of contamination (no amorphous carbons, spheri-
cal fullerenes, and MWNTs) [63]. A catalyst precursor, iron pentacarbonyl Fe(CO)5, 
is added to the nonsooting fl ame to form SWNTs [63].

If no catalyst is added to the mix, fullerenes are produced. Equivalence ratios 
j are defi ned as the fuel-oxidizer ratio divided by the stoichiometric fuel-oxidizer 
ratio corresponding to the conversion of all hydrocarbons into CO2 and H2O. 
Acetylene and ethylene, for example, form SWNTs in the equivalence ratio range 
of 1.7–3.8. Good quality nanotubes are formed under conditions of acetylene 
fuel and O2 oxidizer (j = 1.6), Ar diluent at 18 mol%, Fe(CO)5 catalyst precursor 
forming metal concentration of 6000 ppm, 50 torr, 30 cm ⋅ s−1 gas fl ow, HAB at 
50 mm, and temperature profi le at 1800 K @ 10 mm and 1500 K @ 80 mm [61].

HiPco Process. Large-scale production of single-walled carbon nanotubes 
is demonstrated by the HiPco process—short for “high pressure carbon 
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monoxide.” HiPco is a gas-phase CVD process operating under 30–50 atm and 
900–1100°C. The carbon source material is fl owing carbon monoxide (CO) 
and iron pentacarbonyl is the catalyst precursor material. Fe clusters are 
formed in situ from the decomposition (above 300°C) of the Fe(CO)5 and 
subsequent condensation of reduced iron atoms in the gas stream. CO dis-
proportionation occurs according to the following reaction (similar to the 
industrial Boudouard reaction)

 → +2 SWNT2CO  CO   C  (10.25)

FIG. 10.9

Left: Inverse diffusion fl ame is depicted. The fl ow of fuel is introduced around an oxidizer 
(usually air) core. In this confi guration, SWNTs do not pass through the oxidation zone of 
the fl ame. SWNTs are collected downstream on a device such as a cold fi nger. Right: HAB 
versus j shows regions of metal formation, nanotube conception, nanotube aggregation, 
and soot formation. 
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Purity on the order of 97-mol% SWNTs and 3-mol% Fe is achieved by this 
process [64]. Standard production conditions are as follows: 30 atm, 1050°C, 
CO volume fl ow rate @ 8.4 L ⋅ min−1 (or 250 standard liters per min mass 
fl ow; slm), and 0.25 torr Fe(CO)5 @ 1.4 8.4 L ⋅ min−1 (42 slm) for 24–72 h. The 
rate of production of SWNTs under these conditions was ca. 450 mg ⋅ h−1 or 
10.8 g ⋅ day−1 [64].

10.3.3 Chemical Modifi cation of Carbon Nanotubes

Although nanotube fi llers in metals seem to work quite well, the same cannot 
be said for nanotubes in polymer matrices. In order for carbon nanotubes to 
become effective components in a composite (as we know, pure tubes are not 
easy to integrate within the polymer matrix due to their apparent “atomic 
smoothness”), the tubes must be chemically modifi ed to provide sites that are 
capable of cross-linking with the polymer. There exist two generalized approaches 
to chemical modifi cation of carbon nanotubes: (1) covalent bonding to the 
structure of the nanotube in which the alteration of nanotube properties occurs 
due to disruption of the resonance-stabilized conjugate structure, and (2) modi-
fi cation of nanotubes by weak molecular forces—in which the basic structure 
and properties of the nanotube are not signifi cantly perturbed. Numerous 
chemical procedures of both kinds are available. Tubes are either synthesized in 
pure form or purifi ed post de facto, then chemically modifi ed, and integrated 
within the polymer matrix.

Depending on the application, tubes of monodisperse size and chirality are 
ideally desired (much progress has been made in recent years to synthesize, purify, 
and/or separate tubes to achieve this objective). Applications range from anticor-
rosion paints (high purity and uniformity not required) to thin conductive poly-
mer fi lms (higher level of purity and orientation required) to potential structural 
materials exposed to high stress situations (e.g., aircraft wings) that require longer, 
uniform, and highly pure tubes. One technological challenge faced by composite 
engineers is addressing the solubility issues associated with nanotube bundles—
in general, the larger the bundle, the worse the solubility. Bundled nanotubes, in 
any event, are not desirable due to the “sword-in-the-sheath” effect, for example, 
that tubes found in the middle of bundles would easily slide out of the engineer-
ing position because the only force acting to hold them in place are van der Waals 
forces, not strong enough to overcome high mechanical external shear stresses. 
The same issues confront the incorporation of MWNTs because internal tubes are 
not held as strongly (only by van der Waals forces).

Chemical modifi cation. Chemical modifi cation techniques are summarized 
and discussed more intensely in Introduction to Nanoscience, chapter 9. Covalent 
derivatization occurs by well-known organic chemical methods: addition that 
includes cycloaddition, nucleophilic substitution, radical addition, electrophilic 
addition, hydrogenation, etc. Derivatization via intermolecular interactions 
occurs by well-known intermolecular reactions such as van der Waals, p-interac-
tions, hydrophobic interactions, hydrogen bonding (once derivatized), and 
electrostatic methods, etc.
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Covalent procedures include oxidation of terminal ends or sidewalls by 
treatment with strong acid at elevated temperature under reflux conditions. 
Addition of –CO2H groups activate CNTs for further substitution. 
Halogenation occurs with F2 by 1,2-addition or 1,4-addition at 150–400°C. 
Further derivatization is achieved with other well-known chemical processes 
such as alkylation with Grignard and organolithium agents as well as diols 
and diamines. Substitution with terminal amino groups render aminoalky-
lated CNTs soluble in water. Cycloaddition with Cl2 occurs with application 
of CH2Cl2. Hydrogenation is achieved with Li metal and methanol in liquid 
NH3, glow discharge, or atomic bombardment. Nanotube walls appear cor-
rugated following hydrogenation. Stoichiometry of hydrogenated nanotubes 
is C11H. Hydrogenated tubes are stable to 400°C. Cycloaddition occurs readily 
with carbenes, nitrenes, azomethine ylids (that form pyrrolidine fused 
rings), and nitrile imines. Pyrrolidine rings are useful centers for further 
reactions. Examples include Diels–Alder and dipolar cycloaddition. Radical 
addition methods by thermochemical, photochemical methods are also 
utilized for functionalization. Ozonolysis, mechanochemical functionaliza-
tion, and plasma activation are other means to modify the chemistry of 
nanotubes.

Noncovalent nanotube functionalization methods include polymer wrap-
ping. MWNT and SWNT polystyrene (PS), poly(vinyl alcohol) (PVA), polyhy-
droxyaminoether (PHAE), and epoxy thermoset composites are produced 
following solvent evaporation. Some problems include aggregation of tubes 
limits solubility. Low loading due to saturation at 1%–2% results. Other nonco-
valent methods include polymer grafting “To” and polymer grafting “From.” 
Grafting to oxidized tubes is also practiced.

Chemical Modifi cation of SWNTs. Although SWNTs have superior mechanical, 
thermal, and electrical properties, realization of their advantages in composites 
requires special preparation of the nanotubes. By chemical functionalization, 
the interfacial binding between the polymer host and the SWNT becomes 
enabled—hopefully without compromising the properties of the nanotube. 
Without such chemical preparation, the SWNT is not able to transfer exterior 
loads encountered by the composite.

Functionalization has other advantages. Neat SWNTs are not very soluble. 
Depending on the chemical nature of the functional group, SWNTs can be 
dispersed in aqueous as well as organic solvents. Homogenious dispersal of 
SWNTs within a polymer results in better overall mechanical performance of the 
composite.

Why is this important? SWNTs usually exist in the form of tightly bound 
ropes—aggregations of van der Waals bonded SWNTs producing bundles that 
can be on the order of micrometers in thickness. Such ropes are virtually insolu-
ble in any solvent. The mechanical properties of polymers that contain SWNT 
ropes are not enhanced to the degree theoretically possible. For example, SWNTs 
located within the rope will have a tendency to slide over one another, similar 
to graphite planes. Chemical modifi cation occurs by linking to SWNTs with 
strong covalent bonds or by linking with intermolecular interactions.
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Oxidation of SWNTs by treatment in strong acids at elevated temperatures 
under refl ux conditions yields open-ended SWNTs stabilized by carboxyl groups 
(Fig. 10.10).

10.3.4 Carbon Nanotube Applications

From yarns to “beds of nails,” there seems to be no limit in the applications of 
carbon nanotubes.

SWNT Bed of Nails. SWNTs have been arranged in a confi guration known as a 
“bed of nails” [65]. The SWNTs were packed in a hexagonal close-packed 2-D 
triangular lattice structure. The length of the tubes (membrane thickness) was 
on the order of 75 nm and the density of tubes in the membrane was ca. 1014 ⋅ cm−2. 
The diameter of the tubes is tunable between 0.4 to 3 nm, with applications in 

FIG. 10.10

Left: Chemical modifi cation of SWNT: (1) oxidation with strong acids, refl ux, tempera-
ture > 100°C, to produce carboxylic acid reaction sites –COOH, (2) chemical reaction 
with acetyl amide to form reactive terminal group, (3) and (4) addition of free radical 
initiator and styrene monomer to initiate polymerization process, (5) propagation and 
subsequent termination of the polymerization process to form a polystyrene. Right: 
Chemically modifi ed SWNTs aligned in an electric fi eld are cross-linked by polystyrene 
chains. Anisotropic mechanical properties result from such alignment [43]. 
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batteries (intercalation of Li+), Pt nanoparticle dispersion, and molecular 
transport with high sensitivity and fl ux [65]. The membranes were formed by 
application of the FIB (focused ion beam) mill perpendicular to a previously 
prepared neat fi ber of SWNTs.

Carbon Nanotube Woven Fibers. Perhaps one of the most amazing break-
throughs in nanotechnology (and there have been many) occurred in the labo-
ratory of R.H. Baughman et al. at the University of Texas at Dallas’ NanoTech 
Center (Fig. 10.11). Baughman and his team have managed to weave 100 m 
(that’s meters!) of nanotube composite fi bers that exhibit better toughness than 

FIG. 10.11

Woven nanotube yarns from the Baughman group at the NanoTech Center at the University 
of Texas at Dallas. (a) Fibers/yarns are woven in a way similar to the way early humans 
did it—by rolling random strands until a fi ber is formed. (b) Several weaving and braid-
ing steps are required to make the yarn seen at the left. 10-nm diameter agglomerated 
MWNTs are woven into 30-nm diameter bundles. The 30-nm bundles form a yarn that is 
1 mm in diameter. The next step is to form a plied yarn that is 6 mm in diameter. And 
fi nally, the yarn is braided to form the image in the fi gure to the left—40 mm or 0.04 mm 
in diameter. (c) A fabric is woven from the yarns, representing a higher level in the nano-
tube hierarchy. These accomplishments are absolutely amazing.

(a) (b)

500 µm

(c)

Sources: (a, b) M. Zhang, K. R. Atkinson, and R. H. Baughman, Science, 306, 1358–1361 (2004); (c) A. B. Dalton, S. Collins, E. 
Munoz, J. M. Razal, V. H. Ebron, J. P. Ferraris, J. P. Coleman, B. G. Kim, and R. H. Baughman, Nature, 423, 703 (2003). With 
permission.
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any natural or synthetic organic fi ber [66]. The composites consist of carbon 
nanotubes in a PVA (polyvinylalcohol) matrix. Toughness is the energy required, 
in this case, to rupture a fi ber. Spider silk, for example, is fi ve times tougher than 
steel of the same mass. These carbon nanotube composite fi bers are 20x tougher 
than steel, 17x as tough as Kevlar, and 4x as tough as spider silk.

Kaili Jiang et al. at the Department of Physics at Tsinghua University in 
Beijing developed a method to “self-assemble” yarns made of carbon nano-
tubes by drawing them out from super-aligned planar arrays [67]. The process 
is actually similar to the way wool was drawn and spun since antiquity. String 
was made in Paleolithic times (ca. 20,000 years ago) by rolling tufts of animal 
hair up and down one’s thigh into a fi ber. The length of the fi ber was deter-
mined by the amount of hair added. The process also works with grass. Just 
take some grass and roll it back and forth in your hands. You’ll end up getting 
a strand in which the individual blades of grass are intertwined.

Ray Baughman embellished the method by introducing a twist during the 
spinning to make them “multi-plied” and torque stabilized [68]. MWNT sheets 
can be spun at a rate of 7 m ⋅ min−1 from “nanotube forests.” The rate can be 
increased to 30 m ⋅ min−1 if lower quality (wool) is required. The MWNT sheets 
initially form as an aerogel that eventually condense into sheets as thin as 50 nm. 
A process called densifi cation is required to impart strength to the sheet. 
Densifi cation is accomplished by twisting the yarn. In the aerogel phase, the 
material has no strength. Densifi cation, in addition to strengthening the mate-
rial, aligns the nanotubes along the axial direction of the spun yarn. The process 
can be applied to MWNTs, DWNTs, and SWNTs.

According to Baughman, the yarns possessed some quite remarkable proper-
ties: strength greater than 460 MPa, hysteretical deformation with 48% energy 
damping, tough as fi bers in bullet-proof vests, and no degradation at 450°C 
following immersion into liquid nitrogen. Yarn strength increased with polymer 
infi ltration as demonstrated by high creep resistance and high electrical conduc-
tivity test results [68]. The physical properties as one might imagine, would be 
enhanced if longer nanotubes can be utilized in the yarn. Baughman et al. have 
grown nanotube forests on the order of several millimeters in height (Zhang). 
For each kilogram of yarn, it is estimated that over 3 billion kilometers of nano-
tubes must be incorporated into the yarn. Apparently the rate-limiting step in the 
process is not the weave step. The rate-limiting aspect of the process is the rate of 
CVD growth of carbon nanotubes. Scale-up is not expected to be a problem for 
this nanomaterial. The strength of such sheets is better than the best strength that 
steel can afford. The power of nano! Truly incredible.

The nanotube yarns can be confi gured into knots. Unlike conventional yarns, 
knots in nanotube yarns do not lose strength [69]. The nanotube yarns (and 
yarns in general) reversibly dissipate mechanical energy. Twist-induced rein-
forcement of the strength of the yarn is approximated by Hearle’s equation:

 
≈ −2Y
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sY/sF is the ratio of yarn strength to the strength of the fi ber; a is the angle of 
the helix with respect to the axis of the yarn; d is the fi ber diameter; m is the 
coeffi cient of friction, L is the fi ber length and Q is the fi ber migration length. 
Strength is less for a yarn than a fi ber making up the yarn. According to this 
equation, the (1−k cosec a) term describes the transfer of tensile stress to trans-
verse stress, for example, the locking of fi bers [69]. To get the best performance, 
decreasing the nanofi ber diameter d, increasing the fi ber length L, and/or 
increasing the coeffi cient of friction m need to be done.

Applications of the yarn are straightforward as structural reinforcement 
elements, but applications of the textile (sheet) are potentially quite unusual. 
These include polarized incandescent light, microwave plastic welding, elec-
trodes (transparent, elastic), conducting appliques (decorative fabrics that are 
optically transparent, electrically conducting, and microwave absorbing), and 
fl exible OLEDs [69].

Cellular Foams. Condensed carbon nanotube free-standing foams with shock 
absorbing structural reinforcement behavior were synthesized by capillary-
driven assembly [70]. Vertically aligned MWNT arrays were grown on patterned 
silica Si(100) substrates by CVD at 800°C. The nanotube arrays were then 
exposed to oxygen plasma in a glow-discharge chamber for 10 min. The MWNTs 
did not degrade in the chamber. The product was then immersed in solvents 
such as acetone, toluene, DMF, THF, or methanol. Evaporation of various liq-
uids occurred at room temperature from the interstices to form the foams. 
Annealing at 800°C did not change the conformation. Foams with intricate 
open cellular structure were formed by the collapse and condensation of the 
nano tubes. These advanced materials demonstrated fl exibility and good 
mechanical strength [70].

10.4 ORGANIC POLYMER NANOCOMPOSITES

What is it about nanomaterials (zero-, one-, and two-dimensional) that make 
them excellent inclusion materials in composites? How do nanomaterials, as 
opposed to fi llers with larger size, affect the structure–property relationship 
between fi ller and matrix, for example, the interfacial area? Traditional polymer 
chemistry has taught us about the relationship between and among molecular 
weight, chain length, architecture, fi llers, ordering, and functional groups and 
scaffolds with solubility, rheology, mechanical properties, and other chemical 
behavior. Also the effects of solvent, size, chemistry, and fabrication conditions 
are well understood. What then happens to such baseline polymers when 
nanomaterials are inserted? How are mechanical, physical, and chemical properties 
impacted by nanometer-sized inclusions of varying size, shapes, compositions, 
and orientations—whether in the form of particles, tubes, porous materials, 
discs, wires, or blocks?

Nanoscale building blocks are individually remarkable because of several 
reasons. They are free of defects, reactive, and have unusual physical properties. 
It is however, not a simple task to keep these remarkable properties intact in a 
macroscale composite.

48031_C010.indd   45148031_C010.indd   451 10/29/2008   8:43:58 PM10/29/2008   8:43:58 PM



452 Fundamentals of Nanotechnology

10.4.1 Introduction to Polymers

We start this section on nanocomposites with polymers based on organic 
carbon. Polymer chemistry was introduced in Introduction to Nanoscience 
[21]. There are many kinds of polymers, but our discussion early on is lim-
ited to those based on organic carbon. Many inorganic materials are capable 
of polymeric reactions that connect building blocks into chain and network 
confi gurations. Examples of inorganic polymers include silicates, silicones, 
and glasses [11].

Brief History of Organic Polymers. The ancient Mayans used extract of rubber trees 
to make balls. Goodyear in 1839 improved the performance of rubber products by 
treating the polymer at 132°C in the presence of sulfur, a process called vulcaniza-
tion that results in cross-linking of polymer molecules. In 1907, the fi rst synthetic 
plastic, called Bakelite, was used as an insulating material due to its hardness and 
high heat resistance properties. In 1917, the molecular structure of cellulose was 
determined by an x-ray diffraction technique. In 1920, Nobel Laureate Hermann 
Staudinger revealed that polymers consisted of long chains made of molecular 
repeating units called monomers. Poly(vinyl chloride), or PVC, made the scene in 
1927, polystyrene in 1930, nylon in 1938, and poly(ethylene) in 1941. Moldable 
high-temperature polymers were developed by 1970 and Kevlar was invented in 
1971. Kevlar is an example of a fi ber-reinforced polymer with extreme hardness and 
excellent temperature resistance (<300°C). By 1976, polymers and plastics overtook 
steel as the most widely used material in the United States.

Polymers offer an easily attainable, commercially viable route to stronger, 
lighter, less expensive, and versatile materials. Polymers are relatively easy to 
work with and do not require extreme conditions during their synthesis. Raw 
materials are readily available (at least until oil runs out). It is also relatively easy 
to embed inclusion materials within the matrix of a polymeric host. The rich 
chemistry of polymers allows us nearly an unlimited store of reactions to draw 
from to fabricate a composite.

Selection of the monomer, modifi cation of side chains, various cross-linking 
strategies, materials concentration, and external control parameters such as tem-
perature and pressure yield nearly an unlimited store of polymer materials. It is 
no wonder that polymers (composites made from them), and nanocomposites 
in particular, will establish a new class of materials with future promise in the 
fi eld of high-performance materials.

Devising the order of presentation in this section was somewhat challeng-
ing. We decided that presenting polymer nanocomposites (PNCs) fi rst, in a 
general sense, was a good idea because so many classes of nanocomposites are 
based on organic polymeric host matrices. There are, for example, clay–polymer 
nanocomposites, metal-polymer nanocomposites, and carbon fi ber-reinforced 
polymer nanocomposites, just to name a few. In addition, several characteristics 
of polymers need to be understood before we proceed into sections describing 
other types of nanocomposites, and that terms associated continually with 
polymers need to be defi ned.

Polymerization. Although we will not spend too much time in this area, the 
basics are reviewed briefl y. Polymerization is a process by which small chemical 
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units (called monomers) are linked together by means of a chemical reaction. 
There are two basic fabrication schemes: addition (or chain) growth and step 
(or condensation) growth. Chain growth relies on the carbon–carbon double 
bond across which addition occurs readily, and condensation growth relies on 
molecules with bifunctional active groups that condense (react) to form water. 
Proteins are assembled via a condensation process to form peptide bonds. Chain 
growth proceeds in the presence of free radical, anionic, or cationic catalysts. 
Initiation, propagation, and termination (terms that are relatively self-explanatory) 
are the three general phases of this kind of polymerization.

If different kinds of monomers exist within the polymeric soup, a copolymer 
is produced that is similar in concept to a metal alloy [11]. Block copolymers 
(materials extremely important in nanotechnology) consist of ordered domains 
of repeating units that arise from different monomers. Polymeric templates 
and other nanostructures are based on block copolymer materials. Polymer 
blends consist of mixtures of preexisting polymers. Linear polymers, as the term 
implies, are made of long-chain hydrocarbons that can be linked. The degree 
of polymerization n is derived from the ratio between the molecular weight of 
the polymer and monomer, respectively. Chain length is approximated by the 
following relation:

 

°⎛ ⎞
⎜ ⎟⎝ ⎠chain CC bond

109.5 C
sin

2
L N L=  (10.28)

where
NCC is the number of carbon bonds
Lbond is the bond length (0.154 nm)

Placement of side groups can be isotactic (all on one side), syndiotactic (alternat-
ing), or atactic (placed irregularly) [11]. The kind of placement infl uences the 
overall structure of the polymer as well as the potential for cross-linking. 
Branching is a consequence of reaction conditions, monomer type, and side 
group steric factors.

Thermoplastic polymers consist of high molecular weight linear chains that are 
branched (no cross-linking) or unbranched that soften when heated. Conversely, 
thermoplastics freeze into a brittle state when cooled suffi ciently. The chains of 
thermoplastic polymers interact primarily by van der Waals forces (polyethyl-
ene), dipole–dipole interactions, and hydrogen bonds (nylon) or aromatic 
stacking (polystyrene). Other examples include addition polymers such as 
polypropylene. Thermoplastic polymers are characterized by a parameter known 
as the glass transition temperature Tg, the temperature at which fl exibility is 
attained. Thermoplastic polymers, in general, can be remelted.

Thermoset polymers, on the other hand, exhibit better mechanical pro perties 
due to higher cure temperatures and extended cross-linking. Most thermoset 
plastics contain a 3-D network of covalently bonded molecules. Curing 
of thermosets, therefore, is an irreversible process. Thermosets are used in 
structural applications and as adhesives. Bakelite (insulators), vulcanized 
rubber (tires), epoxy resins (graphite reinforced plastics), melamine resin 
(hard coatings), urea-formaldehyde (plywood), and polyimides (printed circuit 
boards) are some examples of thermoset plastic polymers. Thermosets exhibit 
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high thermal stability, rigidity, and dimensional stability, are resistant to 
creep and deformation under load, have high strength-to-mass ratios when 
compared to metals, and demonstrate high electrical and good thermal 
resistance properties.

Basic Types of Polymers. The basic types of polymer structure are shown in 
Figure 10.12.

10.4.2 Interfacial Area

A signifi cant resource that helped place this section into focus was provided by 
an excellent article by Linda S. Schadler et al. of the Rensselaer Polytechnic 
Institute (RPI) [28]. By defi nition, polymer nanocomposites contain fi llers with 
sizes between 1 and 100 nm—along one or more dimensions. Such a small size 
is a major advantage to nanocomposites due to a dramatic increase in interfacial 
contact area over composites with larger fi llers or fi bers (please refer to example 
10.1). The result is a composite matrix that has a signifi cant percent of its volume 
directly associated with the interfacial area. Then, as stated earlier, the mechani-
cal properties of the composite are dominated by the tightly bound interfacial 
phase. There are many other compelling reasons that structural perfection is 
achieved as the reinforcing elements approach smaller dimensions. Interestingly, 
the creation of such a large interfacial volume requires less fi ller material and 
not more (e.g., lower loading). For example, composites with micrometer-sized 

FIG. 10.12
Organic polymers can be: Top: layered (laminate confi gura-
tion); Middle: branched; or Bottom: highly cross-linked. 

Source: C. R. Brooks and A. Choudry, Failure analysis of engineering materials, McGraw-Hill, 
New York (2002). With permission.
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fi llers require loadings on the order of 60 vol% as opposed to < 5 vol% with 
nanoparticles [28]. This allows for great fl exibility in material design but 
simultaneously makes predictions about mechanical properties more diffi cult 
than for traditional composites.

Nanomaterials, nanoparticles in particular, have several inherent advantages 
due to their small size over their larger counterpart materials. First, collective 
surface area can be enormous leading to enormous interfacial linking; second, 
nanoparticles, due to their small size, have access to sites not available to larger 
particles; third, nanoparticles have higher surface-to-volume ratio leading to 
increased reactivity; lastly, nanoparticles can be more soluble. Therefore, the 
interfacial polymer chain structure, mobility, kinetics, and local chemistry all 
differ from the bulk polymer material. The structure of the interphasic region is 
different from the both polymer and the fi ller material. Obviously, if the inter-
facial region is homogeneous and covers a large surface area, the properties of 
the interphase region control the behavior of load transfer in the composite. 
Because nanomaterials have large surface area, the interphase, depending on the 
amount of fi ller material, is capable of dominating the mechanical behavior of 
the nanocomposite. There is still much to be learned about the interphase.

Conduct a fi rst approximation of specifi c surface area of a spherical gold nanoparticle fi lling material of 
(a) 1 µm, (b) 100 nm, and (c) 1 nm diameter in a generic polymer matrix of Vpolymer = 1 cm3 if the fi ll factor 
e is 4.5 vol%. The density r of gold is 19.3 g ⋅ cm−3.

Solution:
 Surface area in m2, Ap = 4prp

2

 Specifi c surface area in m2 ⋅ g−1, = p

p

A
S

Vr

 Total surface area in m2, = ∑T p pA AN

 Particle volume in m3, = 34
3p pV rp

 Volume of fi ll factor, Vff = Vpolymer e = 1 cm3 0.045 = 4.5 × 10−8 m3

(a) Number of 1-µm particles → 
−

µ −
µ

×
= = = ×

×

8 3
10

1 m 19 3
1 m

4.5 10 m
8.6 10  particles

5.2 10 m
N

V

e

 Specifi c surface area: 

( )

−
−

µ
− −

×
= = ⋅

⎛ ⎞⋅ ×⎜ ⎟⎝ ⎠

12 2
2 1

1 m 3
3 19 3

3.1 10 m
0.31 m g

100 cm
19.3 g cm 5.2 10 m

m

S

 Total surface area: AT− 1 µm = (8.6  ×  1010)(3.1  ×  10−12 m2) = 0.27 m2

(b) Number of 100-nm particles → N100 nm = 8.6  ×  1013 particles
 Specifi c surface area: S100 nm = 3.1 m2  ⋅  g−1

 Total surface area: AT −100 nm = 2.7 m2

(c) Number of 1-nm particles → N1 nm = 8.6  ×  1019 particles
 Specifi c surface area: S1 nm = 313 m2 ⋅ g−1

 Total surface area: AT−1 nm = 277 m2

What would the specifi c surface area be if the nanoparticle was not gold but rather titania (r = 4.23 g ◊ cm−3)?

EXAMPLE 10.1 Surface Area and Fill Volume
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As stated previously, nanoscale fi llers are relatively free of defects. Micro-
meter-sized fi llers, on the other hand, scale with critical crack sizes that are 
known to cause mechanical failure [28]. Nanosized fi llers would not be sub-
jected to this form of mechanical failure. Therefore, a large volume of interfacial 
area that is radically different from that of the matrix host polymer material 
leads to better properties in this sense [28,71,72]. Crystallinity, mobility, chain 
conformation, molecular weight, chain entanglement density, charge distribu-
tion, the phases present, and cross-link density due to migration of small mol-
ecules where appropriate are some characteristics of the polymer at the interface 
that are impacted by the presence of the nanofi ller, according to Schadler of RPI 
[28] (Fig. 10.13).

10.4.3  Nanofi lled Composite Design, Synthesis, 
and Properties

Composite design requires consideration of the fi ller and the matrix. What 
feature do you wish to improve? Elongation? Toughness? Storage modulus? 
Tensile strength? Impact resistance? How does one go about fabricating a com-
posite with enhanced properties? What is your choice of matrix? Choice of fi ller? 
Choice of chemical modifi cation? Fiber length? Fiber diameter? Percent inclusion? 
All in all, chemical engineers must be ecstatic when confronted with all these 
options, permutations, and possibilities. It would indeed seem that anything 
one tries would result in a new material. We provide a few examples of nano-
composite design, synthesis, and performance. Although SWNTs, MWNTs, and 
carbon nanofi ber fi llers possess superior mechanical, thermal, and electronic 
properties than those of polymer hosts, their addition to polymers have not 
always improved the mechanical properties to the extent possible [66]. Many 
factors have to be considered.

FIG. 10.13

The interfacial region is highlighted in the image. As a conse-
quence of nanoparticle surface area, the interfacial region can be 
quite large in a nanocomposite. The nanoparticle is also capable 
of inducing crystallization of the matrix within its vicinity.

Polymer matrix
chains

Interphase
region

Ceramic
nanoparticle
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Nanoparticles. There are many examples of nanofi llers with enhanced interaction 
zone (large interfacial, larger interfacial volume, and better particle–polymer 
bonding) that show improved material properties. Addition of 1.5-vol% 
nanosilica to cross-linked polyethylene nanocomposites improved electrical 
endurance strength (breakdown strength and voltage endurance) by an order 
of magnitude compared to that of micrometer-sized fi llers due to better local 
conduction and electron scattering [28,73]. The dielectric permittivity, space 
charge distribution, and dynamics also were significantly altered in the 
nanopolymer [28,73].

Nanofi bers. A strong correlation between polymer ordering at the interface 
and reinforcement (Young’s modulus) was determined for nanocomposites 
with multi-walled nanotubes in PVA [28,74]. The reinforced polymers showed 
signifi cant increase in Young’s modulus over controls. PVA is a polymer that is 
capable of “nanotube-induced” ordering [28,74]. The experimental data exceeded 
FOM and Mori–Tanaka expectations (ideal input parameters of straight aligned 
nanotubes, nanotube-matrix bonding, and nanotube properties) [28,74]. Inter-
facial effects are not included in these models. According to Jonathan N. Coleman 
et al. [74], the results are due to enhanced interfacial phenomena:

Rather than acting as intrinsically stiffer reinforcing agents, our results suggest 
that the major role played by the nanotubes in improving the mechanical properties 
of composites is to nucleate an ordered polymer coating. It is the presence of this 
stiff ordered phase that dominates the reinforcement mechanism

The extent of the interface and other characteristics can be tuned by specifi c 
chemical modifi cation of the carbon nanotubes. As a matter of fact, it was shown 
that the addition of MWNTs in semicrystalline polymers resulted in fi bers with 
a higher specifi c energy to fracture than even Kevlar [75,76].

g -Alumina Fillers. In poly(ethylene terephthalate) (PET) thermoplastic com-
posites, g -alumina nanofi ller was able to alter the crystalline content of the PET 
matrix. At 1-wt% (<1-vol%) loading, the spherical g-alumina was dispersed effi -
ciently and nucleation and growth were inhibited relative to PET controls. With 
increased levels of fi ller and subsequent agglomeration, the g -alumina stimu-
lated nucleation and growth of PET, controlled the lamellar structure, and 
decreased the tendency of PET fi bers to fi brillate (the tendency via abrasive 
action to develop smaller fi bers) [28]. Although surface fi brillation is a good 
thing in adhesives, longitudinal fi brillation in composites may result in low 
composite strength under applied transverse stress [29].

What’s the bottom line you ask? The structure and properties of the interface 
are different from the bulk but also are able to dominate the behavior of the 
nanocomposite leading to improved mechanical behavior [28].

10.4.4 Enhanced Polymer Nanocomposites

Interfacial Friction Damping. Interfacial shear, a mechanical phenomenon 
that is detrimental to high stiffness and strength in a composite, is benefi cial to 
applications that require mechanical damping. Interfacial slippage may result 
between nanotubes in bundles, concentric nanotubes in MWNTs, and between 
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nanotubes and the coordinating polymer chain [77,78]. Damping materials are 
required for acoustic (noise) and vibration suppression in dynamic systems 
[77]. Viscoelastic polymer-based damping systems suffer from compactness 
issues, unreliability, a high weight hit, low thermal conductivity and poor per-
formance at elevated temperatures [77]. Nanotubes in polymers offer increased 
interfacial area contact (better load-mass transfer), high aspect ratio, and low 
mass density. These features allow for interfacial sliding of nanotubes for 
enhanced energy dissipation, seamless integration, and low-weight penalty 
without losing the mechanical properties of the nanotubes or structural integrity 
of the composite [77].

Tube-within-a-tube sliding was demonstrated by MWNT nanocomposites, 
but the required loading fraction was too high, ∼50% to induce sliding. 
Apparently weak van der Waals forces between concentric tube layers are an 
ineffective means of dissipating energy [77,78]. Direct shear testing of epoxy 
thin fi lms with dense packing of MWNTs revealed strong viscoelastic behavior 
with up to a 1400% increase in damping (ratio) compared to the baseline epoxy 
material. The mechanical properties (strength and stiffness) of the polymer 
remained intact. The interfacial sliding in MWNT composites was due to nanotube–
nanotube interfaces [77].

J. Suhr et al. of Rensselaer Polytechnic Institute demonstrated the effect of 
temperature on SWNT inclusion/polycarbonate composites. They found that 
the NT-polymer interface activated at low dynamic strain levels of ∼0.35% if the 
temperature was raised to 90°C. The increased mobility of the polymer chain 
backbone and thermal relaxation of “radial compressive stresses at the NT-
polymer interface” were responsible for the enhanced damping, according to 
researchers [77]. Composite beams showed under dynamic cycling load tests 
greater than 1000% increase in the loss modulus of the nanocomposite with 
2-wt% fraction SWNT fi ller. The damping increase was due to frictional sliding 
at the nanotube–composite interfacial contact areas without sacrifi cing the 
mechanical strength and stiffness of the composite [77].

Synthesis of SWNT-Polycarbonate Nanocomposites. HiPco SWNT bundles were 
fi rst oxidized by sonication in nitric acid to generate carboxylic acid groups on 
the SWNT walls. Carboxylic acid groups enhance exfoliation of SWNT bundles. 
The exfoliation, however, was not complete as 35-nm diameter rope bundles 
were detected after treatment with nitric acid. Modifi ed SWNTs were transferred 
to tetrahydrofuran (THF), sonicated, and then mixed with polycarbonate (also 
in THF) in a predetermined proportion (to a maximum of 1.5 wt%) required for 
the nanocomposite (Fig. 10.14). Dipole–dipole intermolecular interactions 
between the carboxylic acid groups on SWNTs and the carbonate groups of the 
polymer initiated good dispersion within the matrix [77].

The composite mixture precipitated immediately after resonication and 
drop-wise introduction into anhydrous methanol (the antisolvent for polycar-
bonate) in a 1:5 THF:methanol ratio. Following fi ltration and drying under 
vacuum, the material was placed in a standard tensile test mold and hot-pressed 
(205°C). Baseline polycarbonate control specimens (without the nanotube fi ller 
materials) were made by the same procedure [77]. Uniaxial dynamic cyclic 
loading tests were conducted from −60 to 90°C, maintained for 10 min at each 
ten degree increment of temperature within that range. The storage and loss 
modulus of the nanocomposite test coupons and controls were calculated.

48031_C010.indd   45848031_C010.indd   458 10/29/2008   8:44:01 PM10/29/2008   8:44:01 PM



  Nanocomposites and Fibers 459

Interfacial Slip Measurements. A novel “nano means” to measure interfacial 
slipping by AFM was accomplished by J.D. Whittaker et al. in 2006 [79]. A sus-
pended single nanotube across a lithographically formed trough was used to 
study the nanotube–silicon dioxide adhesion forces (Fig. 10.15). Trenches, 
300–400 nm in width and 40–50 nm in depth, were made of silica fabricated by 
e-beam lithography and dry etching techniques. Tubes were embedded in oxide 

FIG. 10.14
SWNT–polycarbonate component is depicted. The sliding occurs 
at the interface between the two materials of the nanocomposite.

Source: Image adapted from J. Suhr, W. Zhang, P. Ajayan, and N. Koratkar, Nano Letters, 6, 219–223 
(2006). With permission.

FIG. 10.15

The Veeco probe used in this study possessed a nominal tip curvature of 20 nm. The spring 
constant of the probe was 0.24 N ⋅ m−1. The tip curvature and spring constant of a 
MikoMasch probe were 10 nm and 0.14 N ⋅ m−1, respectively. The probe was pushed onto the 
nanotube surface. Defl ection of the tube and slippage from the anchor points on the 
trough were monitored. 

Carbon
nanotube

Nanotube equilibrium
position

Tip equilibrium
position

Force

Direction
of slip

Trough
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Source: Image adapted from J. D. Whittaker, E. D. Minot, D. M. Tannenbaum, P. L. McEuen, and R. C. Davis, Nano Letters, 6, 
953–957 (2006). With permission.
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by a CVD technique. Measures were taken to ensure that no oxide was applied 
to the suspended portion of the nanotube. Pressure was applied via an AFM tip 
to the nanotube (Fig. 10.15). The slipping force depends on the geometry of the 
nanotube–oxide interface by measuring the degree of slipping of different 
nanotube–oxide contact lengths. Measurements were conducted on nanotubes 
on bare silica and those embedded in silica.

Apparently, 7–8 nN applied tension are required to cause slippage along 
the SiO2 surface, but an embedded nanotube requires 10 nN of applied ten-
sion before slippage occurs [79]. Also, the researchers found that nanotubes 
stretch up to 10%, confi rming results obtained by other laboratories obtained 
by other means. A truly nanometer–scale method to measure interfacial 
structures!

Composite Toughening Mechanisms with CNFs. Modifi ed carbon nanofi bers 
(MCNFs) were chosen as the fi ller material due to their facilitated mass produc-
tion and anisotropic shape. CNF diameter (50–200 nm) lies between SWNTs 
(a few nm), MWNTs (20–40 nm), and conventional carbon graphitic fi bers 
(1–10 µm). It was found that although CNFs did not infl uence the modulus and 
strength of the matrix, they most certainly were able to improve the toughness 
of the composite (the elongation-to-break ratio) [80].

Ultrahigh molecular weight polyethylene (UHMWPE) was chosen as the 
polymer matrix because it is made of very long chains with MW in the millions, 
has a high entanglement density, and has high modulus and tensile strength. 
Long chains improve the load transfer to the polymer backbone by strengthen-
ing intermolecular interactions. As a result, UHMWPE has the highest impact 
strength of any thermoplastic. UHMWPE is also known as high-modulus or 
high-performance polyethylene.

Modifi cation of CNFs was accomplished by oxidation of the surface 
with pota ssium chlorate and sulfuric acid to produce carboxylic acid and 
hydroxyl groups. The oxidized CNFs were then dispersed in octadecylamine 
[CH3(CH2)18NH2] at 200°C for 20 h [80]. Bonds are formed between the amine 
group of octadecylamine and the carboxylic acid via a condensation reaction. 
These long hydrocarbon chains are then able to interact with the long chains of 
the polymer matrix.

The MCNF acted as solvent carriers in the stiff polymer matrix, and the short 
hydrocarbon chains grafted to the fi bers were able to plasticize the UHMWPE 
chains in the interfacial region. This resulted in “interfacial fl ow under stretching 
and enhanced the elongation-to-break ratio” [80]. Untreated CNFs in UHMWPE 
did not demonstrate the enhanced toughness qualities [80].

UHMWPE nanocomposites exhibited increased toughness due to inclusion 
of chemically modifi ed carbon nanofi bers (MCNFs) [80]. The toughness of 
melt-pressed nanocomposite fi lms containing 0.2 and 5-wt% MCNF was 10´ 
that of the pure polymer. The nanocomposite at 118°C also showed a factor of 
2´ better toughness than the pure polymer composite. According to the research-
ers, the effect of the mobile hydrocarbon layers at the UHMWPE/MCNF interface 
was enough to overcome the barrier of high chain entanglements of the solid 
UHMWPE matrix that induced the toughening of the composite. The interfacial 
layer was on the order of 10–20 nm, and the induced interfacial fl ow resulted in a 
large elongation-to-break ratio (>500%) [80].
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Enhanced Storage Moduli of SWNT-PS Nanocomposites. Storage modulus is 
the measure of energy stored in a sample during frequency cycle testing and the 
loss modulus is the energy lost. We stay with carboxylic acid–octadecylamine 
modifi cation but this time choose SWNTs as our reinforcing material and change 
the polymer matrix to polystyrene—all part of the process of chemical engineer-
ing design and exploitation of numerous options. In this case, octadecylamine 
(ODA) or amino-terminated polystyrene were grafted onto oxidized SWNTs 
[81]. The SWNTs were purifi ed in HNO3 and their lengths shortened (why?). 
Following modifi cation, the SWNTs were rendered soluble in dichloro methane 
and aromatic organic solvents. The chemically modifi ed tubes were then mixed 
with polystyrene.

SWNTs were modifi ed in SOCl2 in DMF at 70°C for 24 h. Amino-terminated 
PS or ODA was mixed for 5 h at 90°C. The acid chloride groups on the modifi ed 
SWNTs acted as linkers to the PS or ODA. The grafted SWNTs (1–3 wt%) were 
then mixed with PS in benzene, the mixture cast as a test coupon and dried at 
90°C for 7 days [81].

The storage modulus of the polymer composite containing unmodifi ed but 
cut SWNTs was smaller than that of the pure polymer. This is due to the lack of 
adequate dispersion of SWNTs in the PS-polymer and that interaction between 
the PS matrix and SWNT was poor. This resulted in slippage. The PS-SWNT 
showed better storage modulus than did the ODA-SWNT due to better compati-
bility between PS moieties. Both modifi ed fi ller composites showed nonterminal 
behavior characteristic of good dispersion [81].

Flexible Electronic Applications. Pulickel Ajayan of the Department of Physics 
at Rensselaer Polytechnic Institute is one of the major contributors to nanotube 
composite research. One example, of many, of his work involves the develop-
ment of a fl exible hybrid composite structure using MWNT arrays in a 
poly(dimethylsiloxane) (PDMS) matrix [82]. The PDMS matrix (excellent con-
formal fi lling properties) with the dense aligned and patterned nanotube net-
work retains robustness under high stress conditions (tensile and compressive 
strain) while maintaining electrical conductivity. SWNTs are fi rst grown on a 
patterned SiO2–Si substrate by CVD of ferrocene and xylene at 800°C. The array 
consists of circular domains of vertically aligned MWNTs 500 µm in diameter 
∼1 mm apart spread in a triangular 2-D array. PDMS is poured over the array and 
cured at 100°C for 10 h. The PDMS-composite is then peeled off the substrate to 
form a free-standing fi lm ca. 100-µm thick [82]. Use of these materials is expected 
in strain gauges, fi eld emission devices, and tactile and gas sensors. This is a dif-
ferent kind of composite—one that has minimal interfacial component compared 
to others we have discussed. It also has a different mission, different design 
para meters, different materials, different synthesis, etc.

Alumina/Magnetite and PMMA/PS Nanocomposites. Mechanical properties 
of alumina (Al2O3) and magnetite (Fe3O4) nanoparticles embedded in 
poly(methylmethacrylate) (PMMA) and polystyrene (PS) polymer matrices 
were analyzed by tensile testing, dynamic mechanical analysis (DMA), and 
nanoindentation. Overall, the mechanical tests showed that the nanocomposite 
systems possessed worse mechanical properties than the respective pure polymer 
systems. The cause of the poor mechanical performance of the nanocomposites 

48031_C010.indd   46148031_C010.indd   461 10/29/2008   8:44:02 PM10/29/2008   8:44:02 PM



462 Fundamentals of Nanotechnology

was credited to poor interaction of the nanoceramic materials with the polymer 
matrix. In this case, it is not enough just to dump nanoparticles into a poly-
mer matrix. Some consideration must be invested into chemical preparation of 
the inclusion.

Ceramic-Polymer Nanocomposites. The mechanical properties of poly(vinyl 
alcohol) (PVA) matrix nanocomposites with SiC or Al2O3 nanowires have 
demonstrated remarkable increase (to a level of 90%) in elastic modulus and 
increased strength above the native polymer at levels as low as 0.8 vol% [83]. 
S. R. C. Vivekchand et al. claim that the enhanced stiffness was due to the nanowire-
induced crystallization of the polymer due to high aspect and surface-to-volume 
ratios of the nanowires and possible in-plane alignment of the nanowires. 
Increased strength was due to “signifi cant pull-out of the nanowires” and the 
corresponding stretching of the matrix as a function of complete wetting by the 
polymer of the nanowires [83].

10.5 METAL AND CERAMIC NANOCOMPOSITES

10.5.1 Metal Nanocomposites

Metal Alloys. The formation of a bulk metal from nano-sized constituents 
improves the mechanical properties of the metal [84]. These materials are not 
necessarily nanocomposites. They are simply pure materials that are comprised 
of the nanoparticulate metal. Nanostructured copper fi lms (27-nm grain size) 
formed by electrodeposition showed enhanced yield strength at 119 MPa [84]. 
Steel, on the other hand is hardened by the addition of carbon. In this case, 
nanoparticulate iron carbide fi lling the interstitial spaces between grains is able 
to prevent the mobility of dislocations and thereby prevent mechanical failure. 
In general, materials that contain smaller grains, that is, nanograins, have more 
grain boundaries that are able to block the propagation of mobile dislocations. 
The result of nanograin-embedded materials is increased strength with loss of 
ductility (e.g., materials are more brittle under tension) [84].

Alloys are composite materials—although the boundary is stretched somewhat 
because both components are metals—but they are composite materials nonethe-
less. In one example, nanoparticulate Fe and Cu fabricated by the process of ball 
milling were compacted and consolidated by the action of a tungsten-carbide die 
at 1 GPa for 24 h and then heat-treated at 400°C at a pressure of 870 MPa (sinter-
forging) [84,85]. The grains of the alloy (Fe85Cu15 or Fe60Cu40) ranged from 20 to 
70 nm. Overall, alloying at the atomic level obtained a homogeneous microstruc-
ture of nanocrystalline grains in the consolidated product [85]. Although its 
elastic modulus was similar to that of pure iron of grain size 50–150 µm, fracture 
occurred at a level of stress fi ve times higher in the nanostructured alloy. The 
materials also exhibited very high strength under compression indicating low 
fl aw populations with the attainment of nanoscale grain structure [85].

Metal Matrix Composites. These kinds of composite materials are comple-
mentary to cermets. In cermets, the matrix material is a ceramic and the fi ller is 
a metal. In metal matrix composites, the opposite case is in effect: the matrix is a 
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metal and the fi ller is a ceramic. Aluminum–carbon fi ber hybrids are examples 
of a metal matrix composites. Reinforcement can be continuous or discontinu-
ous. Discontinuous matrix elements result in a nanocomposite with isotropic 
mechanical, thermal, or electronic properties. Monofi lamental wires of SiC or 
carbon fi ber are embedded within the metal oriented along one or another axis 
to provide anisotropic mechanical properties.

10.5.2 Inorganic Nanofi bers

Silicon Carbide. SiC nanostructures have many potential applications ranging 
from high-strength, temperature resistance, and extremely hard materials. The 
Si–C bond (318 kJ ⋅ mol−1) is nearly as strong as the C–C bond (346 kJ ⋅ mol−1). 
The most stable form of SiC is the β-form that adopts a diamond-like 
structure.

SiC nanotubes and SiC-coaxial nanotubes can be formed from carbon nanotube 
(CNT) templates by a process called “shape memory synthesis,” a template method 
that exploits a gas–solid phase reaction. The thermal decomposition of gaseous SiO 
results in the decomposition of Si on the carbon nanotube. Following heating, the 
Si-CNT is converted into a tube of SiC while releasing CO gas [86]. Similar struc-
tures were obtained by reacting carbon nanotubes with Si powder at 1200°C [87]. 
Sun et al. prepared β-SiC, biaxial SiC–SiO2

, and multiwalled SiC with intertube 
spacing between 3.5 and 4.5 Å [87]. Concentric SiC tubes were formed layer-by-
layer via Si diffusion [87]. SWNTs were also used as the carbon source and template 
material to form SiC nanotubes. The thermally induced template reaction consisted 
of vaporized Si in N2 or NH3 carrier gas to form SiC nanofi bers and nanotubes [88]. 
Depending on the duration, altered forms of SiC were generated [88].

SiC nanofi bers can be synthesized from polymer blend precursors and then 
subjected to a melt spinning technique to form them into fi laments. Polycarbosilane 
(PCS) with chemical structure [–SiH(CH3)CH2–], the SiC precursor, is fi rst fi nely 
dispersed in phenol–formaldehyde (PF) resin, the carbon precursor, in the 
proportion of 3:7 (PCS:PF). Fibers were formed by continuous melt-spinning 
process. After soaking in acid for stabilization (e.g., to render them infusible) and 
heating at 1000°C, fi bers were embedded in a carbon matrix (from the phenolic 
resin) and nanofi bers were derived from the PCF precursor. Treatment with nitric 
acid removed the carbonized matrix and released nanofi bers that were collected 
after fi ltration. The fi bers were of amorphous structure with a large concentration 
of oxygen compounds—ca. 100 nm in diameter and over 100 µm in length. Further 
heat treatment at 1500°C transformed the amorphous oxygenated material into 
pure b-SiC [89].

Boron. Boron nanofi bers 20- to 100-nm diameter form another class of impor-
tant engineering fi bers. Catalyst-free growth of a-tetragonal B tubes was achieved 
by pyrolysis of diborane at 630–750°C in 200 mTorr [90]. Boron is attractive 
because it has a high melting point (2200°C), low density (2.34 g ⋅ cm−3), high 
hardness (2900 Knoop hardness), and high Young’s modulus (380–400 GPa). 
Boron imparts stiffness, toughness, and strength to nanocomposites [90].

Boron Nitride Nanotubes and Fibers. BN is isoelectronic with carbon, and there-
fore one would expect BN compounds to be fl exible in terms of confi gurations. 
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For example, there are diamond and graphite analogs with BN. BN fi bers can be 
prepared by decomposition of borazine fi bers and boron oxide in nitrogen at 
1800°C or from the thermal decomposition of cellulose fi bers in the pres-
ence of boric acid at 1000°C. BN fi bers fi nd great utility in metal matrix 
composites.

10.5.3 Cermets

A cermet is a composite material composed of a ceramic and a metal. Ultimately, 
the objective of cermets is to generate a material with high temperature 
resistance, chemical and oxidation resistance and hardness (typical of ceramics) 
that also demonstrates some level of plastic deformation and high thermal 
conductivity typical of metals. In cermets, the metal (e.g., Ni, Co, or Mo, usually 
Vf < 20%) serves as the fi ller material. Ceramic oxides often used for cermet 
matrices include alumina, tungsten carbide, borides, and various oxides like 
MgO and BeO [91]. Cermets also include a class of materials in which the out-
ermost coating of a metal is modifi ed to resemble a ceramic like layer. In the 
1950s in Siberia, such layers were accidentally formed on drill bits during deep 
drilling operations. The cermet layer afforded the bit reduced friction, renew-
ability and enhanced hardness, and smoothness—all due to nanoparticulate 
ceramic materials embedded at the metal surface. Common applications of 
cermet materials are found in turbine blades and other components exposed to 
high temperature in jet engines and ceramic to metal joints and seals.

A good example of a cermet is the tungsten carbide–cobalt cutting tool—a 
high hardness carbide (0.6 < Vf < 0.9) embedded in a ductile metal matrix like 
cobalt. The function of the carbide moiety is to cut hardened steel while the 
metal provides toughness and prevents crack propagation caused by particle-
to-particle contact by the brittle carbide phase [11]. Both materials possess 
refractory properties and can therefore withstand high temperatures [11]. In 
WC-Co nanocomposites in general, the hardness of the cermet is inversely pro-
portional to the size of the grain and fracture toughness is inversely propor-
tional to the hardness—fi ner grain size leads to lower toughness. However, in 
nanostructured cermets, the mechanisms of strengthening are different due to 
the large volume fractions of grain boundaries. Therefore, it is expected that the 
fracture toughness of WC-Co composites will actually improve as grain size 
approaches nanodimensions [92]. Dramatic reduction in fl aw size is expected. 
For example, with grain size less than 30 nm, fl aws are expected to be a few 
nanometers in size, a condition benefi cial for fracture toughness that is inde-
pendent of the hardness of the material. Secondly, the increased amount of 
interfaces between WC nanograins and the Co metal enhances overall toughness 
by increasing the direction of crack path through the metal–ceramic interfaces 
rather than through conventional pathways. Lastly, an enhanced number of 
interfaces reduce the probability of conventional crack propagation (via disloca-
tions) to that of sliding and short-range diffusion and other interface-dependent 
mechanisms [92]. These factors become more pronounced as both the ceramic 
and metal phase approach nanoscale [92].

Strengthened cermets (Vf < 0.15) consist of nano- to micrometer–sized 
particulates of oxide particles embedded within a metal. The oxides serve to 
strengthen the metal by preventing dislocation mobility—as discussed earlier. 
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The tensile strength, for example, can be increased by a factor of four times in 
aluminum if aluminum oxide (Vf = 0.10) is dispersed within the matrix of the 
metal [11].

10.5.4 Concrete

Concrete is an isotropic composite material that is comprised of cement. Cement 
is a siliceous binding material that is moldable when wet and hard when dried 
and a material that is able to bind other materials together. Cement (from the 
Latin caementa “stone chips for mortar”; from caedra “to cut down, chop, hew, 
fell”) was a term used by the Romans to characterize materials that looked like 
small stones—opus caementium. Early concrete consisted of crushed stones held 
together with lime as a binder. Volcanic ash, pulverized rocks, and burnt lime 
were mixed together to form cement [93]. Hydraulic cements harden after 
mixing with water due to chemical reactions. Portland cement, the most 
common form of the material, consists of limestone, clay minerals, and gypsum 
treated at high temperatures to alter its chemistry.

Carbon Fiber and Nanotube-Reinforced Concrete. Because carbon fi bers, and 
now carbon nanotubes, have such unique mechanical properties, why not use 
them in concrete? Carbon fi ber reinforced concrete (CFRC) has been in existence 
for several decades (Figure 10.16). CFRCs contain 3 to 15 vol% short carbon 
fi bers embedded in concrete. The carbon fi bers originate from either pitch-based 
or PAN-based carbon fi ber. The application of carbon nanotubes in concrete is a 
natural evolutionary progression of CFRC technology. The modulus of elasticity 
(theoretically > 1 TPa), yield stress (between 20 and 60 GPa), and elastic strain 
properties (ca. 10%) of CNTs make them perfect candidates to bolster the already 
good mechanical properties of concretes in existence today [94].

FIG. 10.16
SWNT bundles are apparent in this SEM image of unhydrated 
cement powder. 

Source: J. Makar et al., Canadian Research Council. With permission.
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Commercial grade SWNTs were dispersed by application of sonication in 
isopropanol. Portland Type 10 was added under constant sonication to produce 
a 0.02-wt% SWNT-cement ratio. Following 4 h of mixing, the isopropanol 
was evaporated and the resultant mixture was ground into fi ne particles. No 
hydration was allowed during these stages of preparation. Mixtures of water, 
CNT-concrete, and superplasticizer were prepared and placed in elastic moulds 
and allowed to completely hydrate to form concrete nanocomposites. The 
unhydrated cement powder is shown in Figure 10.16 [94].

SEM images show how SWNT fi bers (actually bundles) were able to bridge 
cracks ca. 500 nm in width in the matrix. Do SWNTs actually reinforce the con-
crete? It appeared that the SWNTs were pulled into the cracks (pull-out). Such 
pulling may be an indication of poor adhesion of SWNTs to the cement matrix. 
However a fi vefold increase in fracture toughness and corresponding fl exural 
toughness indicates otherwise. The cured concrete nanocomposites were sub-
jected to Vickers hardness testing and showed higher microhardness values. 
Vickers hardness, as indicated earlier, can be directly correlated to elastic modu-
lus and the compressive strength of the cement [94].

Nanocomposite Cements. Material performance can be enhanced with nanotech-
nology. I think we all agree that this is fast becoming a true statement. Concrete, as 
we now begin to understand, is very much a ceramic–ceramic nanocomposite. The 
addition of TiO2 to cement, another ceramic, although not affording mechanical 
strength per se, is able to reduce the level of pollutants like NOx, aromatics, ammo-
nia, and aldehydes in the atmosphere near and around concrete structures like 
bridges and buildings [95]. The reduction in NOx percentage over a period is abso-
lutely dramatic—from 100% (normalized) NOx to 0% in about 6 h time [95].

There are many ways to improve the performance of cements and concrete 
with nanotechnology. Some include enhancements during the curing cycle (e.g., 
hydration effi ciency), and other ways utilize the incorporation of reinforcing 
elements (as given in the example given above with carbon nanotubes) and 
enhancement of bonding between preexisting components of the cement. Some 
of the most signifi cant developments are expected to be in the areas of super-
plasticity and high-strength fi bers for energy-absorbing capability [96]. The 
addition of nanosilica is part of a trend to incorporate smaller and smaller par-
ticles (from fl y ash to fumed silica and now nanosilicas) into ocncretes [96].

Nanoparticles lead to increased fl exural and compressive strength in various 
formulations of cement and concrete because of the following: (1) Excellent 
dis persion of nanoparticles increases the viscosity of the mixture that helps 
suspend cement grains and aggregates allowing for better “workability;” (2) nano-
particles serve to fi ll voids between grains that immobilize “free-water” (known 
as the fi ller effect); (3) well-dispersed nanoparticles act as centers of crystalliza-
tion for cement hydrates and this process accelerates the hydration mechanism; 
(4) nanoparticles catalyze the formation of smaller crystals of Ca(OH)2, calcium 
silicate hydrates (a.k.a. CSH); (5) nanosilicates promote the pozzolanic reaction 
that consume Ca(OH)2 to form more CSH; (6) nanoparticles enhance the “contact 
zone” resulting in better bonds between aggregate and cement phases (e.g., 
enhanced surface area effects); and (7) nanoparticles add crack arrest and inter-
locking effects between slip planes. This results in better toughness and shear, 
tensile, and fl exural strength [96].
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Nanotechnology is expected to stimulate research in many areas: accelerated 
hydration, mechanico-chemical activation of cement ingredients, nanoparticle-
reinforced binders, nanoengineered internal bonding, nacre-like structures, 
superplasticizers for better workability, binders with humidity-sensitive mois-
ture delivery to avoid cracking, reduced level of binder materials, self-healing 
materials, and self-cleaning, purifying materials [96].

10.6 CLAY NANOCOMPOSITE MATERIALS

Nanocomposites composed of clays and polymers demonstrated improved 
mechanical and thermal properties over control samples [97,98]. The enhanced 
properties are related to the degree of dispersion and the degree of exfoliation 
(dispersion of platelets) of the tactoids (clay platelet stacks) in the polymer 
matrix [99]. The degree of exfoliation is dependent on the coating of the platelet 
(usually an organic monolayer) and the solvent. Sodium montmorillonite is a 
crystalline aluminosilicate with platelet morphology. In this section, we apply 
clays as the minority inclusion material. We could have easily placed clay-polymer 
nanocomposite text in either the ceramic section or the polymer section. Because 
they form such unique nanocomposites, we decided to place them in a special 
section dedicated to them.

Clays are naturally occurring silicate nanomaterials composed of fi ne particles 
that interact dramatically with water—giving it a variable range of plasticity. 
When hardened, clay becomes a ceramic. There are a few classes of natural clays 
of importance to scientists: kaolinite, montmorillonites, illites, bentonites, and 
chlorites. Laponite is a synthetic smectite clay that resembles the natural clay 
hectorite. Synthesis is accomplished by combining salts of Na, Mg, and Li with 
sodium silicate. The resultant powder consists of nanoparticulates 0.92-nm 
thick and 25-nm across. Laponite forms good composites with carboxymethyl-
cellulose and is used in making a variety of glazes.

In clays, the bonds between atoms in a layer are very strong but the bonds 
between layers are much weaker. The clay layer consists of three subunits consist-
ing of an octahedral central layer (Al3+) sandwiched between two tetrahedral 
layers consisting of silica (silicon and oxygen). The layer may be charged if other 
cations are substituted in its structure (e.g., Mg2+ for Al3+) to generate a negative 
charge or substitution of Si4+ with Al3+ to yield an overall positive charge. Negative 
charges can be neutralized by the introduction of hydrated Na+, K+, or Ca2+ in the 
interlayer region of the clay [100] (Fig. 10.17).

Clay tactoids, stacks of platelets, in contact with monomers are able to form 
three distinct nanocomposites (Fig. 10.18). In the fi rst confi guration, the tactoid 
remains intact because it is coordinated all around by the polymer. In the second 
one, intercalation occurs in which the polymer is able to squeeze in between the 
nanoscale thin layers of clay. In the third confi guration, complete exfoliation of the 
tactoid occurs as individual platelets are coordinated within the polymer matrix.

10.6.1 Polypropylene–Clay Nanocomposites

In order for clay platelets to disperse in a hydrophobic polymer, the surface of 
the clay must be modifi ed. Clays naturally are water soluble polar polymeric 
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materials. Modifi cation of the surface can occur with application of alkyl 
ammonium chlorides in which there are anywhere from a few to 18 carbons 
in the chain. The intercalated chains are able to expand the gallery spacing to 
2.4 nm [101]. C18 hydrocarbon derivatized montmorillonite is called C18-mmt. 
Addition of maelic anhydride modifi ed polypropylene (PP-MA) compatibilizer 
to C18-mmt results in intercalated clays with gallery spacing greater than 3 nm. 
Exfoliation of the clay was accomplished with addition of the PP-homopolymer. 
The best-case scenario requires that the tactoids become completely exfoliated 
(e.g., no correlation between platelets). If this is the case, interfacial area interac-
tion with the polymer is maximized. The chemistry involved in this process is 
obviously complex. Physical parameters such as temperature also infl uenced the 
microstructure of the nanocomposite.

Inorganic fi llers such as talc, calcium carbonate, glass fi bers, glass beads, and 
mica are traditional means of improving mechanical properties of polymers. 
Larger particles act as stress concentrators that initiate cracks and degrade 
strength and toughness. The idea behind the use of nanoparticles is to enhance 
stiffness and strength while simultaneously improving toughness [101]. Clay 
platelets appeared to be a perfect solution because of their small size, large 
aspect ratio, and ability to be oriented within the polymer. In addition, enhanced 

FIG. 10.17

A schematic rendition of the structure of a generic clay with polymer intercalation is 
depicted. Clays are known to intercalate water and swell to enormous dimensions. For a 
sodium montmorillonite clay, the primary structure consists of a layer of aluminum 
hydroxide between two layers of silicate. The overall chemical structure is Na0.33[(Al1.67Mg0.33)
Si4O10(OH)2] ⋅ nH2O. The platelets have a net negative charge and are weakly bound via 
electrostatic forces with an interlayer of hydrated Na+, Li+, Ca2+, Fe2+, or Mg2+ cations. The 
thickness of each plate is 1 nm but laterally can achieve dimensions of 1 mm [99]. Stacks 
of platelets are called tactoids. The space between layers is called the gallery. The particles 
are hydrophilic but the surface can be altered through chemical substitution to render the 
particles hydrophobic (via an organic cation substitution reaction) [99]. Following surface 
modifi cation, the tactoids are completely exfoliated in chloroform or trichloroethylene. 
The surface modifi ed layer is not shown in the image.

Charge stabilizing cations

Polymer precursor

Intercalated nanocomposite structure

Tetrahedral silicate layer
Octahedral aluminum layer
Tetrahedral silicate layer
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properties could be achieved with a lower volume fraction of fi ller material. This 
was demonstrated by Young’s modulus of polypropylene-composite materials 
(Fig. 10.19).

PP-MA-mmt nanocomposites have also demonstrated a fl ame-retardant char-
acter. The reason for this remarkable attribute is the presence of a char layer on the 
surface. The char layer was found to have a high concentration of mmt [101].

10.6.2 Montmorillonite Clay Nanocomposites

Organically modifi ed nanometer scale layered magnesium aluminum silicate 
platelets are added to polymeric materials to improve mechanical and physical 
properties. The silicate platelets are 1 nm in thickness and 70–150 nm across. 
The platelet surface is hydrophobically modifi ed with a monolayer that allows 
for complete dispersion and miscibility within thermoplastic matrix polymeric 
materials such as acrylics, styrene/acrylics, and vinyl acetate copolymers. Addition 

FIG. 10.18

A basic clay–polymer nanocomposite is displayed. Three possible confi gurations are possi-
ble: Top: a conventional nanocomposite in which the polymer envelopes the entire clay 
tactoid; middle: intercalation of the polymer between the lamellae of the clay offers a 
new set of enhanced properties; and bottom: exfoliation of the tactoid occurs in which 
randomly oriented clay platelets are individually enveloped in the polymer matrix. Each 
confi guration is expected to exhibit different mechanical properties.

Clay
tactoids

Monomers

Traditional
configuration

Exfoliated
configuration

Intercalated
configuration

+
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of the clay enhances fl exural and tensile modulus, lowering the coeffi cient of 
linear thermal expansion of the polymer while increasing the fl ame-retardant 
capacity of the composite.

Interfacial Area in Clay–Polymer Nanocomposites. Advantage of interfacial area 
is demonstrated clearly in clay–polymer nanocomposites. Layered silicates in 
polymers have interfacial surface area on the order of 700 m2 ⋅ g−1. Add to this 
that the distance between 1-nm thick plates is a mere 7 nm—and this achieved 
with a volume loading of 7 vol%. The morphology and resultant physical prop-
erties of the composite are signifi cantly infl uenced, if not dominated, by the 
platelets.

10.6.3 Halloysite Nanotube Clay Composites

Halloysites nanotubes are another form of clay with the chemical composi-
tion of Al2Si2O5(OH)4. The tubes have diameter less than 100 nm (range from 
40 to 200 nm) and length ranging from 500 nm to 1.2 µm. Halloysites are 
formed by the surface weathering of aluminosilicate minerals [102]. According 
to Paul Schroeder, in the fi gure, images of halloysites are depicted. Well-
formed halloysite tubes occur naturally in surface hot springs (hydrother-
mal) environments. The mineral is made from a 0.7 nm structure comprised 
of silica tetrahedra and water sheets. The sheet misfi ts cause the layers to 

FIG. 10.19
Young’s modulus of polypropylene composite materials as a func-
tion of fi ller wt%. The nanocomposite showed higher modulus of 
elasticity with less fi ller material—the power of nano [101].
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curl into tube-shaped morphology. The inside diameter averages 150 nm. 
The samples depicted in the fi gure were acquired from northwestern Turkey 
(Fig. 10.20). In 2007, halloysite nanotubes (HNT) were successfully function-
alized in polypropylene at levels of 3%–5%. The modulus of the nanocomposite 
was measured to be twice that of the polymer alone [102]. In addition to an 
ingredient in polymers, halloysites can also be coated with metal for elec-
tronic applications.

In another study, halloysite nanotubes were made to react with 2,5-bis
(2-benzoxazoyl)thiophene (or BBT) for a role as reinforcing elements in 

FIG. 10.20
Natural halloysite clays are depicted. Notice the hollow features 
at the end of the nanotubes.

1 µm 5 µm

2 µm1 µm

�10000 2µm 5kV 10mm

Source: Paul A. Schroeder, Department of Geology, University of Georgia. With permission.
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polypropylene (PP) nanocomposites [103]. Clays tend to interact with organic 
materials via electron transfer mechanisms. This was confi rmed in the BBT–
HNT couple. Because of this, it is possible to enhance the interfacial properties 
of clay–polymer composites. BBT is capable of donating electrons to the posi-
tively charged HNTs and is therefore the interfacial modifi er of the halloysite. 
Fibril formation of BBT is induced in the presence of HNTs in the nanocom-
posite. BBT fi brils of high crystallinity are formed under melt shearing. BBT-
HNT-PP nanocomposites showed substantially increased tensile and fl exural 
properties due to the presence of the crystallites [103]. HNTs were also com-
plexed with polyvinyl alcohol (PVA [104]. Solutions of PVA and HNTs were 
prepared with ultrasonication. Particle size and distribution of HNTs was inde-
pendent of the ratio between HNT and PVA; however, too much HNT depressed 
the crystallinity temperature (at Tg).
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Problems
10.1 What is the maximum strain energy that 

can be stored in a tendon with Eo = 1.5 GPa 
and density equal to 1120 kg ⋅ m−3?

10.2 Everything else being equal and occupy-
ing equal volumes (volume fractions), 
how much more surface area do nanotubes 
with diameter 2 nm have compared to 
2-µm diameter tubes? or 20-µm diameter 
fi bers?

10.3 Derive Equation 10.14, = +1 fm

c m f

VV

E E E
,
 

 assuming cylindrical geometry and that 
the load is perpendicular to the axis of the 
fi ber composite. What other formulas do 
the isostrain and isostress relationships 
resemble? (Hint: think electricity).

10.4 The coeffi cient of thermal expansion for 
a thermoplastic sheet is 7.56 × 10−5 ⋅ C−1. 

How much will a 4 × 8 foot sheet of the 
material expand in the long dimension 
when taken out of a freezer at 30°F to 
room temperature (70°F)?

10.5 Determine the specifi c surface area of a 
clay that is 1 nm in thickness and 1 µm in 
lateral dimensions. The density of the clay 
is 2.65 g ⋅ cm−3.

10.6 Averaging of properties for composites 
seems to work well for macroscopic to 
micrometer-sized materials. Do the for-
mulae apply to nanomaterials? Why or 
why not?

10.7 Boeing’s new Stratoliner 787 is made pri-
marily of composites based on carbon 
fi bers. What advantages does this material 
provide over conventional aluminum mate-
rials used in planes for many decades?
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NANOBIOTECHNOLOGY

 Nanotechnology allows us to do things we are unable to do otherwise. Nano-
technology gives us a ‘set of tools.’

DR. OMID FAROKHZAD

Harvard Medical School

Chapter 11
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THREADS
Chapter 11 presents a short introduction to nano-
biotechnology, which is the application of nano-
technology to biological systems to achieve 
practical engineering results. These applications 
include separation and identifi cation of biological 
products, modifi cation of biological materials to 
improve their useful properties, and the use of 
biological molecules to create sensors. Nanoscale 
materials, sensors, and devices can be and are 
being designed based on almost any biological 
system, and inorganic nanodevices can be applied 
to many biological applications. In this selective 
introduction to a very broad and rapidly expand-
ing fi eld, we focus on a few examples which strongly 
illustrate the role of nanoscale phenomena in 
creating new types of devices and materials. To 

distinguish this focus area, we use the term nano-
biotechnology.

As in instructive example, in this chapter we take 
one biological system and one nanoscale physical 
system and show how they can be integrated to pro-
duce a nano-biosensor. From the many possibilities, 
we chose the biological immune system and the 
physical nanoscale cantilever. In the course of this 
discussion, we cover considerably more detail on the 
immune system than is immediately needed for 
application to the sensors, in order to give an under-
standing of the depth and complexity of biological 
systems, and to give the student some resources for 
exploring other possibilities. In addition, we briefl y 
survey other types of sensors and some other nano-
scale biodevices and materials.

11.0  INTRODUCTION TO 
NANOBIOTECHNOLOGY

Nanobiotechnology is an emerging technology on the interface between bio-
technology and nanotechnology. Biotechnology manipulates the molecules and 
processes of biological systems to gain practical improvements, for example, in 
producing harvestable yields of useful drugs and antibodies, or in developing 

FIG. 11.0

Nanobiotechnology combines the functionality of biological 
nanomachinery with the power and speed of electronics. This 
conceptual image symbolizes the integration of macromolecular 
nanomachinery with microelectronics.
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indicators and sensors based on the interaction of antibodies with substrates. 
Nanobiotechnology uses nanoscale mechanical, electrical, optical, and magnetic 
effects in biological systems to create new types of devices and applications which 
are beyond the scope of previous molecular biology- and biochemistry-based 
biotechnologies. As a result, the ability to sense and detect the state of biological 
systems and living organisms is being radically transformed.

11.0.1 Defi nitions

Because of the rapid rise of new developments in the interface between nano-
technology and biology, it is useful to go over some defi nitions of terms. Besides the 
well established but not always clearly defi ned term “biotechnology,” new terms 
are coming into use, including “bio-nanotechnology,” “biomolecular nanotech-
nology,” “biomedical nanotechnology,” and others.

11.0.2 Biotechnology

Biotechnology generally refers to the manipulation of key biological systems such 
as the DNA–RNA encoding and synthesis of proteins and the targeting of anti-
gens by antibodies [1–3]. The understanding of the molecular basis of these 
fundamental biological processes led to the ability to modify and exploit their 
operation. Biotechnology utilizes enzymes, viruses, biochemistry, and biophysics 
to achieve its results. DNA can be modifi ed to produce useful proteins; antibodies 
can be modifi ed to include indicators or “reporters” such as fl uorescent chemical 
groups, which change to indicate the presence of a selected antigen. DNA can be 
interfaced to photochemical or electrochemical sensors to detect the presence of 
complementary strands of DNA or RNA, thus providing a means of detecting 
and analyzing genetic material in unknown samples, or identifying a disease 
agent by its DNA. Biotechnology includes the modifi cation of DNA to produce 
unique genotypes for animals and plants, and cloning of organisms to reproduce 
their genotypes. Biotechnology is being impacted by nanotechnology, as seen 
by many examples elsewhere in this book.

11.0.3 Bio-Nanotechnology

Bio-nanotechnology has emerged as the manipulation and exploitation of pro-
teins, the natural nano-engines of biological systems. This is a vast fi eld which is 
growing naturally out of the discipline of protein chemistry, and has many exciting 
possibilities [4].

11.0.4 Biomolecular Nanotechnology

Biomolecular nanotechnology is an emerging fi eld which is being defi ned more 
broadly than protein bio-nanotechnology to include the most sophisticated 
application of biotechnology, nanofabrication, materials science, nanoelectron-
ics, biochemistry, and biophysics to design useful and interesting structures on 
the nanoscale. Biomolecular nanotechnology includes using DNA as a template 
for molecular-scale computational engines, and adapting muscle and fl agella 
mechanisms to make artifi cial organic nano-engines, for example [5].
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11.0.5 Biomedical Nanotechnology

Biomedical nanotechnology is the application of nanotechnology to biomedical 
applications such as diagnostics and high-throughput screening, drug delivery, 
artifi cial tissues for implants and prostheses, and medical imaging. We will 
survey some of these areas in the next chapter of this book. Other areas of inter-
face between nanotechnology and biology, such as modifi cation of natural 
nanomaterials and biomimetic design of nanodevices, are covered elsewhere in 
this and the companion books [6–17].

11.0.6 Nanobiotechnology

This brings us to nanobiotechnology, the subject of this chapter, which we defi ne 
as the application of nanotechnology to the above fi elds in ways which exploit 
phenomena that are unique to the nanoscale. As an example of this class of 
applications, we will discuss cantilever sensors, whose principles of operation 
depend upon the ratio of surface to volume that is characteristic of the 
nanoscale.

In order to make a nano-biosensor with a nanoscale cantilever, we utilize the 
biological immune system and integrate a selected portion of it with a nano-
scale physical mechanism. The main example in this chapter will be to show 
how we integrate the molecular action of the biological immune system with 
the nanoscale physics and chemistry of absorption on the surfaces of nanoscale 
cantilevers, while using a variety of electronic and optical means to translate 
the results into a measurable form. This example is just one of a number of 
ways that nanoscale phenomena can be exploited to create sensors capable 
of responding to very small inputs. In the next section, we briefl y describe the 
biological immune system before proceeding to the physical description of 
nanoscale cantilevers.

11.1 THE BIOLOGICAL IMMUNE SYSTEM

The biological immune system is a primary example of how molecular recogni-
tion works at the nanolevel. The macromolecules of the immune system are 
directly harnessed in nanotechnology devices and as models for making similar 
artifi cial molecular recognition nanomachinery.

Living organisms fi ght off invasions of disease agents with an array of complex 
cellular and molecular defenses called the immune system [18–20]. Biological 
immunity works through molecular pathways which control recognition and 
signaling in cells. We have introduced some basic aspects of gene expression and 
molecular biology in chapter 14 of Introduction to Nanoscience. We will now go 
further into the details of how these nanoscale systems work in the immune 
system.

11.1.1 Natural Molecular Recognition

In the chapter in Introduction to Nanoscience on molecular nanobiology, we dis-
cussed how DNA and RNA act as molecular templates to reproduce and transmit 
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information. In this section we examine another example of molecular recogni-
tion, the immune system. The immune system, especially of vertebrates, is a set 
of highly developed nanoscale mechanisms of molecular recognition, which 
can be utilized to create drugs, probes, and diagnostic devices on the molecular 
and nanoscale levels. Humans and higher vertebrates have two levels of immu-
nity which work together to defend against infectious pathogens: the innate and 
adaptive immune systems.

Vaccines and the Discovery of the Immune System. Long before the birth of 
scientifi c medicine, there was some cultural awareness of protection by inocula-
tion. In Thucydides’s historical account of the Athenian plague in 430 B.C., he 
noted that those who survived became immune. (His account is also notewor-
thy as one of the early instances of careful and systematic descriptions of symp-
toms.) It was also known that exposure to some types of illness did not confer 
future protection, for example the bubonic plague. Classical medicine recognized 
the effects on the body of illness, and the main symptoms are still a standard 
part of medical diagnosis taught to every medical student today: rubor (redness), 
calor (warmth), tumor (swelling), and dolor (pain). These are now recognized as 
infl ammation due to the body’s immune responses.

Various forms of inoculation (defi ned as the introduction of an infectious 
agent into the body, or into a culture medium) through the skin or nose were 
part of the ancient medical practices of India, China, Persia, and primitive folk 
medicines. The disastrous effects of the smallpox epidemics of the seventeenth 
and eighteenth centuries led to trials of inoculation (also called variolization in 
the case of smallpox) by infecting a scratch on the skin with material from 
another person with the disease. This risky procedure became obsolete after the 
late eighteenth century when the English physician Edward Jenner demonstrated 
that serum from the weaker, related disease cowpox could be used to inoculate 
successfully against the much more dangerous smallpox. Widespread use of 
vaccination after a long period of gaining acceptance eventually led to the 
eradication of smallpox late in the twentieth century.

By the late nineteenth century Robert Koch showed that infectious diseases 
are caused by microorganisms, and Louis Pasteur developed vaccines against 
cholera and rabies. In 1890 Emil von Behring and Shibasaburo Kitasato discov-
ered antibodies that immobilized specifi c pathogens in the serum of vaccinated 
individuals. In the meantime Elie Metchnikoff discovered that many micro-
organisms could be engulfed and digested by phagocytic cells, which he called 
macrophages. Much to the astonishment of the scientifi c world of the day, these 
amoeba-like cells were shown to circulate in the bloodstream, seeking out and 
attacking pathogenic microbes, while not harming the sister cells of their own 
organism. Like amoebas, the macrophages demonstrate chemotaxis, motion 
directed by a chemical trail or gradient.

During the next century these and other white blood cells were studied and 
characterized microscopically, and antibodies were studied chemically and in 
their effects on cell cultures, as answers were sought to how the body’s immune 
cells could recognize invaders and distinguish them from itself. Advances were 
made in vaccines and in using white blood cells to diagnose disease. Studies of 
rejection of blood transfusions in humans, and tissue grafts among inbred, 
genetically homogeneous mice helped understand the mechanisms for generation 
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of antibodies and their relation to the genetic machinery of the cells. With the 
advent of molecular biology on the nanoscale, the beauty and complexity of 
the immune system has become apparent as the workings of intricate biomolecular 
nanomachinery [21].

11.1.2 The Innate Immune System

The innate immune system reacts to a wide range of innately recognized foreign 
bodies with a rapid cascade of reactions that requires no learning period or prior 
exposure to the pathogens. The fi rst response to injury or invasion is infl amma-
tion, turned on by chemical signals released by damaged cells.

The most striking instruments in the armory of innate immunity are special-
ized amoeba-like white blood cells called phagocytes that engulf and digest micro-
organisms and foreign materials in the body. In the human immune system these 
phagocytic cells are called macrophages. In general, the phagocytes attack anything 
that is recognized as not being part of the organism (“not self”).

The innate immune system includes a number of other types of specialized 
cells that attack pathogens using different strategies, and are recruited to the site 
of attack or infl ammation by chemical signaling. Some of these cells also coor-
dinate responses with the second, adaptive, level of defense.

The innate immune system works through many mechanisms. The most 
interesting aspect of innate immunity in terms of nanoscale molecular recogni-
tion is the way in which white blood cells sense and recognize pathogens. 
Receptors on the surface of white blood cells recognize repetitive molecular 
patterns characteristic of bacterial cell walls. These receptors are called Toll-like 
receptors, named after the type of genes that express them. The fi rst example of 
this gene was found in studies of the fruit fl y, Drosophila, and related genes are 
found in a wide range of organisms. The Toll-like proteins recognize molecular 
patterns that are common to many pathogens, such as the spacing of sugar units 
in the polymeric polysaccharide cell walls of bacteria. The receptor proteins 
attach fi rmly only when the pattern spacing is a match, leaving normal cell 
sugar metabolism undisturbed. These antigen proteins occur both as freely 
secreted mole cules, which mark bacteria for destruction by macrophages, and as 
trans-membrane proteins, which bind defensive cells to the invading bacteria to 
surround it and in some cases to signal for the initiation of adaptive responses.

11.1.3 The Adaptive Immune System

The second part of the immune system is adaptive immunity, which is launched 
as an immune response to a particular pathogen. Adaptive immune response is 
mediated by the generation of antibodies which bind to a specifi c pathogen. The 
production of antibodies can only be induced by exposure to and infection by a 
pathogen, after an incubation period in which the adaptive immune system 
recognizes the pathogen and sets in motion the molecular machinery to build 
specifi cally modifi ed antibody molecules. The adaptive immune system can 
generate other responses besides antibodies, and the term antigen is used for any 
substance that can produce an adaptive immune response. The adaptive immune 
system inserts and retains a molecular memory in its section of the DNA, which 
can provide protective immunity against repeated infection by a specifi c pathogen. 
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This is the basis for vaccines, substances to which the adaptive immune system 
can be exposed in order to generate antibodies without creating an infection 
(Fig. 11.1).

Biomolecular Specifi city of Antibodies. The fi eld of immunology is relatively 
young in terms of the amount to be learned at the molecular level, but an enormous 
amount of information has been laboriously elucidated on cellular recognition 
through complex signaling pathways. This research has discovered the role of 
the structure of the cell membrane and how sensors imbedded in the membrane 
interact with the expression of genes by regulating DNA in the cell nucleus to 
produce antibodies and stimulate the generation of phagocytes in response 
to infection. In this section we will give some examples of the antibody nano-
machinery involved in the immune processes.

Protein–peptide complexes in the immune system are an important example 
of cellular signaling, traffi cking, and targeting mechanisms in the body that are 
mediated by interactions between proteins and peptides. This sample covers 
only the barest introduction to the full richness of the immune system, but it is 
illustrative to anyone asking how assemblages of molecules can collectively 
recog nize self and nonself, attack invaders, learn and remember threats, and 
organize perfectly matched tools to eliminate them. In effect the immune system 
displays a kind of molecular machine intelligence that is intimately connected 
with the genetic molecular machinery at the heart of life.

Antibodies in the Adaptive Immune System. Antibodies and antigens are pro-
duced by the protein-synthesizing machinery of the cell in a special region of 

FIG. 11.1
Structure of an antibody: the antigen-binding fragment binds 
to a specifi c antigen with a high degree of selectivity.
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the DNA genome called the major histocompatibility complex (MHC). This large 
genomic region exists only in vertebrates, as a very highly evolved and intricate 
defense mechanism. The proteins expressed by the DNA in the MHC are posi-
tioned in the cell membrane as signaling markers on the cell surface. The MHC 
proteins are templates that hold fragmented pieces of antigens on the cell sur-
face, where they can be sensed and interrogated by other cells, especially white 
blood cells.

Mammalian cells constantly process endogenous proteins and present their 
peptide fragments on the cell membrane attached to MHC proteins. As long as 
the proteins being processed are endogenous, the white blood cells recognize 
the displaying cell as “self,” and all is well. But if the cell is processing foreign 
protein expressed by infection from a bacterium, virus, or cancerous disruption 
of the molecular machinery, then the proteins presented on its surface by the 
MHC template will be recognized by white blood cells as “nonself.” White 
blood cells are constantly engulfi ng foreign bodies (bacteria, viruses, particles, 
macromolecules), breaking them apart using lysozymes, and displaying the 
fragments using their own particular version of the MHC proteins.

11.1.4 White Blood Cells and Antibodies

In order to survive in a competitive world, all organisms have evolved defense 
mechanisms to protect against competitors, predators, and pathogens. These 
defenses fi rst evolved on the nanoscale: they are so basic an aspect of life that 
they evolved before life diverged into plants and animals at the single-cell level. 
Thus all cells have a heritage of molecular defense mechanisms to suppress 
competitors, deter predators, fi ght pathogens, and respond to pathogen virulence 
factors. In multicellular organisms, these molecular defenses must interplay 
with cellular signaling pathways that orchestrate cooperation between the org-
anism’s own cells. And in multicellular organisms, there is the opportunity of 
some cells to specialize in fi ghting invaders and toxins that threaten the whole 
organism—these are the white blood cells.

The innate and adaptive immune systems work together in vertebrates 
through a coordinated mechanism at the cellular and molecular level, involving 
white blood cells and biomolecular-selective protein antigens and antibodies.

White Blood Cells. The number and appearance of white blood cells under the 
microscope, their separation from the much more numerous red blood cells by 
centrifugation, and their importance to the practical diagnosis of infection play 
a large and important part in the practice of medicine and study of immunol-
ogy. The specifi city of stains was discovered by trial and error in the early days of 
microscopy. Early biochemists and medical researchers speculated that if a 
chemical stain would selectively attach itself to a pathogen, there might be sub-
stances which could attach to pathogens and selectively kill or disable them 
without harming other cells. This suggested the concept of a “magic bullet” that 
would seek out and destroy disease germs, even long before the molecular mecha-
nisms of antigens were understood, or before the concept of germ-destroying 
nanobots was proposed.

In humans and vertebrates the leukocytes or white blood cells play the major 
role in both innate and adaptive immune response. A number of different types 
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of leukocytes are produced by special stem cells in various organs of the immune 
system such as the bone marrow and spleen. They are released into the blood at 
a rate of billions per day. The number and type of white blood cells circulating 
in the body varies in response to infection. Under the microscope they can be 
distinguished and classifi ed according to their staining properties as agranulo-
cytes and granulocytes; the latter have granules that show up with staining under 
the microscope. The granulated structures are due to specialized lysosomes asso-
ciated with the digestion of engulfed particles, so that the staining differences 
correspond to different cell structures and functions.

Innate leukocytes include the macrophages, dendritic cells, and the granulo-
cytes: neutrophils, basophils, and eosinophils. The macrophages, dendritic cells, 
and neutrophils are phagocytic, and engulf and digest pathogens. Other innate 
nonphagocytes are mast cells and natural killer cells. The nonphagocytes disable 
pathogens by contact or by attachment to mark them for attack by the adaptive 
immune system.

Molecular signaling pathways control production of leukocytes and direct 
them to fi nd, identify, and fi ght sources of infection or antigens. Each of the 
innate leukocyte cell types plays a specialized role in the immune response:

 1. Macrophages move through the body engulfi ng pathogens that they 
encounter and recognize or are summoned to in response to chemical 
signals. Macrophages migrate within tissues and release enzymes, 
proteins, and other factors which act on pathogens. Macrophages 
ingest and destroy worn out and dead cells of their own organisms, in 
addition to pathogens.

 2. Neutrophils are carried through the bloodstream and follow chemical 
signals by chemotaxis to the site of infections where they concentrate 
as part of the infl ammation response. Dendritic cells are phagocytes 
active mainly in tissues close to the external environment, such as 
skin, respiratory passages, and digestive tract. Their name refers to 
root-like appendages, similar in appearance but unrelated to some 
nerve cells. Dendritic and macrophage innate cell types play a role in 
activating the adaptive immune system, signaling the presence of new 
antigens by presenting them to special adaptive immune cells.

 3. Natural killer (NK cells) cells are leukocytes that attack and destroy 
tumor cells, or cells that have been infected by viruses.

 4. Basophils and eosinophils are related to neutrophils. They release 
chemical signals in response to parasites and play a role in the infl am-
mations associated with allergic reactions.

 5. Mast cells are very similar to basophils. In response to injury or anti-
gens their granules are released and play an important part in 
infl ammation.

The white blood cells of the adaptive immune system are special types of leuko-
cytes, called lymphocytes. B cells and T cells are the major types of lymphocytes. 
B cells are involved in the humoral immune response, whereas T cells are involved 
in the cell-mediated immune response. When the MHC in precursor white blood 
cells are presented with an antigen, the genetic mechanisms produce new lines of 
adaptive white blood cells with new specifi c receptors for the antigen. This process 
takes time, so there is an incubation period before immunity takes hold.
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11.2  USING ANTIBODIES IN BIOSENSORS: 
IMMUNOASSAYS

Antibodies have evolved to be molecular detectors playing a vital function in the 
maintenance of the organism. They possess the properties that are most desir-
able in a sensor: sensitivity, specifi city, and discrimination. Antibodies work at 
the level of cell membranes and macromolecules, the nanoscale. Thus they are 
extremely sensitive, capable of detecting and latching onto a single molecule of 
antigen. Antibodies are highly specifi c: each one is custom designed to recognize 
and capture a specifi c molecular shape, electronic bonding, and pattern. Antibodies 
are highly discriminating: they can distinguish between antigens that are very 
similar to each other, and distinguish pathogens that are similar to cells that 
belong to their own organism (self).

Antibodies can be used in bulk chemistry as analytical indicators. Historically 
they were employed in serum assays where a precipitate or other visible change 
indicated the presence of a pathogen. Such tests are called immunoassays. With 
micro- and nanotechnology, antibodies can be harnessed at the molecular level 
to make very sophisticated and sensitive immunoassays. The design of ways to 
immobilize antibodies onto microchips and combine them with optical or electrical 
indicators has become a major area of research and development with the goal of 
producing analytical tools for research and medical diagnosis. In this section we 
give a brief introduction to this fi eld and defi ne some key terminologies.

11.2.1 Antibodies in Molecular Recognition Sensors

Use of Antibodies in Molecular Recognition Devices. Antibodies can be removed 
from blood and other tissues, and used for vaccines or other purposes. Like 
DNA and RNA, antibodies can be used as a macromolecular template to recog-
nize and bind to other selected molecules. DNA segments can be fi xed onto 
biochip substrates and used to search for matching complementary segments 
with sensitivity, specifi city, and discrimination, even in complex mixtures of similar 
molecules. Readout of the biochip can be with optical, electronic, or chemical 
indicators.

11.2.2 Production of Antibodies

Making Antibodies. Most antigens have a variety of features that generate more 
than one antibody. So exposing whole animals to antigens produces a serum vac-
cine with heterogeneous mixtures of antibodies. This has advantages for fi ghting 
pathogens, as it gives more than one way for the body to localize and eliminate 
the pathogens. But for research and diagnostic purposes a single, specifi c antibody 
is required. And for safety and precision of therapy, serum antibodies have been 
replaced by monoclonal antibodies for vaccines and other medical uses [22].

11.2.3 Monoclonal Antibodies

Monoclonal antibodies, derived from a single cloned line of cells, are produced by 
molecular biotechnology techniques. In 1975 Köhler and Milstein, after many 

48031_C011.indd   49048031_C011.indd   490 10/29/2008   5:51:00 PM10/29/2008   5:51:00 PM



  Nanobiotechnology 491

years of work, produced a technique for hybridizing myeloma cells with antibody-
secreting cells from mice. The myeloma cancer cells could be grown indefi nitely 
in culture, unlike normal cells, thus providing a way to manufacture antibodies. 
(Köhler and Milstein were awarded a Nobel Prize for this work.) Monoclonal 
antibodies produced in culture or in mice can be bonded to radioactive atoms, 
magnetic particles, fl uorescent molecules, or other additives for use against 
cancer cells.

11.2.4 Reverse Transcriptase

Reverse Transcriptase. Genetic engineering provides a means of producing proteins 
by modifying the DNA sequence of cells so that they replicate the desired amino 
acid sequence. It was made possible by the discovery in 1970 that certain viruses 
use an enzyme—reverse transcriptase—to transcribe DNA from RNA, the opposite 
of the normal direction for nucleotide synthesis. (H. Temin and D. Baltimore 
received a Nobel Prize in 1975 for this discovery.) The RNA viruses that reproduce 
using reverse transcriptase are called retroviruses, and genetic material produced 
using reverse transcriptase is called retroviral DNA. Retroviral DNA techniques can 
be used to produce many proteins in culture or in transgenic animals or plants, 
providing another source for peptides, including antibodies.

11.2.5 Recombinant DNA

Transfer of Genes between Organisms. To produce a bioengineered product, 
gene sequences that code for the product must be inserted into organisms that 
can be easily cultured or harvested. Plasmids, small circles of DNA found in 
bacteria, can introduce operational DNA into bacterial cells. Plasmids used to 
deliver DNA are called vectors. Stitching a sequence of DNA into a plasmid ring 
is carried out by cut and paste enzymes, the restriction endonucleases and ligat-
ing enzymes. DNA altered in this manner is called recombinant DNA. Once in 
the bacteria, the plasmid is reproduced along with the products coded for by 
the recombinant DNA, so bacterial cultures can be used to produce genetically 
engineered products like human insulin, growth hormone, and interferon. 
Recombinant DNA technology can also be applied to plants and animals, pro-
ducing genetically engineered organisms.

Recombinant DNA technology has advanced and been enhanced by refi ne-
ments so that it is now used for DNA sequencing and large-scale production of 
hormones and vaccines. It employs a combination of traditional chemical, 
microbiological techniques along with molecular biology and genetics. Its chief 
relevance to nanotechnology is as a source for special macromolecules with 
specifi c properties, which can be used in nanomachinery and sensors. In turn, 
nanotechnology is contributing new abilities to analyze and manipulate DNA 
and other molecules in the cell.

11.2.6 Antibodies as Selection Tools for Biosensors

Antibodies are one of the biomolecules that can be used as highly specifi c selec-
tion and capture tools at the molecular level. Antibodies are produced by the 
adaptive immune system of mammals in response to all kinds of proteins and 
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macromolecules, making them much more versatile than DNA and RNA. While 
DNA and RNA are very important for genetic and medical research and diag-
nosis, antibodies can be adapted for many more diverse purposes. In the next 
section we look at how antibodies can be attached to micromolecular devices to 
make extremely sensitive analytical detectors, and how nanoscale phenomena 
make the devices work.

11.3 CANTILEVERS AS NANO-BIOSENSORS

Sensors are devices which can be used to read and report information on their 
environment. Sensors typically change state in the presence of a targeted chemical 
or physical condition such as pressure or temperature.

Biosensors use a biological molecule or structure to effect the function of the 
sensor. Nano-biosensors are biosensor devices whose function takes advantage 
of some properties or phenomena unique to the nanoscale of interactions 
between matter and its environment.

Small size alone may be the chief attribute of a nanosensor, but often when 
we explore devices that are scaled down into the nano region, we fi nd new 
behaviors that were not present at the macroscale. These phenomena can be due 
to changes in surface-to-volume ratios, internal material stress, heat and electrical 
conductivity, ratio of light wavelengths to size of material, and other phenomena. 
These behaviors, unique to the nanoscale, are what make nanosensors interesting 
and especially useful.

Natural biological sensors work at the nanoscale, and are sensitive to very 
small amounts of material and small changes in their environment. But they 
generally do not offer us a ready and quick reporting mechanism that would 
make them useful in an engineered device. Use of biological sensors without 
nanotechnology usually involves waiting for an incubation period to see the 
results in terms of a biological outcome, or at best involves a number of separation 
and amplifi cation steps.

Integrating biomolecules into nanodevices gives us a way to combine the 
sensitivity and selectivity of biomolecular sensors with the speed and versatility 
of interfacing and readout that we require of our electronic and mechanical 
systems. Micro- and nanoscale cantilevers provide a good example of this 
paradigm.

11.3.1 Sensing Physical Properties

Physical parameters include mass, pressure, temperature, electrical potential, 
force, acceleration, tension, electric charge, etc., which can be related to bio-
logical measurements such as membrane potential, metabolism rate, and con-
centration of specifi c species (such as oxygen, hydrogen ions = pH). Physical 
measurements on the nanoscale can be made by exploiting physical, optical, 
and/or electronic properties of materials and structures on the scale of a few 
thousand atoms, the nanoscale. One especially important type of sensor is 
based on measuring the nanoscale motion of microscopic cantilevers with 
nanoscale coatings interacting with nanoscale quantities of substances in their 
environment.
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11.3.2 Cantilevers and Selective Binding

Cantilever Sensors. Microscopic cantilevers are widely used tools that have 
become a mainstay of nanotechnology; they can be etched from silicon and 
other materials, as described elsewhere in this book. A cantilever or microprobe 
is the basis for the atomic force microscope, and arrays of cantilevers have been 
adapted to fabricate microelectronic memory devices and a variety of actuators 
and resonators [23–26]. Microchip cantilevers can also be used as mirrors, reso-
nators, and capacitors to fabricate electro-optical and electromechanical devices 
that can be adapted as sensors for biomedical assays [27–29]. We will discuss 
some of the biomedical applications for this technology in a later section. First, 
we will look at how the properties of cantilevers on the nanoscale have made it 
possible to adapt them as sensors that have demonstrated potential for nano-
medicine. In recent years this has been one of the most promising directions for 
a practical application in medical diagnosis of cancer, identifi cation of proteins, 
and elucidation of molecular signaling pathways in molecular biology.

11.3.3 Active Cantilever Sensors

Active Cantilever Sensing—Vibration Resonance. A tiny cantilever etched from 
silicon or other substrates will have a characteristic resonant vibration frequency, 
like the tine of a microscopic tuning fork. The physics of vibrations of bulk 
materials applies well to submicroscopic cantilevers provided that their compo-
sition is uniform, without defects that lead to loss of elasticity. [30,31] A carbon 
nanotube or fi ber is composed on bonded atoms, so it can be used as a cantilever 
that is more perfectly elastic than a defl ecting or resonating structure etched 
from even the best single-crystal silicon, but nonlinear effects at the nanoscale 
must be taken into account. [32]

Nanoscale cantilevers can be used to measure density and viscosity of fl uids, 
because their rate of vibration is damped by collisions with molecules in the 
fl uid. The rate of vibration of a cantilever can be monitored electronically by 
a capacitive circuit design with the cantilever as an element. The defl ection of a 
cantilever can also be measured optically, by changes in the angle of refl ection 
or by interferometry. Cantilevers can be used to detect and determine the mass 
of molecules that are absorbed or bonded to their surface, since the resonant 
frequency of oscillation of a vibrating object depends on its mass as well as its 
elasticity. At the nanoscale, the difference in mass made by the addition of just 
a few large molecules such as proteins or DNA is large enough in relation to the 
mass of the cantilever to make it possible to detect minute quantities of biological 
substances [33].

11.3.4 Passive Cantilever Sensors

Passive Cantilever Sensing—Measuring Deformation. Nanoscale cantilevers 
can be distorted passively, without vibrating, due to differences in the amount 
and strength of absorption on opposite sides of the sliver of material. This is 
perhaps the most striking example of how things are different at the nanoscale 
with regard to cantilevers. This phenomenon follows the same laws of surface 
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chemistry and physics as for larger-scale bulk materials, but at the nanoscale, the 
surface forces dominate over the internal properties of the material.

For a cantilever on the order of 500-µm long, 100-µm wide, and 0.5-µm 
thick, the free-energy differences between a surface covered with absorbed mol-
ecules and a clean surface, although small, are enough to force a displacement 
in the shape of the cantilever which can be detected when one side of a cantilever 
is coated with an agent that binds with an absorbate. The absorption of the 
analyte may be highly specifi c, as between an antibody and an antigen, or may 
be merely weakly selective. In the latter case, combinations of coatings on groups 
of cantilevers can be used to obtain patterns for recognition, as in the artifi cial 
nose device [34].

11.3.5 Surface Effects on Nanocantilevers

Absorption Strength and Surface Crowding: Absorption Affi nity. To envisage the 
effect of absorbed molecules on the cantilever, consider that as bonds are formed 
with the absorbate on one specially coated or prepared side of the sliver of material, 
the absorbed molecules will tend to push their way into the matrix of molecules 
that make up the surface of the cantilever. This crowding into the surface will tend 
to distend the surface ever so slightly. The stronger the affi nity or attractive force that 
binds the absorbed molecules to the substrate, the greater the crowding force 
will be and the more it will tend to push the molecules apart near that surface of 
the cantilever. If no absorption takes place on the other side, there will be a slight 
differential expansion on the absorption side, and this expansion will cause a 
defl ection, with a convex curvature on the absorption side, and a concave curvature 
on the opposite side.

11.3.6 Steric Effects

Surface Crowding: Steric Effects. An additional force for expansion on the 
absorption side will occur if the absorbed molecules repel each other or push 
against each other; in that case they will tend to pull apart the molecules in the 
cantilever to which they are bonded. These two forces are suffi cient to produce 
a measurable defl ection if the cantilever is small enough that the effects on the 
surface overpower the forces holding the internal molecules in their preferred 
places relative to each other in the bulk material matrix.

Complexity due to Interplay between Affi nity and Steric Effects. Some of the 
leading researchers in the fi eld of cantilevers have pointed out that understanding 
the molecular causes of the deformation is critical, because the observed bending 
depends on both the strength of absorption affi nity and the nanomechanical 
response of the cantilever. These two factors may be convoluted such that a strong 
binding affi nity will not necessarily produce a large surface stress. Hans Peter 
Lang, Martin Hegner, and Christoph Gerber in Switzerland have shown that steric 
crowding of the absorbed molecules may be more important than free-energy 
changes on the surface, although the two factors are interlinked. [34,35] What 
is certain is that as the size of the cantilever becomes smaller, classical models for 
describing the interaction with its surroundings begin to break down, and care 
must be taken in designing a device and interpreting the results. [36,37]
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Even with classical elastic behavior of the cantilever, thermal effects may bias 
the degree of displacement, for example. Thus, in designing a device for practical 
application in biomedicine, reference cantilevers are placed alongside the elements 
that are coated to bind with the analyte, so that any purely thermal effects or 
other environmental infl uences can be compensated.

11.3.7 Surface Free Energy at the Nanoscale

Cantilever motion can be explained by changes in the surface free energy of one 
surface of the cantilever relative to the opposite side. The strong intermolecular 
forces associated with specifi c binding between molecules, such as between an 
antibody and an antigen, result in much higher free-energy change than for 
nonspecifi c bonds such as physical absorption layers. Cantilever defl ections, 
large enough to be useful for sensors, should be a result of specifi c binding.

An estimate for the magnitude of a cantilever defl ection ∆h is given by 
Stoney’s equation:

 ∆ = − ⋅ 23 (1 ) / ( / )h E L ds n  (11.1)

where
s is the change in surface free-energy density (or surface stress) due to specifi c 

binding
E is the elastic modulus (or Young’s modulus) of the cantilever material
n is its Poisson ratio
L and d are the length and the thickness of the cantilever, respectively

Longer and thinner cantilevers will result in larger defl ections for the same 
degree of surface stress. Note that the above formula does not take account of 
steric crowding forces [35,38,39].

11.4  MICRO- AND NANOSENSORS AND 
APPLICATIONS

Many cantilever and similar devices for detecting molecules have been described 
and developed. In principle, a string or wire of nanodimensions could be used 
in a similar way, provided that a means of inducing and measuring vibrations 
were devised [35]. A number of books and reviews are available on the subject 
of nanoscale cantilever molecular sensors [34,35]. Among the many types of 
cantilever devices used to measure biomolecules, we present a few examples 
that have particular potential or interest for nanomedicine.

11.4.1 Biomedical Cantilever Applications

To make a cantilever sensor with a medical application, one may coat one surface 
with a reactant such as an antibody specifi c for an antigen. When the surface is 
exposed to solutions of the antigen, it becomes coated with molecules of the 
antigen, producing a small but detectable deformation of the cantilever due to 
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surface forces. This deformation can be detected by optical refl ection. Only 
for devices of nanoscale proportions are the intermolecular nanomechanics 
at the surface suffi cient to produce a detectable defl ection usable as a sensor 
(Fig. 11.2).

11.4.2 Cantilever Sensor for Cancer Screening

An interdisciplinary team of coworkers at University of California Berkeley, 
University of Southern California, and Oak Ridge National Laboratory devel-
oped an application of this technique to detect the prostate cancer antigen (PSA) 
[38]. Using 600-µm-long and 0.65-µm-thick silicon nitride cantilevers, it was 
feasible with their technique to detect PSA concentrations of 0.2 ng ⋅ mL−1. Since 
this antigen is produced by the body in response to cancer cells, this sensor 
could be useful in a blood screening test for early detection of cancer in humans. 
This technique may also lead to devices for high-throughput label-free analysis 
of protein–protein binding, DNA hybridization, and DNA–protein interactions, 
as well as drug discovery.

11.4.3 Biotechnology Applications of Cantilevers

In actual medical use, diagnosis for complex diseases such as cancer would 
require quantitative detection of multiple proteins. Therefore, current issues in 
research are how to improve sensitivity, specifi city, and detection of real-world 
diagnostic concentrations of antigen in the presence of interferences under clinically 
relevant conditions. Many designs for using micro- and nanoscale cantilevers 
have been developed for biomedical detectors.

The Quartz Crystal Microbalance. The quartz crystal microbalance is a special 
case of the use of nanoscale effects in a cantilever. It is used to measure mass by 

FIG. 11.2 Absorption and steric crowding on an antibody coated cantilever.
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the change in frequency of a piezoelectric quartz crystal when a small mass such 
as a virus or a large biomolecule is added. The frequency change is proportional 
to the added mass, so long as the added mass has elastic properties similar to 
those of the quartz itself. The mass change is given by the Sauerbrey equation:

 

⎡ ⎤−∆ = ∆⎢ ⎥
⎢ ⎥⎣ ⎦

ro
q

q q

2 f
f m

A Gr
 (11.2)

where
∆f is the change in the resonance frequency due to the added mass
fro is the resonance frequency of the unloaded resonator
rq and Gq are the density and shear modulus of the quartz
A is the surface area of the resonator [40–43].

Arrays of Cantilevers. As we mentioned earlier, arrays of microelectronic canti-
levers have been developed for use as semiconductor memory and digital light-
processing devices [23–26,44,45]. Digital versions of cantilever arrays can be 
adapted not only to sensitize patterns for making biochips, in maskless photo-
lithography [26–29], but also to read out the status of microchip sensors by 
refl ecting precisely focused laser beams onto sensors in an array. These devices 
can be used to prepare and interrogate arrays of antibodies, and also with DNA 
and RNA segments to bind to complementary sequences, making arrays that can 
select and identify genetic information [46–48]. Microarrays can even use a 
mixture of DNA and antibody sensors to detect genetic and protein information 
at the same time.

In the case of the digital micromirror array, each element is not a freely sus-
pended cantilever, but is designed to switch between two states. Thus the mirror 
elements are not used directly as sensors, but to prepare and interrogate arrays of 
sensors by directing light to precise addresses in a microarray. The use of canti-
levers as digitally controlled mirror arrays has had a large impact on the effi ciency 
of DNA sequencing, perhaps one of the more direct examples of the interplay 
between nanoscale fabrication technology and molecular biology [49–52].

11.4.4 Surface Acoustic Wave Nanosensors

Another surface interface phenomenon which can be exploited for nanoscale 
detectors is the surface acoustic wave (SAW). Surface acoustic waves are compres-
sion vibrations traveling over the surface of an elastic material. SAW waves have 
a longitudinal and a vertical shear component. This type of wave propagation is 
distinct from body waves which travel through the interior of a material. The 
amplitude of a surface acoustic wave decays exponentially with depth into the 
material.

In dielectric materials, surface acoustic waves can be generated by application 
of electric fi elds, and detected by the transduction of the waves into electromag-
netic fi elds. This behavior is used in electronic circuit devices. SAW devices are 
designed to act as fi lters, oscillators, and transformers in circuits, using one 
transducer to excite the wave and another to detect it at opposite ends of a strip 
of piezoelectric material.
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SAW waves exhibit strong coupling with adsorbed material on the device 
surface. This effect allows SAW devices to be used as sensors by measuring changes 
in frequency and amplitude of the wave in response to contact with external 
substances.

Coating a SAW device with a specifi c antigen or other compound that bonds 
to a biological target molecule turns the device into a sensitive and specifi c 
detector that can be used to monitor for known antigens or even for bacteria 
[53]. SAW devices for biological applications have not yet seen widespread 
application, but they are an interesting example of the use of a nanoscale 
phenomenon which may in future have signifi cant applications.

Conventional SAW devices use piezoelectric material. Researchers at 
Pennsylvania State University have developed SAW devices based on magne-
toelastic materials. These have the advantage that a coil can be used to detect 
changes in the frequency of the waves, thus providing for wireless operation 
[54]. The resonant frequency of a magnetoelastic sensor changes in response to 
temperature, pressure, ambient fl ow rate, and liquid viscosity and density, as 
well as to absorbed mass, making this type of sensor very versatile.

11.4.5 Electrochemical Nanosensors

Electrochemical sensors convert chemical reaction energy into electrical poten-
tial or current. They are extremely sensitive, but must be in electrical contact 
with a tissue or fl uid in order to be effective. Gases can be detected by electro-
chemical sensors if a moistened membrane is maintained on the surface of the 
sensor, in which the gas is absorbed.

Electrochemical probes measure the electronic potential difference at the interface 
between the surface of two materials, usually a solid and a liquid. Every chemical 
element has an inherent tendency to attract or donate electrons to its surround-
ings. Any time that two different materials are in contact with one another, an 
electronic potential exists across the interface. The greater the difference in the 
chemical tendency to donate or accept electrons, the larger the potential differ-
ence. If there are no barriers to chemical reactions at the interface, the reaction 
proceeds with exchange of electrons until the potential is neutralized and equi-
librium is reached.

The difference in potential between two substances can be measured when 
both are in contact with a conductive medium, an electrolyte, through which 
electrons can be exchanged. In an electrochemical cell, two dissimilar electrodes 
are in contact with an electrolyte. An electronic potential is created by the donation 
or acceptance of electrons through chemical reactions which take place between 
the electrodes and the electrolyte.

If the two electrodes are connected by an electronic conducting path in paral-
lel with the path through the electrolyte, a circuit is formed over which electrons 
can fl ow. Electronic charge fl ows over the conductor from the electrode with the 
greater tendency to accept electrons from the electrolyte towards the electrode 
which donates electrons in reactions with the electrolyte. This process acceler-
ates the chemical reactions at the electrodes by providing a path for electron 
transfer that is of lower resistance than the path through the electrolyte. The 
energy of the chemical reaction is converted into electrical current, which is 
harnessed in batteries and fuel cells, and used in electrochemical sensors [55].
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The potential difference at the interface between electrode and electrolyte is 
affected by adsorbed substances at the electrode surface. This provides a sensitive 
means for measuring the nature and concentration of molecules which interact 
with the surface of an electrode [56,57].

Electrochemical Detection of Free Radicals and Nitric Oxide in Tissues. An 
example of the usefulness of nanoprobes for electrochemical sensing is the 
detection of nitric oxide (NO) in tissues. Nitric oxide is a simple free radical that 
has been found to act as a cell signaling messenger playing a number of roles in 
the body. One of its most important functions is to signal the muscles in the 
wall of blood vessels to relax, allowing more blood to circulate. Nitroglycerin’s 
effectiveness in relieving cardiovascular distress is due to the release of nitric 
oxide. This was one of the clues which led to nitric oxide being identifi ed as a 
key endothelium-derived relaxing factor. Nitric oxide has been found to play a 
number of roles in different cell signaling cycles; its absence or excess can lead 
to tissue damage in heart, kidneys, and muscle.

Researchers at the Oak Ridge National Laboratory have developed an elec-
trochemical probe to track concentrations of NO in tissue, using a functional-
ized carbon nanotube. Important free radicals and other species which can be 
monitored with the nanoprobe include NO, H2O2, O2, H2S, ATP, glucose, and 
superoxides [58,59]. The nanoprobe uses an electrochemical sensor principle 
and is based on functionalized carbon nanotubes with a sensor diameter of 
100 nm (Fig. 11.3).

The advantages of an electrochemical nanoprobe compared with luminescence 
assays and other spectroscopic methods are

 1. It is real-time rather than based on a derivative product.
 2. It provides improved spatial resolution.
 3. It does not require luciferin or other expensive bioluminescence or 

fl uorescence reagents.

FIG. 11.3
An electrochemical sensor probe made from a carbon nanofi ber 
coated with silver chloride and a semipermeable membrane, 
with a 100-nm measurement tip.

Ag/AgCl Glass tube
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 4. It can be applied to direct measurement of cells in a culture or tissue 
without use of a luminometer or spectrometer, and requires no shield-
ing from external light sources.

A Carbon Fiber Nanoelectrode for Glucose Detection. Electrochemistry is a good 
method for detecting glucose and other simple compounds in blood and tissue. 
As one example, a glucose micro-biosensor has been developed by researchers 
in Austria using electrochemical co-deposition of glucose oxidase (GOx) along 
with MnO2 as a mediator, onto a single carbon fi ber microelectrode with a tip 
diameter of 100 nm [60]. A thin silver/silver chloride fi lm is applied as an immo-
bilization and interference-free protective layer. This type of micro-biosensor 
can be used as an amperometric glucose detector probe in blood or tissue. 
Improvements in glucose detection are important for research in diabetes, obesity, 
and metabolism.

Signifi cance for Nanobiotechnology. Nanoscale electrochemical sensors work on 
the same principles as macroscale sensors; what makes them signifi cant for use 
in nanobiotechnology is the newly developed ability to fabricate such sensors in 
nanoscale sizes for detection of very small amounts of substances in complex 
mixtures typically found in biological systems [61–63]. The ability to use nano-
scale electrochemical probes is also due to advances in electronics, which enables 
the precise measurement of extremely small potentials and currents. Arrays of 
electrochemical microsensors are being fabricated with both DNA and antibody 
probes, in order to analyze DNA and proteins on a single platform for proteomics 
and medical applications [64]. The importance of interfaces, chemical boundaries, 
and electrical forces in biological systems makes electrochemical measurement 
an important route to many biological measurements [65,66].

11.5 OPTICAL NANOSENSORS

In this section we look at some examples of optical sensors, which allow 
direct measurement of light without depending on cantilevers or other 
mechanical nanodevices, and some of their biomedical applications. These 
include photonic sensors, which use the interaction of light with molecules in 
spectroscopic absor ption, refl ectance, fl uorescence, or luminescence; and 
plasmon sensors, which use the interaction of light at a surface layer, waveguide, 
or nanoscale particle to detect the presence of a molecule or change in state 
of an absorbate.

11.5.1 Photonic Nanosensors

Photonic sensors can report biochemical reaction events at the molecular level by 
converting chemical energy into light signals. At the macroscale, this is a stan-
dard technique for spectroscopic identifi cation. At the nanoscale, it can be used 
to interrogate very precise and subtle details of the inner workings of cells. This 
is accomplished by tagging specifi c parts of the cell’s molecular pathway with a 
molecule that converts energy into light through fl uorescence or bioluminescence, 
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which can be detected by a nanoprobe or by nanoscale-capable microscopy 
techniques [67–72].

Photonic Sensor for Antibody Detection Inside a Single Cell. Tuan Vo-Dinh 
and colleagues in a research team at the Oak Ridge National Laboratory have 
developed an optical nanoprobe for measurements inside a single cell [73]. The 
nanoprobe uses a fl uorescent antibody that attaches to a molecule produced 
when the carcinogen benzo[a]pyrene (BaP) attaches to DNA to form a mutation-
causing adduct that can lead to cancer. Detection of this biomarker is signifi cant 
in monitoring for DNA damage due to BaP exposure and for possible precancer 
diagnosis. BaP is a polycyclic aromatic hydrocarbon of serious environmental 
and toxicological interest because of its mutagenic/carcinogenic properties and 
its widespread presence in the environment [74]. The measurements were 
performed on model cells from a rat liver cell line which contained the carcinogen 
metabolite.

The nanoprobes were fabricated by the same technique used for cell patch 
clamp experiments (described in chapter 14 of Introduction to Nanoscience) [75]. 
A glass tube was heated and drawn out until its cross section at the tip was on 
the order of 50 nm. A refl ective coating of silver was deposited on the outside of the 
glass probe, whose average diameter with the coating was 250–300 nm. The 
nanoprobes, which required great care to be made consistently, acted as fi berop-
tic waveguides which could be inserted through the cell membrane to take laser 
light into individual cells. The nanoprobes were coated with the fl uorescent 
antibodies specifi c for the carcinogenic antigen, inserted into individual cells, 
incubated 5 min to allow antigen–antibody binding, and then removed for 
fl uorescence detection. A concentration of 9.6 × 10−11 M for the carcinogen in 
the individual cells was determined.

Fiberoptic chemical sensors and biosensors offer important advantages for in 
situ monitoring applications because of the optical nature of the detection 
signal. The application of submicron fi beroptic chemical probes has been pio-
neered by Kopelman and coworkers, who developed probes for monitoring pH 
[76,77] and nitric oxide [78]. The use of submicron tapered optical fi bers has 
also been demonstrated and used to investigate the spatial resolution that is 
possible using near-fi eld scanning optical microscopy [79,80].

This example of an antibody-based nanoprobe for measurements of chemi-
cals inside a single cell is being followed by further improvement of the technique 
for applications in biotechnology, molecular biology research, and medical 
diagnostics. This technique could eventually be used to develop advanced 
biosensing systems to study intracellular signaling and gene expression inside 
single cells.

11.5.2 Surface Plasmon Nanosensors

A surface plasmon is a charge density wave that is induced by light striking an 
interface between a thin fi lm and another medium. Surface plasmon resonance 
(SPR) is the coupling of energy from incident light with the charge density in 
the surface, resulting in energy being transferred into a thin layer on the surface 
instead of being refl ected. Resonance occurs only when the energy of the incident 
light is of the right frequency and angle of incidence for coupling.
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SPR has been introduced in earlier chapters, as the phenomenon which gives 
rise to intense colors in butterfl y wings, diatoms, nanodots, and other materials 
with thin layers on the nanoscale, corresponding to resonant frequencies with 
incident light. It is a useful phenomenon for optical detection and measurement 
where thin fi lms can vary in composition and thickness. The waveform and 
intensity of the plasmon depend strongly on the thickness of the fi lm and the 
type of material on which the fi lm is deposited.

SPR is used to study the formation of self-assembled layers and structures of 
organic molecules formed at the surfaces of electrodes [81]. SPR can also be 
used to detect biological substances, such as DNA and proteins. A surface can be 
coated in patterns with different specifi c antigens or DNA complementary test 
strands to make an array in which a combination of biological target molecules 
can be detected (Fig. 11.4).

Dual Polarization Interferometry. Dual polarization interferometry (DPI) is an 
extension of the application of SPR which divides focused laser beams into two 
waveguides, one, the “sensing” waveguide, with an exposed surface, and the 
other to serve as a reference beam. When light that has passed through both 
waveguides is combined, an interference pattern is created. Measurement of the 
interference pattern from two different polarizations of light permits the refractive 
index and the thickness to be determined for an adsorbed layer on the surface 
of the sensing waveguide. Because the polarization can be switched rapidly, real 
time measurements can be obtained for chemical reaction or fl ows taking place 
on the surface of the sensing waveguide. The DPI technique is used to obtain 

FIG. 11.4

Harnessing molecular recognition with electronics. (a) Treated 
metal surfaces are modifi ed to anchor ligands—modifi ed 
biological macromolecules with specifi c receptor sites for analytes. 
The optical and/or electronic properties of the ligand-coated 
surfaces change when analytes are captured. (b) The analyte is 
captured from the solution onto the active sites.
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structural information on proteins and other molecules adsorbed on the 
waveguide interface [82,83].

Plasmon Waveguide Resonance. Plasmon waveguide resonance (PWR) spectro-
scopy is a highly sensitive extension of the surface plasmon technique which is 
especially suited for characterizing the kinetics, affi nities, and conformational 
changes involved in receptors in cell membranes, without the need for radioac-
tive or other labeling techniques.

PWR spectroscopy utilizes a thin dielectric coating (e.g., silica) on a thin 
metal fi lm (e.g., silver) deposited onto a prism. The dielectric functions as a 
waveguide allowing plasmon excitation by polarized light. Plasmon resonance 
in the waveguide provides narrow resonance and high sensitivity. The use of light 
with different polarizations to probe immobilized biological fi lms provides 
detailed structural information on oriented molecular arrays.

Lipid bilayers can be deposited onto the resonator surface with their incorpo-
rated membrane proteins, and changes in resonance monitors ligand binding to 
the proteins. Lipid bilayers containing microdomains whose refractive index 
anisotropies and thicknesses differ from those of the bulk membrane will display 
multiple resonances and thus can be mapped.

PWR can measure differences in ligand-binding constants, and protein prop-
erties that result from differences in the microenvironment. Thus, this technology 
provides useful insights into the structural and functional consequences of 
microdomains in cell membranes [84].

11.5.3  Nanoscale Optical Resonance Grids—Using 
the Butterfl y Wing Effect

At the nanoscale, there are new types of opportunities for photonic effects, due 
to resonance, as we have seen elsewhere in this volume. Now we consider a new 
type of nanoscale sensor which works on the same principle as the butterfl y 
wing photonics, taking advantage of the nanoscale effects of guided mode 
optical surface resonance to detect very small amounts of material trapped by 
absorption between vanes of a nanoscale optical resonance grid. This and similar 
nanoscale optical phenomena are leading to many new types of biological 
sensors. These new systems are capable of sensing at extremely sensitive levels 
and are suitable for parallel integration for detection of multiple signals.

11.5.4 Guided-Mode Resonance Sensors

Leaky optical resonance modes arise on periodic fi lms when an incident light 
beam couples to the waveguide-grating layer system. This results in generation of 
a guided-mode resonance (GMR) fi eld response in the spectrum. The resonance 
effect leads to dramatic redistribution of the diffracted energy and may manifest 
as sharp refl ection and transmission peaks radiating from the structure. Application 
of this fundamental effect to sensors was fi rst proposed in 1992 [85].

The sensor is based on the high parametric sensitivity inherent in the basic 
GMR effect [85,86]. Figure 11.5 schematically illustrates a generic GMR sensor and 
its operation. As an attaching biomolecular layer changes the parameters of the 
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resonance element, including thickness, fi ll factor, and refractive index, the reso-
nance frequency changes [87]. Thus, incident light is effi ciently refl ected in a 
narrow spectral band whose central wavelength (and resonance angle) is highly 
sensitive to chemical reactions occurring at the surface of the sensor element. 
A target analyte interacting with a bio-selective layer on the sensor can thus be 
identifi ed without additional processing or use of foreign tags. Computed 
examples and experimental results have been presented that illustrate key sensor 
properties and chart paths for establishing useful sensor technology based on 
this effect [88].

11.5.5 Applications of Guided Mode Sensors

These photonic resonance concepts enable a new class of highly sensitive and 
selective biosensors and chemical sensors with applications in medical diagnos-
tics, drug development, environmental monitoring, homeland security, and 
others.

Guided-Mode Resonance Sensor for Protein Detection. Figure 11.5 illustrates the 
measurement of protein binding to a surface in air environment utilizing a 
double-layer resonant element illuminated at normal incidence. The clean grating 
surface is fi rst chemically modifi ed with amine groups by treating with a 3% 
solution of aminopropyltrimethoxysilane in methanol (Fig. 11.6 Top, Left). 
The device is then washed in a solution of bovine serum albumin (BSA, 
100 mg ⋅ mL−1) and a deposited 38 nm thick layer of BSA results in a refl ected 
resonant peak spectral shift of 6.4 nm (Fig. 11.6 Bottom, Left). It is signifi cant 
that minimal signal degradation occurs as the biomaterial attaches to the sensor 
surface with refl ectance remaining at ∼90% before and after BSA attachment. 
The biomaterial layer thickness is determined by fi tting the measured data with 
theoretically computed values. The observed shift in resonance wavelength of 
6.4 nm is easily detected with economic spectrum analyzers.

FIG. 11.5
A generic resonant sensor and its response. Interaction of a target analyte with a bioselec-
tive layer on the sensor surface yields measurable spectral shifts that directly identify the 
binding event without additional processing or foreign tags.
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Signifi cantly, polarization diversity permits monitoring of thickness and 
refractive index variations simultaneously. Occurrence of multiple leaky modes 
at resonance contributes to sculpting diverse spectral bands that are useful for 
new sensor types and many other optical elements. Figure 11.7 shows an example 
application of a GMR sensor where both polarization states simultaneously 
monitor the reaction, providing added accuracy and precision in the quantitative 
determination of the biomolecular response.

Other Applications of Guided Mode Optical Sensors. Nanoscale optical sensors 
based on the butterfl y wing resonance principle are leading to many new types 
of biological sensors. These new systems are capable of sensing at extremely 
sensitive levels and are suitable for parallel integration for detection of multiple 
signals [89–91]. Researchers are using butterfl y wings as templates to fabricate 
optical grids and nanotubes for use in sensors [92,93]. The sensor systems being 
produced based on the butterfl y wing principle dramatically outperform existing 

FIG. 11.6

Measured leaky-mode resonance sensor spectral response in air and comparison with 
theory (Top, Left). The sensor is illuminated by a TE-polarized laser beam and the sensor 
surface is modifi ed with a silane chemical linker; a 38-nm layer of attached bovine serum 
albumin (BSA) results in a 6.4-nm peak shift (Bottom, Left). Sensor parameters are 
nC = 1.0, n1 = 1.454 (SiO2), n2 = 1.975 (HfO2), nS = 1.454, d1 = 135 nm, f = 0.58, d2 = 
208 nm, L = 446 nm, and q = 0°. A scanning electron micrograph (SEM) of the sensor 
surface is also shown (Top, Right).
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nanoengineered photonic sensors. They are being studied to develop new 
app lications for detection of water, alcohols, and chlorinated hydrocarbons for 
a variety of biological, environmental, and medical applications.

11.6  NANOTECHNOLOGY FOR MANIPULATION 
OF BIOMOLECULES

In addition to sensing on the nanoscale, biomolecular nanotechnology involves 
ways of manipulating cells and macromolecules using nanoscale forces. Some 
of the most important nanoscale manipulation tools are the atomic force micro-
scope and atomic force microprobe, which are discussed elsewhere in this book. 
Two other techniques for nanoscale manipulation are especially useful for bio-
logical studies: dielectrophoresis and optical tweezers. These techniques depend 
on the electromagnetic fi eld phenomena acting on very small scales.

11.6.1 Optical Tweezers

Light consists of oscillating electronic and magnetic fi elds, a beam of light can 
exert electromagnetic forces when it interacts with matter. Light also has momentum, 
so when it is refracted, refl ected, or absorbed, it produces a force on an object. 
On the macroscale, these forces are so small relative to the mass of an object that 
they are hardly detectable. But on the micro- and nanoscale, these forces become 
signifi cant. Random scattering of suspended microscopic particles by incident 
light can be observed with a microscope. When light is highly coherent, as in a 
laser beam, these forces are aligned and have very directed and controllable 
effects.

FIG. 11.7
Demonstration of the use of polarization diversity in GMR biosensing. The plot shows 
measured streptavidin binding dynamics for a biotin-coated sensor element with varying 
background represented by 75% milk solution and 25% milk solution.
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Optical Trapping. A tightly focused laser beam which converges through a 
pinched focal point creates an optical trap for a charged or polarizable particle 
small enough to fi t inside the focal area of the beam. This trapping effect is 
only possible on the microscale and smaller, where the electromagnetic forces 
on the particle are large relative to gravity and inertia, and where the wave-
length of the laser light is on the same order as the size of the particle. The 
density gradient of the electromagnetic fi elds combines with the momentum 
transfer to create the trap geometry. This effect was discovered by Askin and 
coworkers in 1986 [94,95]. Since then it has been applied using laser focusing 
arrangements called optical tweezers to manipulate objects on the micro- and 
nanoscale. It is especially applicable to biological cells, since living cells are 
highly polarizable.

Optical Tweezers. Optical tweezers can manipulate particles as small as a single 
atom. In the biological sciences these instruments have been used to apply 
forces in the pN-range and to measure displacements in the nm range of objects 
ranging in size from 10 nm to over 100 mm. Optical tweezer instruments are 
now available as sophisticated computer controlled systems devices that are 
able to measure displacements and forces with high precision and accuracy.

Applications of Optical Tweezers. Optical tweezers have been used to trap and 
manipulate dielectric inorganic particles, viruses, bacteria, living cells, organ-
elles, proteins, and DNA segments. They can be used for confi nement and sort-
ing of cells, tracking of movements of bacteria and motile cells, measurement of 
small forces, and manipulation and rearrangement of cell membranes and 
structures.

Because visible light forms ideal traps at the micron scale, smaller objects are 
usually studied under the microscope with visible wavelength lasers by attaching 
specimens to micron-sized beads, which are then trapped, where the effects of 
light forces can be studied. Forces required to rearrange DNA or proteins can be 
measured using this technique. Molecular motors such as kinesin, myosin, and 
RNA polymerase can be studied to determine the size and continuity of motion 
steps and forces required to produce movements [96–99].

11.6.2 Dielectrophoresis

Electrophoresis is the phenomenon of movement, or electrokinetics, of a particle 
induced by an electrical fi eld gradient, known since the early 1800s. An electri-
cal fi eld induces a force on a polarizable particle. As in the case of optically 
induced forces, the electrophoresis forces become signifi cant at the micro- and 
nanoscale. Electrophoresis is used to separate colloidal particles and biological 
macromolecules such as proteins and DNA fragments, and has become a highly 
useful and refi ned technique in molecular biology and pathology [100–103].

Dielectrophoresis is a more complex phenomenon in which polarizable particles 
move in response to alternating electromagnetic fi elds [104]. Complex standing 
waves and gradients can be created around alternating current electrodes, which 
can trap and move polarizable particles such as biological cells. Dielectrophoresis 
has become a refi ned and useful technique in molecular biology and nanotech-
nology with the availability of sophisticated electronics and computer analysis to 
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direct the patterns of fi elds [105]. Dielectrophoresis can be employed as the active 
principle for submicron scale instruments to (1) separate and isolate specifi c cells 
of interest, (2) concentrate and amplify cell concentrations, (3) accurately mea-
sure indicators for different cells, and (4) measure a quantitative result based on 
cell differences. Dielectrophoresis is being designed in microfabricated devices to 
separate cells for research, diagnosis, and preparation of purifi ed fractions.

In dielectrophoresis an alternating current is applied to a volume containing 
cells to create a nonuniform temporal and geometric pattern of electromagnetic 
fi elds. A dielectrophoretic force acting on the polarized cells causes them to 
move along the electric fi eld gradient created by the nonuniform electrode 
geometry. At specifi c radio frequencies, cells are moved differently depending 
on their polarizability and geometry. Polarizibility can distinguish genetically 
similar but distinct cells, which will have different movement responses at given 
frequencies.

Dielectrophoresis can be used like the more conventional methods of cell 
concentration and separation, such as centrifugation, fi ltration, fl uorescence-
activated cell sorting in fl ow cytometry, or optical tweezers. Dielectrophoresis 
does not require the chemical binding of labels or tags to the cell; it is based on 
the inherent polarizability of the cell’s molecular contents. Thus it can operate 
directly on native, unlabeled cells, without the expense of labeling, or develop-
ment of labels and tags. A single dielectrophoretic instrument can isolate and 
analyze a wide range of particle types (cells, bacteria, viruses, DNA, and proteins) 
using the same basic procedure.

Dielectrophoresis does not generally harm cells, so they remain viable for 
further study, processing, or therapy. Research is being undertaken to fi nd 
whether, under certain conditions, dielectrophoresis could be capable of selectively 
destroying cells such as bacteria and cancer cells [106].

Development is also being done to refi ne dielectrophoresis separation and 
analysis techniques to analyze intact cells to provide detailed selective information 
on their DNA makeup, and to electrically lyse cells to break out their contents 
for processing and analysis.

11.6.3 Some Dielectrophoresis Applications

Separation of Cancer Cells from Blood. Dielectrophoresis can be used to sepa-
rate cancer cells from normal cells, based on differences in their polarizability. 
A measure of the dielectric properties of cells is the plasma membrane capaci-
tance, which has been found to differ greatly between normal and cancer cells. 
For example, MDA-231 human breast cancer cells have been found to have a 
mean plasma membrane specifi c capacitance of 26 mF ⋅ m−2, more than double 
the value (11 mF ⋅ m−2) observed for resting T lymphocytes.

Researchers at the M. D. Anderson Cancer Center have used a dielectrophore-
sis affi nity column to separate several different cancerous cell types from blood. 
The affi nity column consists of a series of thin, fl at chambers with microelec-
trode arrays on the bottom wall, through which the blood fl ows. Dielectrophoresis 
forces generated by the application of alternating current fi elds to the electrodes 
infl uence the rate of elution of cells from the chamber. Dielectric properties 
were measured for the various cell types in the mixtures to be separated, and 
theoretical modeling was used to design the optimal fl ow column and applied 
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fi eld parameters. Various ratios of cancerous to normal cells at different concen-
trations separated in test runs in the column. The results included a 100% effi -
ciency for purging MDA-231 cells from blood at a ratio of about 1 cancer cell to 
100,000 normal cells. Cell viability was not compromised, and separation rates 
were at least 103 cells ⋅ s−1 [107]. These results could lead to a diagnostic test for 
very early detection of cancer.

Concentrating Bacteria for Water Analysis. One of the problems that arise 
with nanoscale detection and analysis is fi nding the molecule or cell of inter-
est when it is hidden in a large volume of material. It does little good to have 
a sensor that is capable of detecting a single molecule if the sensor is unlikely 
to ever encounter the molecule of interest in the midst of billions of others. 
Hence ways of concentrating or replicating the molecule or cell to be detected 
are sought.

The traditional way of amplifying the bacteria count so that an assessment of 
bacterial contamination can be made is to allow a small sample of bacteria to 
grow for hours or days in a culture medium, until the colony, held in place by a 
gel, is sizeable enough to be seen and evaluated. DNA can be amplifi ed by a 
cyclical reaction technique, the polymerase chain reaction (PCR), by which a single 
strand of DNA is allowed to replicate repeatedly in a medium of base compo-
nents and replication enzymes, through temperature cycles that cause the DNA 
chains to replicate and separate, doubling the amount of DNA on each cycle 
[108]. Centrifugation, fi ltration, evaporation, and other concentration techniques 
are not practical for detecting small numbers of bacteria in large volumes of 
water for a number of reasons.

Because it can selectively and effi ciently separate different types of cells, 
dielectrophoresis can be used to concentrate cells into a small volume for effi -
ciency of counting and analysis.

Insulator-Based Dielectrophoresis for Concentration of Bacteria. Researchers at 
Sandia National Laboratories have developed a novel form of dielectrophoresis, 
called insulator-based dielectrophoresis (iDEP), to selectively—and very quickly—
concentrate live pathogenic bacteria from large water samples. iDEP can enable 
detection of small amounts of biological material in large sample volumes, 
without bacterial cell culturing. This signifi cantly lowers costs, speeds analysis, 
and reduces risks of contamination [109].

iDEP could be used in medical diagnostic tests where a few anomalous cells 
result from diseases, such as cancer, sickle cell anemia, and leukemia. It could 
also be useful for protein isolation and concentration, and mass spectrometry 
sample preparation for proteomics and drug discovery.

Conventional dielectrophoretic sorters have electrodes within a sampling 
chamber and use the nonuniform electric fi eld adjacent to electrodes to induce 
dielectrophoretic motion of cells. Dielectrophoretic electrodes typically require 
precision microfabrication, produce bubbles, and electrolyze products that can 
harm device operation, and can damage cells with strong fi eld gradients.

In contrast, iDEP uses electrodes located on the outside of the sample cham-
ber. Current from the electrodes conducts through a particle-bearing liquid into 
the device where patterned walls or insulating obstacles produce the required 
nonuniform electric fi eld. This arrangement eliminates many of the disadvantages 
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of conventional devices: insulating structures can be replicated economically, 
produce no electrolytic effect, and can be contoured to be gentle on cells.

Integration of Dielectrophoresis into Highly Parallel Devices for High Throughput. 
Dielectrophoresis is well suited for integration into highly parallel devices for 
rapid screening and analysis of multiple types of cells or macromolecules in 
complex mixtures [110].

Dielectrophoresis Summary. Dielectrophoresis makes use of the effects of small 
amplitude electromagnetic forces interacting with very small particles. At the 
scale of microsized particles and cells, the nanoscale geometric landscapes produce 
effects that are not intuitive or familiar to us from experience with macroscale 
objects and forces. Understanding and using these nanoscale phenomena to 
design new types of dielectrophoresis devices requires mastery of the descriptive 
equations and modeling techniques for predicting the behavior of alternating 
electromagnetic fi elds, which is beyond the scope of this introductory chapter. 
Further aspects of electromagnetics, physical chemistry, biochemistry, molecular 
and cell biology, and other disciplines are found in other chapters of this book 
and in the references.

11.6.4 Micro- and Nanofl uidics

For large bodies of liquid, shape and fl ow characteristics can be understood with 
negligible consideration for electric charge and surface tension effects. As the 
volume of a stream or pool of liquid decreases, surface tension and evaporation 
become increasingly important factors in the behavior of the liquid, leading to 
the formation of droplets. At the microscale and below, electric charge becomes 
a very important force in the behavior of the droplets. These phenomena lead to 
the behaviors of aerosols and clouds, and have been exploited in ink-jet printers 
and similar technologies. They have also been exploited in biological and chem-
ical applications, a few of which we will explore here.

Ink-Jet Printing. Ink-jet printing ejects ink under pressure through very small 
capillary nozzles in a series of droplets. In some versions of the technology the 
droplets are electrically charged, and can be accelerated and focused by electric 
fi elds. A similar technique is used in biology to inject minute amounts of mate-
rial into cells. This procedure is called ballistic injection, or variously biolistic, 
particle bombardment, or gene-gun injection. It is used to transfer genetic DNA 
material into plants and animal cells.

Ballistic Injection. To transfer genes into cells, plasmid DNA encoding the gene 
of interest is coated onto 1- to 3-µm-sized gold or tungsten microbeads, and 
these particles are then accelerated by one of several motive force techniques to 
penetrate cell membranes. Ballistic DNA injection has been successfully used 
to transfer genes to a wide variety of mammalian cell lines in culture, and in vivo 
to the epidermis, muscle, liver, or other organs which can be exposed surgically. 
Ballistic DNA injection can deliver precise DNA dosages, but genes delivered by 
this method tend to be expressed only transiently and considerable cell damage 
may occur at the discharge site [111].
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Ink-Jet Coating to Functionalize Cantilever Sensors. In an earlier section we saw 
how a nanomechanical cantilever could be functionalized to serve as a chemical 
or biochemical sensor. Ink-jet printing can be used to rapidly and accurately 
direct controlled deposition of functional layers onto cantilevers for sensor 
fabrication. Alkanethiols can be deposited onto gold-coated cantilever surfaces 
to make sensors for pH or ion concentrations in liquids. Single-stranded DNA 
oligomers can be bonded onto gold surfaces by thiol linkages to make detectors 
for gene fragments. Chemical gas detectors can be made by printing thin layers 
of selected polymers from dilute solutions onto cantilevers. The ink-jet method 
is noncontact, and is simpler, faster, and more accurate than applying coatings 
with microcapillaries or pipettes; it is more easily scalable to large arrays and can 
coat arbitrary patterns [112].

Electrospray Ionization for Mass Spectrometry Ion Sources. An ink-jet type system 
is used in mass spectrometry as a way to produce gas phase ions of large mole-
cules such as proteins and DNA fragments, which otherwise tend to break up if 
volatized and ionized by electron bombardment or photolysis. This technique, 
along with matrix-assisted laser desorption from surfaces, makes mass spectro-
metry a useful technique for the analysis of large biomolecules. In electrospray 
ionization, a liquid is forced from a very small charged metal capillary opening. 
The liquid contains a dilute solution of the substance to be analyzed in the mass 
spectrometer, in a volatile solvent mixture. The analyte molecules are in solu-
tion in the ionic state, either as anions or cations. The liquid exits the capillary 
and forms an aerosol mist of droplets about 10 µm across. As the solvent evapo-
rates, the analyte molecules are forced closer together, repel each other, and 
break up the droplets in a process called coulombic fi ssion. Driven by repulsive 
coulombic forces between the charged molecules, the process repeats itself until 
the analyte is free of solvent, leaving isolated ions. The ions are separated in the 
mass analyzer stage of the spectrometer [113,114]. This is a very important appli-
cation of nanoscale science which was recognized with a Nobel Prize in Chemistry 
to John Bennett Fenn in 2002.

Other Applications for Capillary Jet Injection. Ink-jet-like spray techniques are 
used to create a variety of unique particles and structures, taking advantage of 
intermolecular forces that become signifi cant in microdroplets of mixed molecules 
as solvents evaporate and charges interact [115]. Ink-jet techniques are used to 
produce microencapsulation and nanoencapsulation of particles, as micelles 
and similar structures are formed in droplets composed of mixtures of a drug 
and an encapsulating polymer or other coating [116]. Ink-jet and electrospray 
techniques can be used to spray coatings with controlled nanosurface structures 
for biocompatible microdevices and materials [117]. Microfl uidic spray droplets 
are used in surgery and dentistry, to coat patterns of functionalization in all kinds 
of biochips, and many other biotechnology applications [118].

11.6.5 Biochips, Labs on Chips, and Integrated Systems

Any of the sensor modalities surveyed in this section can be used to create arrays 
with multiple sensors, thus yielding very powerful screening and analysis tools. 
In diagnostic and chemical analysis applications in the clinic or laboratory, an 
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array with a large number of sensors will be preferred, each primed to detect a 
specifi c analyte of interest. The various types of “biochips” that have been devel-
oped are based on printing a pattern of sensors in an array on a chip which can 
be interrogated for the presence or absence of the analyte to be detected [119].

Biochips. The engineering of biochips represents an integration of molecular 
biology and biochemistry with microelectronics and digital control. Demanding 
engineering challenges continue to exist in making such arrays smaller, more 
effi cient, and more reliable, and exploration of the disciplines and technologies 
that go into the making of biochips is beyond the scope of this chapter. The 
future application of this technology will be involved with higher degrees of 
integration with electronics and digital wireless communications. We will describe 
a few examples by way of introduction.

Labs on Chips. Microfl uidics can play a role in conjunction with nanosensors 
to create a “lab on a chip” in which extremely small samples are delivered to the 
sensing area for analysis by a nanosensor, an array of sensors, or a series of 
sensors. In some cases micro- and nanodot technologies are used to deliver 
samples, using injection techniques similar to those used for ink-jet printers, 
precision microelectronics soldering systems, and nanospray ion sources used 
in mass spectrometry. Many biochips rely on wired connections to the sensors 
to monitor the result of interaction with the analyte, but optical or wireless 
methods will be preferred where possible [120].

Integration of Cells with Biochips. One example of how microfl uidics supports 
the use of nanosensors in cell research is seen in the use of a microfl uidic 
device that allows neurons to be grown at low density. Brain researchers seek to 
analyze the signals between neurons with the goal of fi nding new treatments for 
brain damage and disease. Elucidation of neuron signaling is made diffi cult 
because neurons die without communication with networks of other neurons. 
Thus they can only be kept alive in vitro in dense cultures of many neurons, 
making it diffi cult to distinguish the signaling patterns.

A research group at the University of Illinois at Urbana-Champaign has 
developed a method of culturing neurons at low density, using a microfl uidic 
chamber. The group has optimized conditions in microfl uidic devices so that 
neurons can survive for around 11 days as opposed to 3 or 4. They used a mate-
rial commonly employed in microfl uidics but by heating the chip and washing 
it with buffer have made the nanoliter channels a suitable environment to grow 
neurons. This work was reported in a journal titled Lab on a Chip, which as the 
name implies is a good source for further information on this subject. [121]

Carbon Nanofi bers for Inserting DNA into Cells. Carbon nanofi bers have been 
coated with plasmid DNA and inserted into cells, where the DNA was viable in 
expressing RNA and proteins. This represents a radically new way of modifying 
the genetic behavior of cells in culture. If it were able to be applied in the human 
body, it could lead to “gene therapy on a stick,” with DNA plasmids containing 
genes for expressing insulin, growth hormone, or neurotransmitters, for exam-
ple, could be inserted into cells to repair defi ciencies or alter organ and brain 
functions [122].
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In experiments cells have survived for more than three weeks with the 
plasmid coated carbon nanotubes continuing to express their DNA. If the DNA 
coating is only physically absorbed onto the surface of the carbon nanofi bers, it 
is transferred into the cell and is passed on to daughter cells when the cells 
divide. But if the DNA is chemically bonded to the nanofi ber, it is not transferred 
into the cell’s endoplasm domain and thus is not inherited by progeny cells 
upon cell division. This could provide a way of controlling genes that turn on 
cell growth, in order to repair bone or nerves or grow new skin or tendons, but 
without unlimited growth that would lead to tumors or cancer.

This development is just one example of cellular engineering on the molecular 
level using probes that control biomolecular reactions with far more precision 
than could be possible without nanoscale probes. The possibilities of these 
technologies have only just begun to be realized.

11.7 SUMMARY

Biomolecular nanotechnology is a rapidly emerging fi eld, with many more 
aspects than can be covered in a short introductory study. The fi elds of biomole-
cular motors, DNA computation engines, artifi cial muscles and organs, implant-
able medical devices, and many others have only been mentioned or not covered 
at all, and will be left to future chapters and sections. Many aspects of what we 
have called biomolecular nanotechnology overlap strongly with medical nano-
technology, which is the subject of the next chapter.

In selecting topics we have tried to provide continuity with the material 
covered in Introduction to Nanoscience, by illustrating how natural nanomaterials 
such as the Morpho butterfl y and nanoscale biomolecular systems such as the 
dielectric potential of cellular membranes can be harnessed in technical appli-
cations. The examples selected are intended to give a broad overview of the fi eld, 
and the references provided will point the reader to many additional applications 
and techniques.
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Problems
11.1 Why is immunology important in nano-

technology? What are some of the ways 
that the immune system can be used to 
make sensors?

11.2 What other biological molecular systems 
can be used to make sensors? Which is 
the most versatile?

11.3 How would you expect the vibrational 
frequencies of nanocantilevers to change 
with increasing (1) mass; (2) dimensions: 
a. thickness, b. length, c. width; (3) density; 
(4) modulus of elasticity; (5) bond strength 
of chemical constituents; (6) amount of 
material absorbed on the surface? Justify 
your explanation in terms of physical laws.

11.4 How would you rank the expected vibra-
tional frequencies of nanocantilevers 
with the same physical dimensions to 
compare if made from the following 
substances: (1) silicon, (2) steel, (3) silica 
glass, (4) quartz, (5) carbon nanotube, 
(6) copper? Justify your ranking (Hint: 
look up the physical properties.)

11.5 On the same basis as the preceding exam-
ples, calculate the changed vibrational 
frequency if a single molecule of a protein 

with a mass of (1) 700 Da, (2) 1200 Da, or 
(3) 3000 Da is attached to the tip of the 
cantilever.

11.6 Design a simple circuit to stimulate and 
monitor resonant vibration of the pre-
ceding cantilevers.

11.7 For a cantilever of dimensions 500 × 100 × 
0.5 µm made of single-crystal silicon 
with an antibody of 14,000 Da attached 
to its tip, which binds to an antigen of 
43,000 Da, calculate the rate of vibration 
with and without the attached antigen.

11.8 Use Stoney’s equation to determine the 
relative defl ections produced for a silicon 
cantilever of length 500 µm and thickness 
0.5 µm versus a silicon nitride cantilever 
of length 600 µm and thickness 0.65 µm.

11.9 Perhaps the pinnacle of molecular reco-
gnition is illustrated by the immune 
globulins—for example, the antibodies. 
These classes of proteins are not only able 
to recognize and neutralize antigenic 
materials that have invaded the body, 
but are also able to do so in a dynamic, 
versatile way. Antigens are considered to be 
divalent; antibodies are considered to be 
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polyvalent. Explain what this means and 
relate your understanding to the overall 
solubility of antibody–antigen complexes?

11.10 What is the piezoelectric effect? Why does 
a layer of absorbed molecules change the 
surface acoustic resonance of an electri-
cally excited vibrating circuit element?

11.11 What are the relative merits of optical 
and electrochemical (potentiometric) 
nano sensors?

11.12 How do optical tweezers work? How 
does dielectrophoresis differ from the 
optical tweezers effect, and how it is 
similar?
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BIOMIMETICS

 Nature works for maximum achievement at minimum effort. We have much 
to learn.

GEORGE JERONIMIDIS

Director, Centre for Biomimetics at the 
University of Reading, United Kingdom

Chapter 12
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THREADS

We introduced nanobiotechnology in chapter 11. 
Nanobiotechnology is the application of nanoscale 
biological materials, structures, and processes to 
synthetic goals. Biomimetics is a related topic that 
deserves special attention—biomimetics is the 
process of copying nature into the design of artifi -
cial devices.

Four chapters (Nanobiotechnology, Biomime-
tics, Medical Nanotechnology, and Environmental 

Nanotechnology) are rooted strongly in biology. 
Nature is the supreme wizard of nanotechnology—
so why not copy its materials, structures, and pro-
cesses? If “imitation is the sincerest form of fl attery” 
then let’s fl atter nature to the best of our abilities. 
Following this chapter and the one on bionano-
medicine, we wrap up the book with environmental 
aspects of nanotechnology—an area with growing 
applications of nanoscience and nanotechnology.

12.0 THE BIO SCIENCES AND TECHNOLOGIES

In this chapter, we examine the important role that biological science plays in 
nanotechnology development. A list of the biologically inspired infl uences that 
have been transmuted into human technology would be very long [1–14]. We 
give examples, starting with simple nanoparticles and proceeding through sur-
faces, membranes, and more complex structures and nanomachinery. Before we 
explore biologically inspired nanotechnologies, we will give some defi nitions 
that clarify the background and aims of biomimetics in general.

12.0.1  Biomimetics, Bioengineering, and Other 
Bioengineering Fields

The use of biological models in other fi elds is described by many terms—
biomimetics, bionics, biomechanics, biophysics, bioengineering, etc., terms that 

FIG. 12.0
Photosynthesis is a splendid example of natural molecular 
nanomachinery from which valuable lessons for technology can 
be drawn.
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we will defi ne to avoid confusion. Historically many aspects of bio-inspired 
engineering and technology originated separately, but their overlap and 
convergence is being accelerated by nanotechnology.

Biomimetics. Biomimetics (from the Greek bios meaning “life, course or way of 
living” + mimetikos “imitative”) has roots in the beginnings of civilization. Biomi-
metics is science or technology that copies or imitates nature to fi nd new methods 
and applications. The Encyclopedia of Biomaterials and Biomedical Engineering gives 
the following defi nition [15].

Biomimetics is the study of how Nature, building atom by atom, through eons of 
time, developed manufacturing methods, materials, structures, and intelligence. 
These studies are inspiring engineering and design of manmade miniature 
objects.… It is in the nanoworld that Nature is way ahead of human engineering 
as it has learned to work with much smaller, more versatile building blocks and 
master the self-assembly of those building blocks.… We believe that, just as in 
the macroworld, blindly mimicking Nature will be unproductive, but studying 
Nature and taking hints as to how to build nanostructures from the bottom-up … 
will be productive.

The term biomimetics was coined in the 1950s by the American engineer and 
biophysicist Otto Herbert Schmitt. His investigations into the nervous system of 
the squid led to the development of the “Schmitt trigger,” a device used so often 
in modern electronic devices that its biomimetic origins are often forgotten 
[16]. Advances in understanding of how nature works on the nanoscale led to 
new opportunities for biomimetic nanotechnology. Many signifi cant applications 
are emerging, with huge room for growth [17].

Bionics. Bionics (from the Greek bios meaning life + the suffi x -ic “like”) is the 
application of biology to engineering, especially when used to enhance human 
capabilities directly, as in spacesuits or prosthetics. Bionics usually refers to aug-
mentation of human performance. Bionics is the transfer of technology between 
living organisms and synthetic devices created by humans. The iron lung (P. Drinker, 
L.A. Shaw in 1928), the artifi cial heart (R. Jarvik in 1982), prostheses, cochlear 
ear implants (G. von Békésy in 1973), electronically stimulated limbic systems 
(K.D. Wise, D.J. Edell), artifi cial eyes (R. Birge in the 1990s), and electronic reti-
nas (C. Mead of Cal Tech) are just a few examples of bionic applications to the 
human condition. The term bionics was coined by J.E. Steele in 1958, a scientist 
at Wright-Patterson Air Force Base in Dayton, Ohio who worked in aerospace 
medical systems [11,18].

Biomechanics. Biomechanics is the study of the mechanics of living things 
[19–24]. Biomechanics historically deals with the macroscale, and it is still 
heavily associated with functional anatomy, physical therapy, and sports medi-
cine. However, biomechanics involves materials and phenomena that begin at 
the molecular level and extend up the biological hierarchy. Biodynamics and 
kinematics are subsets of this discipline that relate to movement [7]. Biomaterials 
and nanomaterials, and their properties, are important factors in biomechanical 
research and analysis. Metabolic and energetic factors are also important to bio-
mechanics. Biomechanics was the one of the earliest of the bio-disciplines. Books 
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describing the motion of animals were written by Giovanni Alfonso Borelli of 
Italy during the Renaissance—De Motu Animalium I and De Motu Animaliam II 
[25]. Leonardo da Vinci further advanced biomechanics with studies of anatomy 
and the design of machines based on biological actions. In the nineteenth century, 
understanding of biodynamics was advanced by photographic studies of animal 
and human motion, pioneered by Musgrave and others.

Bioengineering. This fi eld is the application of engineering principles and 
practices to medicine and biology—increasingly vested in nanotechnology. It 
overlaps biomedical engineering (engineering applied to medicine) and genetic 
engineering (bioengineering that uses biotechnology to manipulate and make 
use of genetic coding) [26–28]. The National Institutes of Health defi nes 
bio engineering as follows [29]:

Bioengineering is rooted in physics, mathematics, chemistry, biology, and the 
life sciences. It is the application of a systematic, quantitative, and integrative 
way of thinking about and approaching the solutions of problems important to 
biology, medical research, clinical proactive, and population studies. The NIH 
Bioengineering Consortium agreed on the following defi nition for bioengineering 
research on biology, medicine, behavior, or health recognizing that no defi nition 
could completely eliminate overlap with other research disciplines or preclude 
variations in interpretation by different individuals and organizations.

Bioengineering integrates physical, chemical, or mathematical sciences and 
engineering principles for the study of biology, medicine, behavior, or health. It 
advances fundamental concepts, creates knowledge for the molecular to the 
organ systems levels, and develops innovative biologics, materials, processes, 
implants, devices, and informatics approaches for the prevention, diagnosis, 
and treatment of disease, for patient rehabilitation, and for improving health.

The NIH is placing increasing emphasis on nanoscience and nanomaterials in 
its bioengineering initiatives with the emergence of biomedical nanotechnology 
and the application of nanotechnology to the design and development of 
biomedical devices, for analysis, diagnosis, and medical therapeutics [30,31].

Biophysics. Biophysics is an interdisciplinary fi eld that applies the theories and 
methods of physics and related sciences to biology. Biophysics is interdisciplin-
ary: it overlaps with biomechanics and bioengineering [32–34]. It tends to be 
oriented towards basic science, and is very involved with nanoscale pheno mena 
in biology.

Biotechnology and Bio-Nanotechnology. The term biotechnology was coined to 
describe genetic and protein engineering technologies. These use molecular 
biology, cell biology, and biochemistry for practical applications such as genetic 
modifi cation of organisms for the production of drugs and development of 
DNA assays. As nanotechnology has been increasingly applied, terms such as 
bio-nanotechnology and nanobiotechnology have emerged and perhaps converged 
[35–38]. Bio-nanotechnology refers to nanoscale phenomena such as protein 
and organelle structure and function, and supramolecular mechanisms in pro-
teins and cellular systems [39]. Nanobiotechnology focuses on the application of 
nanotechnologies such as nano-cantilevers, quantum dots, and nanomechani-
cal structures to applications such as biosensors and biochips for diagnostics and 
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DNA screening. Nanobiotechnology was discussed extensively in chapter 11, and 
additional examples are given in this chapter [40,41].

Biomimicry. The term biomimicry implies copying nature. Originally it was used 
to describe convergent adaptations or behaviors found in nature (one organism 
copying another). An example is the viceroy butterfl y, with similar coloration 
to the monarch butterfl y (whose taste is repellent to birds). In recent times 
biomimicry has been used to describe a general approach to engineering and 
economics with emphasis on sustainability and environmental compatibility 
[3]. According to the Biomimicry Institute [42]

Biomimicry (from the Greek bios, “life” + mimesis, “imitate”) is a new science 
that studies nature’s best ideas and then imitates these designs and processes to 
solve human problems.

Biognosis is a related term, used to refer to systems of knowledge and practice 
based on nature and natural principles.

Biomimetic Nanotechnology: An Interdisciplinary Field. Biomimetics and nan-
otechnology are both interdisciplinary, new, and rapidly growing. For the pur-
pose of this chapter, we defi ne biomimetic nanotechnology as the design of 
materials and devices based on nanoscale biological structure and function. The 
purpose of biomimetics is to pattern useful materials and devices after biological 
blueprints. As stated by Claus Mattheck at the Forschungszentrum Karlsruhe in 
Germany [43]:

Modern biomimetics is a systematic approach for researchers who know that 
new developments and insights can only be achieved in transdisciplinary col-
laborations. If this is true for examples of co-working between physicists or 
chemists and engineers, why not networking with biologists?

Table 12.1 summarizes the frequency of the bio-terms discussed above and 
their relation to nano.

Nanotechnology 
(14,400,000)

Nanoscience 
(810,000)

Nanomaterials 
(1,350,000) Cumul. score

Biotechnology 520,000 215,000 466,000 4
(49,300,000) 2 1 1
Bioengineering 1,280,000 39,600 31,500 5
(3,330,000) 1 2 4
Biomimetics 310,000 14,100 140,000 10
(1,130,000) 3 5 2
Biophysics 203,000 38,500 139,000 11
(4,540,000) 4 3 3
Biomechanics 72,000 16,200 17,000 14
(3,370,000) 5 4 5
Bionics 21,000 2,400 3,300 18
(908,000) 6 6 6

TABLE 12.1 Google Hits of Bio + Nano Overlap and Place
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The clear winner of the nanotechnology sweepstakes is biotechnology—not 
surprisingly because biotechnology is clearly a technological discipline and a 
very broad one at that. Bioengineering is next with an average score of fi ve—
another fairly broad category. Biomimetics has more specifi city and it is placed third 
overall with a high overlap with nanomaterials. Biophysics and biomechanics 
have been around for quite a while. Bionics rounds out the table. Bionics, based 
on the fi ndings of this table, is not as nano-driven as the others. Interestingly 
biotechnology, biomimetics, and biophysics appear to have the strongest nano-
material component. Clearly, the “fi eld” of nanotechnology by itself is a powerful 
force in today’s science and technology—at least when considering the number 
of Google hits.

12.0.2  Biomimetics as an Emerging Science 
and Engineering Discipline

Nature has many solutions to problems that intrigue scientists and engineers. 
How does bone adapt to growth, concentrating material resources where they 
are needed? How does the anisotropic structure of bird feathers contribute to its 
toughness? How can an apple hold its fi rmness and shape when it consists of 
97% water?

The Biomimetic Dialogue. Biological and synthetic designs are dramatically 
different. Nature does not utilize steel, fl at surfaces, or sharp corners—nature 
uses proteins, curves, and adaptable shapes. As our knowledge of biology at 
the cellular and subcellular level increases dramatically, biomimetics is becom-
ing a major player in nanobiotechnology. Nanotechnology enables scientists 
to understand the mechanisms that allow basilisk lizards to walk on water, 
penguins and sharks to reduce drag during swimming, and insects to fl y and 
hover. The nanostructure of the lotus plant leaf is the key to understanding 
how it stays clean in the muddy environment that it inhabits. Swarm intelli-
gence and artifi cial neural networks are another outgrowth of biologically 
inspired thinking [44].

12.0.3 Biomimetic Systems

The study of life on the nanoscale fosters appreciation for the self-organizing 
and evolutionary properties of biosystems: how they process and store energy, 
materials, and information, with hierarchical organization from the macro to 
the nanoscale [45,46].

Macroscopic Biomimetics. Velcro is a familiar biomimetic product which origi-
nated with an observation from nature—the clinging mechanism of cockleburs 
to dog hair and to fabric. In 1948, a Swiss engineer named George de Mestral, 
inspired by the microscopic hook-like structures in cockleburs, designed the fi rst 
Velcro fastener (from the French velour and crochet)—a simple two-component 
device with hooks on one side and soft loops on the other. The result—Velcro 
Industries N.V. became a multimillion dollar industry [8].

Another macroscopic example of biomimetics is architecture based on termite 
mounds—structures that are able to maintain constant temperature and humidity 
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regardless of ambient conditions that vary from near 0°C to over 40°C. A high-
rise offi ce complex in Zimbabwe called the Eastgate Centre is modeled after the 
internal structure of the termite mound, with energy consumption 10% that of 
a conventional building [9,47].

Microscopic Biomimetics. Nature provides us with numerous models of hierar-
chically structured materials. Bones, teeth, shells, skeletal components, and 
other materials are biocomposites with micro- and nanostructure composed of 
lipids, proteins, and polysaccharides and inorganic mineral materials such as 
hydroxyapatite, calcium carbonate, and silica. In the microscopic structure of 
natural materials we see a hierarchy from the bottom up, starting with the basic 
building blocks of biology—proteins, lipids, carbohydrates, and the nucleic acids. 
Complex architectures are then assembled that contain different types of build-
ing blocks held together by combinations of different bonding forces [45].

Molecular Biomimetics. The design of molecules is the domain of synthetic 
chemistry rather than nanotechnology. In earlier chapters we saw examples of 
how small molecules regulate nanoscale machinery in the cell, as key players in 
neurotransmission, hormonal regulation, and immunity. Because small molecules 
are so important in the regulation of cellular nanomachinery, it is worth exami-
ning some instances of biomimetic design of molecules where the structure and 
activity of the small molecule produces profound supramolecular effects. This is 
the most common mode of action for molecules used as drugs and pesticides. 
In such cases, molecular biomimetics has implications for the nano- and macro-
scale, as we shall see.

Industrialization brought the production of tremendous quantities of syn-
thetic detergents and pesticides, which had no natural breakdown pathways and 
thus begin to build up in people, animals, and the environment, along with their 
toxic derivatives. One of the goals of biomimetic chemistry, or molecular biomi-
metics, is to fi nd and create molecules that are closer to natural products, so that 
their fate in the environment and food chain is to break down without harmful 
effects. Another goal is to fi nd more effective and lower cost drugs by looking for 
elegant molecules in natural systems as models.

12.0.4 The Nano Perspective

Most biomimetics has occurred on the macroscale to microscale. Now, a confl u-
ence of biomimetics with nanotechnology is in full force—the mimicking of 
nature at the molecular level. Organisms have exploited nanotechnology for 
nearly 4 billion years—DNA, RNA, proteins, and inorganic nanomaterials all 
contribute to the structures in living cells that perform a variety of functions at 
the nanoscale. Nature’s nanotechnology is optimized and effi cient and has 
undergone, via evolutionary pressures, the most rigorous product development 
and testing in the most demanding laboratory over the longest periods of time. 
It is no wonder then that we scientists seek to duplicate nature’s marvelous 
materials and devices in order to create our own nanomaterials and machines 
from the bottom up.

So, what clues does nature provide to help us with fabrication of our bio-
mimetic devices? According to P. Ball from his book Made to Measure [10], 
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biomimetic construction (nanochemistry) should follow these guidelines 
(from nature):

Use of composite materials that are made of alternating layers of ara-• 
gonite (CaCO3) and biopolymer rather than monolithic materials. 
Examples include bone, nacre (e.g., abalone shell, mother of pearl)—in 
which the composite outperforms either component separately
Liquid phase manufacturing• 
Materials based on carbon (and not silicon or metals)• 
Parallel processing for high throughput• 
Hierarchical organization for high strength-to-density ratios and • 
multifunctional performance
Self-repair• 
Soft, fl exible materials (not hard stiff materials with fl at surfaces, • 
sharp corners)
Self-assembly (molecular recognition) and self-replication (intelli-• 
gence) via weak intermolecular forces
Template synthesis (genetic replication)• 
Compartmentalization: tissues • → cells → organelles → nanostruc-
tured biological materials

Biomimetic systems arising from the collaboration of physicists, chemists, 
molecular and cellular biologists, and bioengineers are expected to have numer-
ous applications in bioengineering, pharmacology, and medicine. We will start 
our exploration of biomimetics with a look at design of molecules, and then 
proceed to the nanoscale.

12.1 BIOMIMETIC DESIGN OF MOLECULES

Biomimetic principles of design can be applied on any size scale from the macro-
scopic down to the molecular level. Molecular biomimetics is the design of 
novel molecules based on structures and functions of natural products from 
plants and animals. Molecular biomimetics may use the chemical structure of a 
natural chromophore to produce improved dyes and pigments, or use other 
properties, as in artifi cial sweeteners or synthetic fl avor compounds. Even using 
formic acid, the active ingredient in ant venom, as a starting point for making 
Formica polymer could be considered a type of biomimicry. But deeper biomi-
metics involves understanding how simple molecules produce large biological 
effects, and designing synthetic routes to achieve similar effects for drugs.

On the chemical level, synthetic drugs and insecticides act by blocking or 
duplicating the stereochemistry and functional activity of natural hormones, 
antibodies, and other biochemical substances. Plants, bacteria, and marine crea-
tures, with their interactions in biodiverse ecosystems, offer a natural laboratory 
for discovery of biological interactions. Bacteria and archaea, plants and sea 
creatures, and other primitive life forms have interacted and developed over 
billions of years of evolution, to produce an enormous library of biochemical 
and nanomachinery processes, which can be studied and harnessed for appli-
cations to produce subtle and advanced medicines, foods, materials, catalysts, 
pesticides, and energy and growth regulators.
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Centers of biodiversity such as tropical rainforests and coral reefs represent 
especially rich storehouses of biochemical information and materials that are 
only beginning to be tapped, even as they are disappearing due to ignorance of 
their value. Sources of biodiversity are not limited to tropical rainforests and 
reefs: boreal and alpine environments, and semidesert regions that have remained 
undisturbed by glaciation for millions of years, such as southwest Australia, also 
hold unique highly developed communities of plants and animals. Temperate 
forests, plains, savannahs, and wetlands also possess abundant networks of spe-
cies with their own fi nely developed diverse biochemistry.

Learning from these natural biochemical networks is a more effi cient way of 
discovering biochemical nanomachinery pathways than attempting to deduce 
them from basic chemistry and molecular biology, simply because the number 
and complexity of all the biological possibilities is so vast. The study of natural 
compounds synthesized by plants and animals yields valuable insights into 
substances and mechanisms that act on cellular pathways. Once these effects are 
discovered in nature, biochemical and molecular biology can then elucidate 
their mechanisms, and can guide the design of drugs with similar effects.

Ethnobotany, the study of the lore for traditional uses of plants in ancient 
indigenous cultures, has been found to accelerate the discovery of new drugs 
from plants, animals, and marine life, because cultural traditions can represent 
the tested results of thousands of years of trial and error experience. Plants produce 
large numbers of allelopathic chemicals which act as attractants, repellents, 
growth inhibitors, and poisons on competitors, pests, and predators. Knowledge 
of these compounds and how they work can improve the odds in the search for 
new and more effective drugs and pesticides. Currently, it is estimated that fewer 
than 5 in every 10,000 compounds investigated in the effort to develop new 
pharmaceuticals results in an effective approved new medication.

12.1.1 Design and Discovery of Drugs

The drug discovery process can be top down or bottom up. The top-down 
approach observes an effect produced by a substance and then works to estab-
lish the mechanism and chemical basis of the action. This traditional approach 
relies on evaluating compounds from traditional remedies or from exhaustive 
screening of classes of chemicals.

The bottom-up approach is more targeted, based on knowledge of chemical 
signaling pathways obtained from biochemical and molecular biology research: 
drugs are designed and synthesized to precisely match receptors, to block or 
enhance metabolic and signaling paths that control functions in cells, to regu-
late the homeostasis of the body, or to enhance the performance of the body’s 
natural immune response mechanisms. When design moves on to production, 
biotechnology is used to manufacture drugs in quantity by redirecting the natu-
ral DNA–RNA molecular synthesis process in yeasts, bacteria, or genetically 
modifi ed plants and animals. Modern drug discovery employs both top-down 
and bottom-up approaches.

The same processes apply to the discovery and production of pesticides 
and plant growth regulators as to pharmaceuticals. The traditional screening of 
compounds for pesticide activity is now supplemented by targeted design 
of compounds aimed at blocking metabolic pathways. New knowledge of how 
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receptors and cytoplasmic reticulum structure operate in cellular processes is 
leading to drugs that act on the macromolecular and nanostructural levels.

As we shall see in this section, the chemicals produced naturally by animals 
and plants to regulate their internal and external interactions can yield a wealth 
of information for the discovery of new drugs, pesticides, growth regulators, and 
other useful molecules. Learning the modes and mechanisms by which these 
molecules act can reveal surprising aspects of the internal nanomachinery of 
cells which we might otherwise have never suspected or discovered in millions 
of years—but then, that is how long it took plants and insects to develop them.

12.1.2 Targeting with Magic Bullets

The path to synthesis of new drugs historically developed from use of simple 
inorganic poisons to highly sophisticated targeting based on knowledge of the 
nanoscale functioning of cells. Early medicines relied heavily on toxic metals 
such as mercury and arsenic to kill pathogens in the body—the cure offered by 
a quacksalver (from quicksilver → mercury + salve → healing potion or lotion) 
could be worse than the disease.

In 1908, Paul Ehrlich, a brilliant bacteriologist who developed new staining 
methods for classifying bacteria, set up a systematic search for improved drug 
molecules. Stains had been used in microscopy for nearly 100 years, fi rst simply 
to enhance microscopic images, and later to identify microorganisms. Certain 
dyes were highly specifi c in binding to different types of bacteria. Ehrlich theo-
rized that by combining aniline dye stains with arsenic he could produce a 
“magic bullet” that would bind specifi cally to bacteria in preference to human 
cells, delivering the poison to the pathogen with minimal harm to the body.

Previously, in 1859, the French chemist Antoine Béchamp had reacted ani-
line and arsenic acid to produce an organic preparation of arsenic which was 
hoped to be less toxic than the inorganic acid. The new compound, named 
atoxyl, though still highly poisonous, was indeed less toxic than free arsenic 
alone in the treatment of skin conditions. In 1905, the British physicians 
H.W. Thomas and A. Breinl discovered that atoxyl was active against the spiral 
trypanosome microorganism which causes sleeping sickness. Ehrlich teamed 
with the organic chemist Alfred Bertheim who synthesized new derivatives of 
the atoxyl molecule that were then systematically tested in Ehrlich’s laboratory 
by his colleague Sahachiro Hata (Fig. 12.1).

Hata went through hundreds of trials of different aniline arsenic derivatives 
in an attempt to fi nd one that was more specifi cally toxic to disease causing 
organisms than to humans; eventually the 606th compound, azobenzene, was 
effective against the syphilis pathogenic spirochete Treponema pallidum 
(Fig. 12.2). The new compound, although crude and still toxic, was a great 
improvement over previous drugs. Named salvarsan, or “Ehrlich 606,” it was 
hailed as a magic bullet against the feared disease. It marked the fi rst instance of 
targeted chemotherapy design, and set the pattern for drug research for most 
of the next century: systematic evaluation of derivatives of a lead compound by 
teams of bacteriologists, chemists, and clinicians. Ehrlich received the Nobel 
Prize for Medicine together with Ilya Ilyich Mechnikov in 1908.

The work of Ehrlich, Bertheim, and Hata was a great advance over random 
trials of chemicals for drug effectiveness, but at the same time other, remarkably 

48031_C012.indd   53048031_C012.indd   530 10/29/2008   8:36:10 PM10/29/2008   8:36:10 PM



  Biomimetics 531

FIG. 12.1
Paul Ehrlich, originator of the “magic bullet” concept, with his 
colleague Sahachiro Hata, who carried out the testing that dis-
covered the effect against the syphilis microbe.

FIG. 12.2 The syphilis pathogenic spirochete Treponema pallidum.
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effective drugs were being inspired by natural biomimetic phenomena other 
than staining dyes: compounds from natural and traditional remedies led to 
more effective and safer medicines [48,49].

Many natural plant compounds are found to act specifi cally against devastat-
ing disease organisms, with very low toxicity to humans. Quinine was isolated 
from the bark of a tropical tree as a remedy for malaria. When its widespread use 
for a century or more led to resistant strains of pathogens, it was another natural 
product from traditional medicine, artemisin, which provided an alternative. In 
the next section we look at a natural plant substance which acts not by inhibiting 
disease organisms but by regulating the metabolism of our own bodies.

12.1.3  Aspirin: Signaling Pathways Revealed by 
the Willow

A remarkable example of a drug derived from plants is aspirin, one of the fi rst 
drugs to be designed by a deliberate attempt to imitate the molecular structure 
and function of a natural product—the fi rst biomimetic drug. Aspirin was devel-
oped as a safer version of willow bark extract, a traditional remedy for aches and 
fever which had the drawback of releasing strong acids into the stomach, producing 
digestive distress and even ulcers with continued use.

Willow bark has been used since ancient times for pain relief in arthritis 
and other infl ammations, and to reduce fever. In the nineteenth century the 
active compound was isolated from willow bark, and named salicylic acid 
(from Latin salix = willow) (Fig. 12.3). Salicylic acid is a derivative of a more 
complex compound found in many related trees, the β-glycoside salicin 
(Fig. 12.4). Salicin breaks down into D-glucose (Fig. 12.5a) and salicylic acid 
(Fig. 12.5b), a ubiquitous plant hormone which acts as a signaling agent in 
some very basic and ancient biochemical pathways involving nonspecifi c 
immune responses [50].

The carboxylic group in the salicylic acid extracted from willow bark is made 
more acidic by the presence of a phenol radical, leading to its harmful effects on 
the stomach lining. In 1897, Felix Hoffmann, working at the German chemical 
company Bayer, developed a synthetic method for modifying salicylic acid, sub-
stituting the phenol to make it less harmful to the stomach, creating aspirin 
(Fig. 12.6). (Anecdotally, Hoffman supposedly was seeking a remedy to aid his 
father, who suffered from stomach ulcers from taking salicylic acid for arthritis 
over a long period.)

Aspirin’s recognized therapeutic uses, as well as its phenomenal success as an 
over the counter remedy, generated signifi cant profi ts, and much research effort 
was expended seeking improvements and alternatives. It was realized that 
research efforts into the mechanism of aspirin’s many remarkable effects would 
open the door to a major class of new drugs; but for many years the mechanism 
of action of aspirin was not fully understood. Eventually, aspirin was found to 
inhibit the arachidonic acid pathway that leads to the synthesis of eicosanoids, 
potent mediators of pain and infl ammation. In 1971, researchers led by the 
British pharmacologist John Robert Vane, at the Royal College of Surgeons in 
London, showed that aspirin suppresses the production of the prostaglandins 
and thromboxanes involved in infl ammation [51]. This discovery led to major 
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FIG. 12.3 The willow tree, source of salicin.

Salix alba

FIG. 12.4 Salicin molecule. (a) Three-dimensional model and (b) chemical bond structure.
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breakthroughs in understanding molecular signaling pathways between cells. 
The Nobel Prize for Medicine for 1982 was awarded to Professors Bengt 
Samuelsson, John Vane, and Sune Bergstrom for this discovery.

Aspirin was the model for a new class of pharmaceutical agents known as 
nonsteroidal antiinfl ammatory drugs (NSAIDs). Many but not all NSAIDs are 
derivatives of salicylates; all have similar effects—most act by nonselective inhi-
bition of the enzyme cyclooxygenase, needed to synthesize prostaglandin and 
thromboxane. Prostaglandins are local (paracrine) hormones whose diverse 
effects include transmission of pain information to the brain, modulation of the 
hypothalamic thermostat, and regulating infl ammation. Thromboxanes are 
involved in aggregation of platelets that form blood clots. Aspirin can irreversibly 
block the formation of thromboxane A2 in platelets, producing an inhibitory 
effect on platelet aggregation. This is the mechanism of aspirin’s anticoagulant 
effects used to reduce the incidence and severity of heart attacks. A side-effect is a 
general reduction in the ability of the blood to clot, which may result in excessive 
bleeding with the use of aspirin [52].

FIG. 12.5
Salicin component molecular structures. (a) Glucose and (b) 
salicylic acid.

(a) (b)

FIG. 12.6 Aspirin: Acetylsalicylic acid molecule chemical structure.
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Aspirin suppresses the production of prostaglandins and thromboxanes 
by its irreversible inactivation of the cyclooxygenase (COX) enzyme, which is 
required for prostaglandin and thromboxane synthesis (Fig. 12.7). Aspirin acts 
as an acetylating agent, covalently bonding an acetyl group to a serine residue in 
the active site of the COX enzyme. This irreversible mode of action is different 
from other NSAIDs (such as diclofenac and ibuprofen), which are reversible 
inhibitors. Recently, reversible blocking of COX-2 by synthetic NSAID drugs has 
been found to lead to harmful effects, showing that we still have some surpris-
ing biomimetic lessons to learn from the subtle mode of action of the natural 
product.

In addition to inactivation of prostaglandin and thromboxane production, 
aspirin has two additional modes of action, contributing further to its strong anal-
gesic, antipyretic, and antiinfl ammatory effects. Aspirin buffers and transports 
protons across membranes involved in energy release by ATP in the mitochon-
dria, where it uncouples oxidative phosphorylation and disrupts energy release. 
As a weak acid, aspirin can carry protons, diffusing from the inner cell membrane 
space into the mitochondrial matrix, where it ionizes to release protons.

Aspirin stimulates the formation of NO radicals that enable the body’s white 
blood cells (leukocytes) to fi ght infections more effectively. Dr. Derek W. Gilroy 
was awarded Bayer’s International Aspirin Award in 2005 for his research reveal-
ing the effects of aspirin on NO production [53].

The study of aspirin has contributed to our understanding of infl ammation 
and how it has evolved as a protective response to insult or injury, a primordial 
response that eliminates or neutralizes foreign organisms and materials. Salicylic 
acid and its derivatives have been found to modulate signaling through a 

FIG. 12.7

Action of aspirin on the structure of COX-2 (prostaglandin H 
synthase). The COX-2 molecule is a dimer; the blue and green 
halves are identical. In each monomer, the active serine site 
has been acetylated by aspirin, inactivating it. 

Source: Image courtesy of Jeff Dahl.
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number of transcription factor complexes that play central roles in many 
biological processes, including infl ammation. Infl ammation involves many 
mechanisms that protect us against tissue injury and promote the restoration of 
tissue after damage: our well-being and survival depend upon its effi ciency and 
carefully balanced control [54,55].

There are many other examples of drugs acting on human regulatory path-
ways, derived from compounds found naturally occurring in plants: digitalis acts 
specifi cally on heart muscle; coumarins act on blood clotting mechanisms. Today 
more than 120 important and widely used medicines derive directly from plant 
precursors, and many others derive from fungi and marine organisms [56].

In the next section we look at an example of a molecule whose action would 
have been even more diffi cult to predict without its existence in nature; it works 
not by modulating a signaling pathway, but by blocking a fundamental nano-
scale process involved in cell replication.

12.1.4 Taxol: Novel Drug Actions on the Nanolevel

Use of a biomimetic approach can be especially useful in discovering nanoscale 
effects, providing insights into interactions between macromolecules involved 
in cellular metabolism. One example of a nanoscale drug discovered by examin-
ing natural plant metabolites is taxol. Taxol was discovered by screening extracts 
from yew trees (Fig. 12.8). The yew is important in European folk traditions 

FIG. 12.8 Pacifi c yew tree, source of taxol.

Source: Figure courtesy of Botanical Research Institute of Texas, Fort Worth, Texas.
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dating back to the Druids and earlier. Yew berries are poisonous, and extracts of 
yew leaves and bark were used in Celtic medicines and ceremonies.

From the 1960s the United States National Institutes of Health (NIH) spon-
sored research, screening thousands of natural product extracts for potential use 
as cancer drugs. By the 1980s tests of extracts from the bark of the Pacifi c yew 
tree yielded promising results on cancer-prone mice strains. Further tests found 
that a compound in the Pacifi c yew extract, taxol, was especially effective in halt-
ing the growth of certain types of human breast cancer which were resistant to 
other treatments. The structure and mechanism of taxol were elucidated by fur-
ther research sponsored by the NIH and pharmaceutical companies (Fig. 12.9). 
It was found that taxol disrupted the functioning of the microtubules involved 
in guiding chromosomes as they separated in mitosis during cell division. 
Rapidly growing tumor cells were preferentially affected compared to normal 
cells, as they were blocked from reproducing by the action of taxol. Taxol, also 
known by the generic name paclitaxel, has been found effective in treatment of 
lung, ovarian, breast, head and neck cancers, and advanced stages of Kaposi’s 
sarcoma, and is used for the prevention of restenosis in patients with blocked 
blood vessels.

Research work developed ways to synthesize taxol and related compounds 
using precursors and biotechnology without the need to harvest large amounts 
of raw materials from the trees. Thus the value of the trees was not material, but 
informational. Taxol is an especially interesting drug from the nano perspective, 
because it acts by absorbing on to specifi c sites in the microtubule structures that 
act as scaffolding and guideways in the separation of chromosomes during cell 
division. Taxol stabilizes these structures, making them rigid and unable to 
function—it “gums up the works.” It acts in the domain between the chemical 
and the mechanical—the nanoworld.

FIG. 12.9 Taxol molecule chemical structure.
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Modern biomimetic science relies on natural models like the yew tree to fi nd 
examples of specifi c biological activity at the macromolecular level that would 
otherwise be unexpected. The action of taxol is at the nanoscale level of micro-
tubules formed in mitosis, thus it lies between the domains of biochemistry and 
cellular biology. Taxol-derived drugs are examples of discovery of drug design 
and action by observations from nature. Taxol is also a cautionary tale of the 
costs of ignoring the importance of preserving the irreplaceable information 
contained in ancient biodiverse ecological systems [57,58].

12.1.5 Pyrethrum: Learning from the Daisy

The pyrethrum daisy is a fl owering plant of the chrysanthemum family, native to 
the Caucasus mountains (Fig. 12.10). Use of the fl owers as an insecticide and 
insect repellent dates back to antiquity; the dried fl owers have long been prized 
and traded across the world. The plant produces natural organic compounds called 
pyrethrins with potent insecticidal activity. The pyrethrins are secreted in the seed 
cases in varying concentrations in different varieties. One species, Chrysanthemum 
cinerariaefolium, is grown commercially as a source of the insecticides.

The chemical structure of pyrethrins was fi rst published by Hermann 
Staudinger and Lavoslav Ružička in 1924 (Fig. 12.11) [59]. The different varia-
tions of natural pyrethrins are all structurally related esters with a cyclopropane 
core [60,61]. Natural pyrethrins are viscous lipophilic liquids. They are nonper-
sistent, biodegradable, and break down relatively quickly on exposure to light or 
oxygen. Pyrethrins are neurotoxins that attack the nervous systems of all insects, 
being especially effective against the muscles of insects such as mosquitoes, 

FIG. 12.10 Pyrethrum chrysanthemum daisy, source of pyrethrin.

Source: Figure courtesy of Botanical Research Institute of Texas, Fort Worth, Texas.
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fl eas, and housefl ies. Low concentrations can have an insect repellent effect. 
Because of their powerful “knock-down” effect, insects are slow to develop into 
resistant strains. They are harmful to fi sh, but have very low toxicity to mammals 
and birds. In humans they can irritate eyes, skin, and respiratory systems but are 
not toxic to the human nervous system or metabolic pathways. They are considered 
to be amongst the safest insecticides for use around food [62].

The chemical structure of pyrethrins has served as a model for a variety of 
synthetic insecticides called pyrethroids such as permethrin and cypermethrin, 
which share their specifi city, low mammalian toxicity, and nonpersistence in the 
environment, while being even more effective against insects than the natural 
substances. Thus the natural molecule has served as a source of information for 
the design of effective insecticides, not only for their action on insect muscle, 
but also to show how to design molecules that do not build up in the food 
chain and environment. Pyrethroids act on muscle, which is itself a very inter-
esting example of biological nanomachinery. Studies of how pyrethrins work to 
disrupt muscle function can shed light on mechanisms of paralysis caused by 
diseases such as tetanus, polio, and muscular dystrophy. In a later section we 
will examine the structure of muscle and how it works, and how it serves as a 
model for some biomimetic engines.

Other Biomimetic Pesticides. Many other plants produce pesticides that have 
revealed new chemical paths for fi ghting crop and human pests. The Mexican 
marigold produces thiols, which are effective against nematodes that attack 
plant roots in valuable crops. Other plants produce allelopathic growth inhibi-
tors against competing plants. Natural plant compounds can be used as models 
for safe, specifi c, and effective weed killers that do not build up in the environ-
ment, causing unintended harm to benefi cial insects and animals, and creating 
chemical resistance. For these reasons plant scientists and agronomists are look-
ing for natural and biomimetic substances as alternatives to costly petrochemi-
cal-based synthetics.

Biomimetic Methods of Molecular Synthesis. Natural processes can serve as 
models as well as natural materials. Organisms make complex molecules and link 
them together in polymers and nanostructures, working at ambient temperatures 
without high energy expenditure or large amounts of wasted by-products. The 
enzymes and catalytic proteins that make this possible are being understood 

FIG. 12.11 Pyrethrin chemical structure.
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and harnessed by biomimetic synthetic methods being developed by chemists 
and engineers. Chemo-enzymatic synthetic methods are a growing area of bio-
mimetic chemistry for drugs, macromolecules, polymers, and biofuels [63–68]. 
We will see further examples of this theme as we survey other biomimetic mate-
rials and how they are made.

The Importance of Molecular Biomimetics in the Discovery of Signaling Pathways 
and Mechanisms. It is extraordinarily diffi cult to predict biological regulatory 
pathways from observations based purely on biochemistry, molecular biology, 
or cell biology alone, partly because many of these effects depend upon the 
nanoscale—they are based on structures and confi gurations, and interactions 
of chemistries, macromolecular structures, and nanomachinery involved in cell 
biology. Observation of interactions involving compounds produced by the 
organisms with which we share our natural environment can reveal effects, which 
when investigated using the tools of nanotechnology and the scientifi c methods 
of biochemical, cellular, and molecular biology can be unraveled down to their 
nanoscale mechanisms.

Areas for Further Study. As a hint of the interesting rewards of further study in 
this fi eld, we give just two examples. Many models for useful macromolecules 
come from marine organisms. For example diazonamide A, a model for a family 
of anticancer drugs with a unique type of architecture and activity, was isolated 
from the marine acidian Diazona angulata, a rare invertebrate found in the 
Philippine sea [69].

Other sources for molecular biomimicry come from insects, spiders, and 
mites. In the earlier discussion of aspirin, we mentioned that aspirin acts upon 
the important arachidonic acid pathway. You may have wondered how this 
pathway got its name, which comes from the Greek word for spider. Arachidonic 
acids are found in the venom of many spiders, ticks, and other arachnid arthro-
pods. These animals use the toxic versions of these acids to trigger violent 
infl ammation responses in the victims of their bites, to help break down and 
digest their meals.

In a particularly interesting instance of biomimicry, researchers have isolated 
a highly effective class of macromolecular peptide pesticides that work very 
selectively against disease-carrying ticks, which have become resistant to other 
more conventional pesticides. The peptides come from a web-weaving spider 
which preys on other arachnids [70].

It is particularly satisfying to be able to turn the nanomolecular tools of these 
voracious bloodsuckers against such troublesome pests of their own family, 
thanks to their own indiscriminate predatory adaptations. It is more signifi cant 
to consider this as an instructive example of our interconnectedness with the 
web of life—and sources for biomimetics.

12.2 BIOMIMETIC NANOMATERIALS

In this section, we will discuss how natural materials inspire advanced nanoma-
terials with unprecedented performance characteristics: high strength, light 
weight, self-cleaning, and unique optical and electronic behaviors. We will survey 
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some of these emerging materials, their properties, and their applications. We 
will also look for emergent themes and design principles that natural materials 
demonstrate [71–77].

Smart materials mimicking biological functions are increasingly closer to 
nature’s technology. These include tough artifi cial shell and bone, artifi cial 
muscle made with electroactive polymers, nanoscale molecular actuators, smart 
membranes, nanoengineered encapsulation, and nanoadhesives. All of these 
nanotechnologies incorporate insights into how nature works. Their develop-
ment is helping us cure diseases, save energy and water, and improve effi ciency 
of food and materials production. By understanding nature on the nanoscale, 
we will be able to live in our environment more intelligently, sustainably, and 
elegantly.

12.2.1 Biomimetic Mineral Nanoparticles

The control of size and morphology of microcrystals is an area in which biologi-
cal organisms excel, but which has until recently been beyond the capabilities of 
human engineers and scientists. Living organisms not only replicate organic 
structures such as DNA and cell membranes but are also capable of building 
inorganic structures with precise control of form and properties. As we saw in 
the previous book, these include shells, teeth, bone, and silica structures.

Control of Crystal Growth by Mimicking Natural Biological Processes. One of 
the pioneers of early studies which explained precise crystal structures of min-
eral micro- and nanoparticles grown by biological organisms is Professor 
Stephen Mann, who observes that [78]

Inorganic building blocks play a fascinating and crucial role in self-organised 
assembly for many biological structures including bone, teeth and shell. Biom-
ineralisation uses a limited number of solid inorganic materials such as calcium 
carbonate, silica and iron oxides to form new materials that bear no relation to 
underlying structures. Biological systems have developed an exquisite control of 
inorganic processes. There are species of magnetotactic bacteria that produce 
nanoscale magnets in their cells. Not just depositing iron oxide but producing 
crystals that are both the perfect size and shape and aligned in a chain.

Biomimetic Synthesis of Novel Inorganic Crystalline Structures. Mann’s group 
has explored the use of protein-based micellular structures to grow bioinorganic 
nanocomposites with magnetic and quantum resonance properties, surfactant 
molecule assemblies as templates for inorganic crystal growth, and microemul-
sions to create minireaction chambers in micelles. They use biological micro-
structures to synthesize inorganic complexes, adapting bacterial fi laments to 
fabricate ordered silica macrostructures and tobacco mosaic virus to make inor-
ganic nanotubes. They also recently developed a new process using inorganic 
nanoparticles to make magnetic spider silk.

Nanoparticle Architectures. How to direct and control the self-assembly of 
nanoparticles is a fundamental question in nanotechnology. The success, growth, 
and application of nanotechnology depend upon our ability to manipulate 
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nanoscale objects. A group led by Nicholas A. Kotov is examining three critical 
questions in the growth of nanoparticle structures:

 1. What are the methods of organization of nanocolloids in more com-
plex structures?

 2. What kind of structures do we need for different applications?
 3. What are the new properties appearing in nanocolloid super-

structures?

Professor Kotov at the University of Michigan studies how to organize nano-
particles into a useful variety of larger and more complex systems, making new 
materials utilizing biomimetic models. His team developed a technique to make 
nanocrystals in a fl uid assemble into free-fl oating sheets the same way some 
structures form in living organisms. This fl uid process lends itself to automated 
production that builds materials one nanoscale layer after another. A robotic 
arm applies nanolayers onto substrates such as glass or silicon wafers, alternat-
ing compositions from different liquid source materials, to make composite 
nanoengineered plastics [79,80].

12.2.2 Shell as a Biomodel

In a previous volume, we looked at the natural structure of shells, based on lay-
ered, hierarchical nanostructures of mineral crystals, polymers, and proteins. 
Shells combine proteins and mineral crystals in a nanoscale architecture that 
produces high strength and toughness, using very little energy and wasting no 
material in the process. These natural materials and processes are being used as 
models to design new generations of strong and resilient materials.

Abalone Shell as a Model for Armor. Researchers led by Marc A. Meyers at the 
University of California, San Diego (UCSD), are pursuing a number of biomi-
metic projects, using the shell of the abalone as a model. Meyer describes his 
team’s basic research on new materials in biomimetic terms:

We have turned to nature because millions of years of evolution and natural 
selection have given rise in many animals to some very sturdy materials with 
surprising mechanical properties. In our search for a new generation of armors, 
we have exhausted the conventional possibilities, so we’ve turned to biology-
inspired, or biomimetic, structures.

Mollusk shells, bird beaks, and other natural biocomposites are based on a hier-
archy of structures from the molecular level to the macroscale. At the nanoscale, 
shell is made of thousands of layers of calcium carbonate “tiles,” about 10-µm 
across and 0.5-µm thick. The layered stacks of thin tiles refract light to yield the 
characteristic luster of the mother of pearl. The shell nacre’s nanostructure of 
interlocking calcium carbonate tiles and shock-absorbing protein adhesive give 
it the ability to absorb heavy blows without breaking (Fig. 12.12).

The main constituent of the abalone shell is calcium carbonate. Only about 
3% of the shell is made up of organic components, but the fracture resistance of 
the nanocomposite nacre is about 3000 times higher than for the pure carbonate 
mineral. A key to the strength of shell is a positively charged protein adhesive 
that binds to the negatively charged top and bottom surfaces of the calcium 
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carbonate tiles. The glue holds layers of tiles fi rmly together, but is soft enough 
to permit the layers to slip apart, absorbing the energy of a heavy blow in the 
process.

Meyers discovered previously unknown details about the nanoscale assembly 
of the nacre building blocks that help to explain their resilience and provide a 
guide to the design of stronger biomimetic materials.

Contrary to what others have thought, the tiles abutting each other in each layer 
are not glued on their sides, rather they are only glued on the top and bottom, 
which is why adjacent tiles can separate from one another and slide when a 
strong force is applied.

The elastic adhesive and free edges in the shell’s interior allow it to yield to 
impacts without breaking, unlike conventional laminated materials (Figs. 12.13 
and 12.14).

FIG. 12.12

Abalone shell tiles: (a) Schematic representation of stacked layers of aragonite tiles. 
(b) Arrangement of tiles on inner surface of 10-mm shell; back-scattered image (SEM). 
(c) Schematic drawing of stacking of abalone tiles and their separation under tension. 
Abalone shell composite is some 3000 times tougher than the calcium carbonate crystals 
from which it is made. When an impact force is applied, the organic layer deforms slightly. 
This absorbs some of the shock; the rest causes the tiles to slide until frictional forces 
oppose the movement. The aragonite tiles can fracture, but the fracture is limited to the 
individual tiles. As each layer is offset laterally from the other, cracks have a diffi cult time 
propagating from one tile layer to the next. If a crack should spread it generally has a dif-
fi cult time passing through the organic, elastic layer to an adjacent mesolayer. 

(a)

c

(c)

2 µm

20 µm

(b)

Source: Image adapted from A. Lin and M. A. Meyers, Materials Science and Engineering A, 390, 27–41 (2005).
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Abalones fi ll fi ssures within their shells that form due to impacts; they deposit 
“growth bands” of organic material alternating with mineral deposition. Meyer’s 
group inserted glass slides beneath the mantle of abalone grown in a laboratory 
aquarium. When they withdrew the slides at various time intervals they were 
able to observe the pearly growth layers on the slide with a transmission electron 
microscope. These growth layers showed that the abalone mantle seeded calcium 
carbonate crystal precipitates at intervals separated by about 10 µm. Tiles began 
to form from the seed locations, growing 0.5-µm thick and spreading slowly 
outward. The tiles formed a hexagonal shape as individual tiles in each layer 
gradually grew to abut a neighboring tile. Microscopic imaging showed the 
growth surface of the shells with a Christmas-tree appearance as abalones add 
layers of tile faster than each layer is fi lled in. The UCSD group is developing a 
mathematical description of the growth process which will serve as a systematic 
design tool for biomimetic materials [81].

Other Biomimetic Nanocomposite Materials Modeled on Shell. Meyer’s group is 
not alone in using natural shell structures as biomimetic models for strong 
materials. At the Particle Technology Laboratory of the Eidgenössische Technische 
Hochschule (ETH) in Zurich, researchers led by Ludwig J. Gauckler are pursuing 
bioinspired design principles, making strong nanocomposites through the 

FIG. 12.13

Micron-scale structure of abalone shell: The many lamella of 
aragonite tiles form larger mesolayers some 300-mm thick. Each 
mesolayer is separated by a 20-mm layer of organic material 
that is primarily composed of proteins, glycoproteins, and beta-
chitin (a polymer of glucose). As in bone, the proteins play an 
important role in the deposition and arrangement of the arago-
nite, and the organic layer acts as a glue to hold the mesolayers 
together.

0.3 mm

Source: Electron micrograph image from A. Lin and M. A. Meyers, Materials Science and Engineering 
A, 390, 27–41 (2005). With permission.
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FIG. 12.14

(a) Fracture mechanisms and (b) estimated tensile strength of platelet-reinforced compos-
ites. The aspect ratio of the platelets (s) determines whether the composite fails under the 
platelet fracture mode (s > sc) or platelet pull-out mode [s < sc(a)]. The tensile strength 
of polymer matrix composites reinforced with CaCO3 and Al2O3 platelets is estimated in 
(b) (black and blue surfaces, respectively) on the basis of a shear-lag mechanical model. 
The limit between the platelet fracture and pull-out modes is indicated by the black and 
blue full lines for CaCO3 and Al2O3 platelets, respectively [82].
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Source: Image from L. J. Bonderer, Science, 319, 1069–1073 (2008). Reprinted with permission from AAAS.

bottom-up colloidal assembly of sub-micrometer-thick ceramic platelets within 
a ductile polymer matrix [82] (Figs. 12.14 and 12.15). In 2007, a research group 
led by Hansma in California reported how bioinspired optimized adhesives 
combined with carbon nanotubes or graphene sheets can yield strong, lightweight, 
damage-resistant nanocomposite materials [83,84]. A common feature of bio-
logical nanocomposites is that only a small amount of adhesive is needed—
excess adhesive actually weakens the material. The optimal amount of adhesive 
is just enough to transfer the load to the strong elements.

Mimicking the Self-Organizing Power of Proteins to Make Biomimetic 
Nanocomposites. At the University of Michigan, Professor Kotov is applying 
automated production technology to make biomimetic materials using alter-
nating layers of clay nanoparticles and adhesive [79,80]. It takes 300 layers of 
adhesive polymer alternating with clay nanosheets to create a piece of this mate-
rial as thick as a piece of plastic wrap. The glue-like polymer used in this nano-
material is polyvinyl alcohol, which forms cooperative hydrogen bonds with 
the clay nanosheets. This “nanoglue” gives rise to what Kotov called “the Velcro 
effect.” When hydrogen bonds are broken, they can reform easily in a new place. 
The dense hydrogen bonds allow for effective load transfer between the nano-
particle and polymer layers.

Biomimetic Materials Based on Wood Nanostructure. The microfi bril structure 
of wood inspired one of the earliest successful biomimetic applications based 
on micro- and nanostructure of natural materials. R. Gordon, C.R. Chaplin, and 
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G. Jeronimidis at Reading University patented a bio-inspired composite structural 
panel with high strength and toughness based on ultrastructural features in wood 
[85–87]. The orientation of the fi bers in this biomimetic composite is based on 
angles found in microfi brils of wood tracheids. Reading is among a number of 
centers around the world that are investigating the micro- and nanostructure of 
wood, feathers, and other materials for biomimetic applications [88–96].

Modern lightweight composite structures are manufactured with so-called 
gradient textile techniques. As in nature, every single fi ber strand is exactly laid 
within the structure in the direction necessary to neutralize outer forces so that 
no unnecessary fi bers or weight are incorporated. Manufacturing of these ultra-
light composites was made possible by the development of adequate “fi nite 
element” computing methods for the calculation of forces in curved and irregu-
lar shapes. Biomimetic manufacturing technologies based on plant models are 
the special focus for physicists, biologists, and engineers led by Claus Mattheck 
at the Forschungszentrum Karlsruhe in Germany, where they are studying the 
biological design rules that govern the development of optimized shapes in 
growing plant structures [43,90].

12.2.3 Nanoengineering Bone

Crustaceans and other shell makers create their exoskeletons primarily as pro-
tection from external threats; so the shell structure is an excellent adaptation to 

FIG. 12.15

Bottom-up colloidal assembly of multilayered hybrid fi lms. Surface-modifi ed platelets are 
assembled at the air–water interface to produce a highly oriented layer of platelets after 
ultrasonication. The 2D-assembled platelets are transferred to a fl at substrate and after-
wards covered with a polymer layer by conventional spin coating. 
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protect against crushing and cracking forces applied from the outside. Vertebrates 
rely on bony endoskeletons which must perform a much more varied and 
complex set of functions; bones and teeth have to bear complex loads of moving 
bodies, provide a protective cage for vital organs, anchor tendons and muscles, 
and act as joints, fulcrums, and levers. Because of this functional complexity, the 
nano- and microstructure of bone are more complex than the carbonate 
nanostructure of shells. Different parts of the same skeleton must have different 
directional, compression, and tension strengths to prevent fracture and distortion 
under stresses, loads, impact, and fatigue.

Because of its medical importance, research into the nanostructure of bone 
has focused mainly on artifi cial bone for replacement, scaffolding for bone 
augmentation and growth, and interfaces between bone and implants. With 
the rapid growth of biomimetics, the structure of bone is serving as a model 
for materials development. Efforts have been made both to mimic the bony 
material itself as well as to mimic the process by which bone forms, but such 
efforts are still in their early stages compared to the biomimetics of shell-like 
materials [78].

Bone is an interesting natural material in its own right, due to its combination 
of mechanical properties. Its combination of strength and resilience with light 
weight is the result of its nanocomposite structure composed of mineral and 
hydrated organic macromolecules (see chapter 13, Introduction to Nanoscience). 
Bone consists of layers of mineral crystals (hydroxylapatite) interspersed with 
protein and biopolymers that add resilience to the compression-bearing strength 
of the mineral component (Fig. 12.16). Teeth have additional strength from 
enamel and fl uorides (Fig. 12.17).

Biomimetic Composites for Artifi cial Bone. One approach to promoting the 
growth of bone for healing is to provide scaffold material into which bone-
forming cells can migrate, leading to fusion of new bone growth with the scaf-
fold. Early versions of scaffolding involved coatings of hydroxylapatite applied 
to fractures. More recently sol-gel nanocoating techniques have been shown to 
improve bone grafting. Bone forms by mineralization of precursor cartilage tis-
sues. Successful growth, maintenance, and healing of bone depend on each por-
tion of the structure matching the types of forces to which it is subjected in the 
body. Much work is being done to understand how precursor cells are pro-
grammed and infl uenced to promote mixtures of mineralization and organic 
fi bers that optimally match the compressing and tension loads that must be 
borne by the skeleton, and how this can be mimicked and encouraged by scaf-
folds, growth-promoting substances, and electromagnetic stimulation.

F.Z. Cui and coworkers in Beijing, China have developed a bone scaffold 
by biomimetic synthesis of nano-hydroxyapatite and collagen assembled into 
mineralized fi brils [97]. This material shows some features of natural bone in 
composition and hierarchical microstructure, with three-dimensional porous 
scaffold materials that mimic the microstructure of cancellous bone. In cell cul-
ture and animal tests, bone-forming osteoblast cells from rats adhered, spread, 
and proliferated throughout the pores of the scaffold material within a week. 
This scaffold composite has promise for the clinical repair of bone defects. This 
and similar work being done elsewhere shows how biomimetic structures can 
integrate with natural tissues [98,99].
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12.2.4 Sponge Fiber Photonics

In the previous sections we looked at natural nanomaterials whose main func-
tions are structural and load bearing; their nanostructures are optimized for 
interaction with forces, tensions, loads, and pressures. In this section we look at 
interactions with light—in photonic nanomaterials—and the biomimetic inven-
tions that they are inspiring. The natural optical fi bers found in the sea sponge 
Euplectella are tougher than current man-made glass fi bers, and contain a unique 
mixture of dopants that enhance their optical properties. Fiber-optic engineers 
are studying the nanostructure of these natural silica fi bers to learn how to 
improve the engineering of fi ber-optic cables.

Euplectella is commonly called the “glass sponge.” It is also known as the 
“Venus fl ower-basket” or “wedding basket” because its silica skeleton forms an 
intricate cage, which often houses a pair of mating shrimp. The skeleton of the 

FIG. 12.16

Bone resists tension, torsion, and compressive forces due to its nanostructure, made of 
hydroxyapatite mineral and collagen protein fi bers. (a) The hydroxyapatite is arranged in 
concentric layers (called lamella) within a cylindrical, functional unit called an osteon. The 
apatite is arranged in small crystalline plates about 60 × 30 × 8 nm in size found within and 
around collagen fi brils (bundles of collagen fi laments.) The plates overlap and are aligned 
parallel to the long axis of the fi bril. The plates within each fi bril have the same angular 
orientation; adjacent fi brils are oriented at different angles to each other. Compression 
deforms the collagen, allowing the plates to slide towards each other until they start to 
touch. This initial movement absorbs some of the applied force and prevents the bone from 
breaking. As the plates touch, fi ctional forces take over and the plates can no longer slide. 
What happens when the forces are too great for the crystalline plates? They fracture, but 
because the plates are so small large cracks cannot form. Because the plates of adjacent 
fi brils are oriented at different angles small cracks cannot propagate easily from one plate to 
the next. (b) Micrograph of osteoblath reveals layered bone structure.
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Source: Image courtesy of Max Planck Institute of Colloids and Interfaces. With permission.
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sponge is supported by a network of amorphous hydrated silica fi bers, called 
spicules, with especially long and clear fi bers growing from the base of the 
animal. These silica fi bers resemble optical glass fi bers used as waveguides in 
communication networks, of similar size and with a highly refractive core sur-
rounded by a lower refractive index cladding. Researchers found that the sponge 
fi bers carried light like single-mode or low-mode waveguide fi bers (Fig. 12.18).

The natural spicules are tougher than man-made glass fi bers. They can be 
bent without breaking, whereas telecommunications fi bers are brittle and have 
to be protected. The natural fi bers are composed of nanoscale layers of silica 
separated by organic molecules that form a crack-arresting elastic buffer. The 
fi bers contain silica spheres between 50 and 200 nm in diameter, assembled 
together between many organic layers to yield a 100-µm fi ber.

The natural fi bers grow by self-assembly at the ambient temperatures, com-
pared to the high energy and hard-to-control glass furnaces from which optical 
fi bers are drawn. Low-temperature self assembly would allow engineers to dope 
glass fi bers with precise concentrations of alkaline earth ions such as sodium, 
calcium, and magnesium in defi nite layers to selectively control the refractive 
index of the glass for improved optical transmission performance.

FIG. 12.17

Teeth are adapted for withstanding pressure and wear. Extreme examples are the teeth of 
coral-eating fi sh. The enameloid outer layer of parrot fi sh teeth consists of fl uoroapatite 
crystals and collagen fi bers, where the latter only comprises about 3% of the enameloid. 
The high mineral content makes a very hard surface, withstanding both compressive and 
shearing forces. The orientation of the fl uoroapatite crystals determines the hardness of 
the enameloid. The crystals, 100 nm in diameter and several microns in length, are bun-
dled together to form large fi brils. At places where the strongest shearing forces are present 
(where the grinding action takes place) the fi brils are perpendicular to the surface. This 
presents a rather small cross-sectional area to the shearing forces and a lower risk for 
crystal fracture. Should a fracture occur, propagation of the fracture is limited because of 
the small crystal size. (a) Collagen fi bers, (b) mineral plates.
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Further biological studies to see how fi bers in different sponges are adapted 
to depth, temperature, and available light could suggest ways to optimize the 
optics of man-made fi bers. The sponge fi ber has stimulated thinking about new 
ways to design and construct optical fi bers for communications, and should 
“shed light on low-temperature, biologically inspired processes that could give 
rise to better fi ber-optical materials and networks” [100].

Biomimetic Silica Nanofabrication Processes. A research group headed by 
Dr. Dan Morse at the University of California, Santa Barbara, is investigating the 
biomolecular mechanisms that direct the nanofabrication of silica in living 
organisms such as sponges, diatoms, and grasses. Mimicking these living organ-
isms could lead to ways to direct the synthesis of photovoltaic and semicon-
ductor nanocrystals of titanium dioxide, gallium oxide, and other materials. 
Applying natural synthetic methods to materials with which nature has never 
built structures before is a way to expand the limits of optical, electronic, and 
mechanical performance. Using natural examples could lead to production of 
semiconductors and photovoltaic materials in more energy effi cient and environ-
mentally benign ways.

FIG. 12.18 Micro- and nanostructure of a silica fi ber from a glass sponge. 

Source: Image courtesy of Jeff Christiansen, Halff Associates, Visual Science and Technology, Dallas, 
Texas. With permission.
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Morse summed up the advantages of using natural templates: “Sponges are 
abundant right here off-shore and they provide a uniquely tractable model 
system that opens the paths to the discovery of the molecular mechanism that 
governs biological synthesis from silicon. This sponge produces copious quan-
tities of fi berglass needles made from silicon and oxygen.” Silicon, one of the 
most abundant elements on earth, is the basis for semiconductor technologies 
for computers, telecommunications devices, fi ber optics, and other high-tech 
applications.

Morse and his group discovered that the silicon fi ber of the sponge contains 
a protein fi lament that controls the synthesis of the spicules. They cloned and 
sequenced the DNA of the gene that codes for the protein fi lament, to determine 
how it acts as a catalyst to seed growth of silica. This was the fi rst discovery of a 
protein catalyst that could control the growth of a rock-hard silica biomaterial. 
The protein actively promotes silicon deposition from low concentrations in sea 
water while simultaneously serving as a template to guide the nanostructure of 
the growing glass fi ber [101–103].

Morse extended this work to develop synthetic mimics of the natural protein, 
and show that the same type of catalytic activities can be applied to the nano-
structured synthesis of oxides of metals such as titanium and gallium with valu-
able photovoltaic and semiconductor properties. Low temperature, biomimetic 
catalytic fabrication of valuable materials used in electronics, photonics, and 
energy conversion devices could eventually replace high-energy, high-temperature 
processes that require vacuums, caustic chemicals, hazardous waste products, 
diffi cult control regimes, and consequent low yields and lost effi ciencies.

Other Photonic Biomimetic Nanomaterials. Sponges and diatoms are not the 
only natural models for photonic nanomaterials, nor is silicon the only natural 
element on which such materials are built. In chapter 13, Introduction to Nano-
science, we saw the photonic properties of opals and butterfl y wings, and in 
chapter 11 of this book, we see how the photonic nanostructure of the butterfl y 
wing can be adapted to make chemical nanosensors.

Insect chitins, feathers, diatom shells, and many other natural substances 
have photonic nanostructures. Refl ectors, diffraction gratings, and two- and 
three-dimensional photonic crystals have been found in nature, including some 
designs not encountered previously in physics [104–107]. Some optical biomi-
metic engineering methods make direct analogues of the refl ectors and antire-
fl ectors found in nature [108]. However, recent nanotechnology ventures beyond 
merely mimicking in the laboratory what happens in nature, leading to thriving 
new areas of research.

12.2.5 The Lesson of the Lotus—Nanocontrol of Surfaces

The lotus has been a symbol of purity for thousands of years because its leaves 
and petals shed contamination. Electron microscopy enabled researchers to 
resolve the mechanism by which the lotus and other plants and animals repelled 
water and dirt. It took decades to understand the full details of the effect, through 
in-depth studies of extreme water repellency (superhydrophobicity), at centers 
like the Nees Institute for Biodiversity of Plants at the University of Bonn by 
Boris F. Striffl er, Zdenek Cerman, and Wilhelm Barthlott and others [109–110]. 
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The “Lotus Effect” is now understood to be associated with very high contact 
angles for water on surfaces, based on low-energy hydrophobic surfaces and 
surface micro- and nanostructures that decrease contact and increase effective 
hydrophobicity [111–118].

Other Plant and Insect Surfaces. Variations of the lotus effect have been found 
in many other plants and animals. Superhydrophobicity based on nanofi bers 
has been found in gecko feet, water bugs, caterpillars, spiders, spider silk, wool, 
feathers, and leaves of many types [119–124]. Nanostructured superhydropho-
bic surfaces of many aquatic and semiaquatic plants and animals allow them to 
retain a layer of air under water. Besides keeping them clean and dry, 
the trapped air layer aids buoyancy, reduces drag, and allows for respiration 
[125–127].

Control of Surface Interactions by Nanosurfaces. Studies of the shapes of natu-
ral surfaces on the nanolevel—nanosurfaces—have led to understanding the 
interactions of liquids with surfaces [128,129]. On rough surfaces, depending 
on the interplay between surface roughness and surface chemistry, different 
modes of wetting can occur. Surface wetting phenomena are classifi ed into three 
categories:

 1. Drops suspended on top of hydrophobic roughness features, with air 
trapped underneath (“fakir” drops). This situation is frequently 
referred to as “Cassie” or “composite” wetting because the liquid rests 
on a composite surface composed of solid and air.

 2. Wenzel wetting, where drops are impaled on roughness features.
 3. Superwetting, where drops are sucked into the surface structure, ulti-

mately spreading to a contact angle of 0°.

The category where drops rest on top of the rough nanofeatures is the Lotus leaf 
case; there the wetting contact angle is reduced, allowing drops to roll around 
easily in response to very small forces. When the surface tilts, the drops roll off, 
tending to take along particles lying on the surface, and leaving the surface dry 
and clean. The other extreme, superwetting, is found in the surfaces of insects 
that absorb moisture from the air in desert climates [130].

Lotus Effect Nanotechnology. Active research continues into enhanced bio-
mimetic superhydrophobic and superhydrophilic materials. Studies reveal 
how nanoscale geometry, chemistry, and topology affect surface behavior 
[131–134]. Active switching between superhydrophilicity and superhydropho-
bicity of nanosurfaces can be effected by photoswitching, pH, temperature, 
and other methods [135–140]. The effect of plasma etching and interactions 
with surfactants on nanosurfaces has also been studied [141,142]. A range of 
fabrication methods in different kinds of materials has been developed 
[143–155].

Self-Cleaning Surfaces. The Lotus Effect (trademarked as “Lotus-Effect”) has 
generated many successful, eco-friendly products such as self-cleaning paints, 
and fabrics that require less washing, detergents, and dry cleaning than conven-
tional surfaces [156–159].
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Transportation and Lighting. Another application is for windows and surfaces in 
vehicles and buildings—for prevention of icing, lubricating, and slowing corro-
sion. Automobile makers are investing in lotus research for self-cleaning surfaces 
and antifogging windows and lights. Compound insect eyes have been mimicked 
for water repellent, nonrefl ective, antiglare properties [160–165]. Nanoengineered 
surfaces mimic the ability of aquatic and semiaquatic plants and animals to retain 
a layer of air under water that can reduce drag on ships [166].

Biomedical Applications. Surface properties are vital in processes such as blood 
clotting and cell adhesion. Biomimetic nanosurfaces have been designed as 
anticlotting surfaces for medical implants, wetting of pharmaceutical and food 
powders, and providing cell-friendly surfaces for tissue culture. Nanosurface 
structure is a factor in biocompatibility of materials, and is crucial for attachment 
of cells to growth scaffolding, implants, and culture vessels [167–170].

Technological Applications. Nanosurface control is employed by chemical analy-
sis, for mixing and laminar fl ow in microfl uidic systems, for high-speed computer 
disk drive heads, and to protect surfaces of nano-manipulator instrumentation 
[171–174]. Biomimetic nanosurfaces are being directed to the development of 
papers and printing techniques for publications, signs, displays, and paper money 
for both improved wettability and self-cleaning applications [175].

Signifi cance for Soil and Agriculture. Hydrophobicity of nanosurfaces is impor-
tant for the effi ciency of photosynthesis, plant metabolism, and the storage of 
fruits and vegetables. Research has shown how this effect increases the effi ciency 
of photosynthesis, leaf respiration, and protection from pathogens. It has also 
been studied for the application of pesticides and herbicides to leaves and insect 
cuticles [176,177].

One of the most important areas of nanosurface research is revealing factors 
that affect hydrophobicity of soils and productivity of agriculture, especially 
with increased droughts and global temperatures. Understanding absorption of 
water by soil and plants, reducing runoff and surface evaporation, and erosion, 
reducing irrigation requirements and improving productivity of lands, could be 
among the most important outgrowths gained from the lotus leaf [178–184].

Technical and Economic Signifi cance. Commercial products modeled on lotus 
leaf superhydrophobicity continue to grow in importance. The Lotus effect has 
become one of the best examples of how basic research in biological nanosci-
ence produces practical applications through biomimetics. It shows that bio-
mimetics is not simply a matter of imitating nature but of understanding the 
principles involved and applying them in an intelligent scientifi c manner.

Biomimetic Synthesis and Surface Modifi cation of Natural Materials. Using 
natural substances like insect chitin and wood as starting material, chemists, 
materials scientists, and nanoengineers are developing new materials with 
improved properties. In many cases surface properties are modifi ed to create super-
hydrophobicity or hydrophilicity for applications such as water-resistant fabrics, 
paints, or coatings. Other new materials are based on synthesis of biomimetic 
versions of natural materials with properties not found in nature [185–194].
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Nanoscale interaction of solid surfaces with layers of molecules in liquids 
and gases surrounding them has inspired biomimetic materials with unprece-
dented properties and capabilities. They may even lead to technologies like 
“Spiderman” suits with advanced camoufl age, self-cleaning, and adaptable 
superadhesive materials [195].

12.2.6  Gecko Glue and Other Biomimetic 
Nanoadhesives

Nanostructures can prevent adhesion of water and other substances, or nano-
structures can create strong adhesion effects, as we saw in the gecko foot. In this 
section we will review how natural surfaces like the gecko foot provide adhesion 
without glues, and how those same surfaces can be manipulated to turn adhesion 
on and off as needed—it all depends on the nanostructure.

Geckos’ toes are covered with millions of tiny hairs called setae; each seta 
branches out into billions of nanoscale spatulae. By studying geckos, spiders, fl ies, 
and other animals, researchers have learned how their fi brillar, self-cleaning feet can 
control adhesion by conforming to the nanoscale contour of surfaces, without using 
glue or leaving residues following detachment. This form of adhesion is due to 
forces that become important at the nanoscale; when van der Waals and capil-
lary forces act at millions of gecko hairs in close contact to a surface, they add up to 
a bond that is a thousand times stronger than the force geckos need to hang onto a 
wall. The gecko can adhere strongly without having to press down on the surface, 
and it is able to detach and reattach rapidly without having to exert force [196,197].

Biomimetic Gecko Adhesives. In 2002, an interdisciplinary research team found 
that the network of gecko setae forms intermolecular bonds with surfaces by 
means of van der Waals forces [198]. The team later experimentally demon-
strated the mechanism for gecko adhesion with synthesized biomimetic gecko 
hair tips. Researchers have continued developing artifi cial biomimetic adhesives 
based on the gecko effect, and we give some examples of their work here.

Gecko Adhesive Using Hard Polymer Microfi bers. Researchers at the University of 
California, Berkeley, have developed adhesive gecko foot surfaces for use with 
climbing robots. They fabricated patches of microfi ber arrays with 42 million 
polypropylene microfi bers per cm2. The patches can support 9 N ⋅ cm−2, with pre-
loading of just 0.1 N ⋅ cm−2—a patch 2 cm2 can support a 400 g load. Like the 
natural gecko foot, the Berkeley patches do not adhere when pressed down, but 
only when they slide over a surface, producing a shear force. The nanofi ber adhe-
sive surface is “smart” in that greater load increases the contact area and causes 
more fi bers to engage, leading to greater adhesion strength [199,200].

Professor Kellar Autumn of Lewis and Clark College (Oregon) has identifi ed 
seven key benchmark properties for gecko adhesives [201]. The Berkeley poly-
propylene gecko adhesive was able to demonstrate fi ve of these seven properties 
in a single material:

 1. Anisotropic directional attachment—the microfi bers do not attach by 
being pressed into the surface, and instead require a sliding motion 
parallel to the surface for the fi bers to bend and attach.

48031_C012.indd   55448031_C012.indd   554 10/29/2008   8:36:39 PM10/29/2008   8:36:39 PM



  Biomimetics 555

 2. High pulloff force to preload ratio—a preload of less than 0.1 N is suf-
fi cient to engage the fi bers, and after the preload is removed, the patch 
can sustain a shear load of 4 N.

 3. Low detachment force—the polypropylene gecko adhesive is direc-
tional and shows adhesion in the direction parallel to the surface, and 
the patch can be easily removed with a force of less than 0.001 N.

 4. Anti-self-matting—the polypropylene fi bers do not stick to one another, 
and do not clump even with 100s of loading/unloading cycles.

 5. Nonsticky default state—the polymer used in the synthetic adhesive, 
polypropylene, is almost as hard as the keratin used by natural gecko, 
and the surface of the patch is nonsticky.

Achievement of Keller Autumn’s gecko properties six and seven continues to 
be the goal of further research efforts:

 6. Topography independence (sticking to rough surfaces) and material 
independence (adhesion by van der Waals rather than chemical forces)

 7. Self-cleaning

Eventually researchers hope to build arrays incorporating the necessary features 
to approach or surpass the adhesion achieved by geckos, which is about 
10 N ⋅ cm−2.

Effects of Geometry and Materials on Adhesive Fiber Arrays. Low detachment 
force, self-cleaning, and nonsticky default states are best provided by hard poly-
mers, rather than the soft polymers typically used in pressure sensitive adhesives. 
Researchers at Carnegie Mellon University (CMU), using the gecko and spider as 
models, have developed microfi bers made of polyurethane. The adhesion strength 
is dependent on the material properties as well as the tip shape and fi ber size 
[202–204]

Theoretical and experimental work on the adhesive mechanisms of geckos, fl ies, 
spiders, and other animals has also been actively pursued at the Max Planck Institute 
in Germany. Researchers there have produced the fi rst artifi cial gecko adhesives with 
some degree of self-cleaning ability [205,206]. The work at Berkeley and elsewhere 
shows that hard plastic microfi bers adhere when bent over by sliding forces at the 
surface, but are not sticky when pressed down normal to the surface. The adhesive 
force increases with sliding distance, which provides a natural automatic braking 
effect as the gecko runs over the surface. The Berkeley group found that their 
synthetic patches became stronger the more they were used [207].

Polymer and Carbon Nanotube Composite Tape. Researchers at the Rensselaer 
Polytechnic Institute and the University of Akron created biomimetic “gecko 
tape” using polymer surfaces covered with carbon nanotube hairs, which can 
stick and unstick on a variety of surfaces, including Tefl on. By imitating the 
nanopatterned microtubes on the gecko foot, and varying the shape, pattern, 
and compliance of the nanofi bers, the team fabricated adhesive tapes from 
carbon nanotubes with high performance [208].

Geckel Nanoadhesives—Combining Wet and Dry Adhesive Strategies. Dr. Philip 
Messersmith and other researchers at Northwestern University have merged two 
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opposite adhesion strategies found in nature, combining gecko-inspired dry 
adhesive spatulae with mussel-inspired glue to obtain a nanostructured surface 
that works better than either alone. The researchers call the hybrid material a 
geckel nanoadhesive.

Messersmith has done research sponsored by the NIH/National Institute of 
Dental and Craniofacial Research on the underwater adhesion of mussels. He 
coated each synthetic gecko-inspired microfi ber with a synthetic adhesive protein 
inspired by the mussel. This double biomimicry opens a potentially superior 
route to the design of temporary adhesive materials.

The unusual protein compound used to coat the artifi cial setae mimics the 
reversible bonding action of a mussel adhesive protein that Messersmith’s 
group previously isolated and studied over several years. The wet adhesive force 
of each pillar increased nearly 15 times when coated with the mussel mimetic. 
The dry adhesive force of the pillars also improved when coated with the 
compound [209].

Gecko Adhesive for Medical Applications. Dr. Robert Langer at the Harvard-
MIT Division of Health Sciences and Technology, and Jeff Karp at MIT and 
Brigham and Women’s Hospital and Harvard Medical School, used gecko nano-
adhesives coated with a thin layer of glue to help bandages stick in wet environ-
ments, such as heart and lung tissue. Their group included team members 
working at MIT, Draper Laboratory, Massachusetts General Hospital, and the 
University of Basel, Switzerland, fabricating materials and performing animal 
experiments.

The tape is designed for medical and surgery applications. The material can 
be biodegradable, to dissolve over time without having to be removed. The tape 
can fold or roll up to be inserted through a small incision, and then unfurled for 
application in minimally invasive or natural orifi ce transluminal surgery proce-
dures where suturing is particularly diffi cult. There are signifi cant design challenges 
for adhesives used in medical applications. For use in the body, adhesives must 
hold fast in a wet environment and be constructed of biocompatible materials: 
they must not cause infl ammation; they must be biodegradable, meaning they 
decompose over time without producing toxins; and they must be elastic, to 
conform and stretch with tissue. To meet these requirements, the MIT team devel-
oped a new “biorubber” polymer. Pillars and holes were etched using micro-
patterning technology adapted from computer chip production tools to create 
different hill and valley profi les at nanoscale dimensions. The stickiest profi le 
determined by tests on pigs was one with pillars spaced just wide enough to grip 
and interlock with the underlying tissue.

A very thin layer of sugar-based glue was coated onto the profi le, which cre-
ated a strong bond even on a wet surface. In this application, low lift-off force is 
not required, since the biodegradable bandages are left in place. The effects of 
patterning with and without glue were tested on intestinal tissue from pigs and 
in living rats. Nanopatterned adhesive bonds were twice as strong as unpatterned 
adhesives, and coating nanopatterned adhesive with glue increased adhesive 
strength more than 100%.

The biorubber can be infused with drugs which are released as the polymer 
degrades. The elasticity and degradation rate of the biorubber are tunable, as is 
the pillared landscape, so that the adhesives can be customized to have the right 
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elasticity, resilience, and grip for different medical applications. Despite the dif-
ferences between the biorubber medical adhesive and the gecko foot, Karp said 
that his team was inspired by the gecko to create a patterned interface to enhance 
the surface area of contact and thus the overall strength of adhesion. Nano-
structures inspired by nature can be adapted to create new types of materials to 
fi t the complex needs of new applications [210].

There are many other research groups around the world developing adhesive 
systems based on the gecko foot model, using many different materials and 
biomimetic designs. Novel gecko-inspired dry adhesives have been produced by 
a silicon dioxide based MEMS process at the University of California, Santa 
Barbara [211]. A nanorod dry adhesive has been fabricated at the University of 
Manchester in the United Kingdom [212]. We leave as a useful exercise for the 
student the project of coming up with other novel designs and comparing them 
with those in the literature.

Biomimetic Tribology—Coming Unglued with Nanoscale Surface Control. Precise 
control of surfaces at the nanoscale can produce repellent, absorbent, adhesive, 
and lubricating effects. Study of natural systems has revealed that friction 
between surfaces can be viewed as a continuous phenomenon ranging from 
adhesion at one end to lubrication at the opposite extreme. Thus tribology—the 
science of lubrication and friction—can be a benefi ciary of biomimetics. 
Biotribologists gather information about biological surfaces in relative motion, 
their friction, adhesion, lubrication, and wear, and apply this knowledge to 
technological innovation. Biological systems excel at optimizing interactions 
between matter at the micro- and nanometer scale. The miniaturization of 
devices such as hard-disk drives, MEMS, and biosensors increases the opportu-
nities for applications of nanoscale tribological phenomena [213–219].

Living organisms have many tribological challenges on the nanoscale. Moving 
surfaces contact each other in joints, muscles, and blood vessels. Examples of 
moving micromechanical systems can be found in diatoms with hinges and 
interlocking devices on the micrometer-scale and below. The immune system 
produces molecules that can switch states from lubricating to adhesive; these 
glycoproteins control the movement of white blood cells as they move between 
endothelial cells and adhere to foreign particles. As we saw earlier, protein mac-
romolecules play key roles in absorbing stress in strong self-healing adhesives in 
bone and shells.

Wear-Resistant Joints and Self-Healing Adhesives in Diatoms. Diatoms are a 
type of algae with nanostructured amorphous silica surfaces (see chapter 13, 
Introduction to Nanoscience). Diatoms have evolved interconnected junctions 
and self-healing adhesives that prevent wear between rigid surfaces in relative 
motion. Their silica cell coverings grow effi ciently at ambient conditions to pro-
duce an amazing variety of sizes, shapes, and nanostructured patterns, many of 
which exhibit photonic resonance with visible light [220,221].

Diatoms serve as model organisms for nanotribological biomimetics and as 
templates for novel three-dimensional microelectromechanical systems. Some 
diatom species have evolved strong, self-healing underwater adhesives; others 
have elastic linkages between the halves of their silica coverings. Some species 
secrete viscous mucilage which binds colonies together while protecting the silica 
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shells from wear as they rub against each other. Hinges and interlocking devices 
in diatoms are very stable and can be seen under the microscope preserved intact 
in fossil deposits that are millions of years old. The lubrication mechanisms 
used by diatoms have been studied as models for nanolubricants to reduce stic-
tion for MEMS [222].

Some diatoms are free fl oating, but others have evolved adhesives for stable 
and strong attachment in water. Some diatom species found in Antarctic seas 
synthesize special proteins that bind to ice, and also prevent recrystallization of 
water. These may be templates for biomimetic cryoprotective substances [223]. 
Diatom adhesives show opportunities to tailor new synthetic adhesives, lubri-
cants, and protective coatings for specifi c applications such as de-icing.

Immuno-adhesives as Models for Biomimetic Switchable Adhesives. As we saw in 
the previous chapter (chapter 11, this book), the body’s immune system includes 
white blood cells which fl ow through vessels and enter the extracellular matrix 
in tissues, sticking to and engulfi ng foreign particles. The immune system 
employs exquisitely sophisticated adhesives to deploy antigens to their targets, 
including the adhesive portions of the specific antibody macromolecules 
targeted to bind to recognized antigens.

These adhesives are highly selective—they use molecular and nanopattern 
templates to distinguish between self and nonself, allowing free fl ow in the fi rst 
case and adhering tightly in the other. Their adhesive function can also be turned 
on by signaling substances produced by parts of the immune system that detect 
invaders and initiate the process of infl ammation. Understanding how these 
nanoadhesives work is an important goal for biomimetic nanoengineering, 
both for the development of drugs and the design of artifi cial switchable adhe-
sives for technological applications [224]. In addition, this is an important 
research area for medicine, for the prevention and treatment of immune-related 
disorders, the management of infection and healing, and in pathology and bio-
technology applications.

Adhesive Processes in the Immune Response. Before we discuss adaptive adhe-
sion molecules and how they function in the immune system, let us review the 
steps that take place in the nonspecifi c immune response—the infl ammatory 
response. The infl ammatory response begins when tissue damage or metabolic 
disruption triggers mast cells to release histamines stored in granules into the 
neighboring tissue. The histamines stimulate dilation of capillaries, allowing 
plasma and leukocytes to penetrate into surrounding tissue (The characteristic 
swelling and redness results). Damaged or infected cells release signaling mol-
ecules which attract phagocytes, which adhere to and engulf dead cells, bacteria, 
and foreign particles. At the same time, activation of antibodies or other triggers 
may initiate a cascade of complement proteins which attract phagocytes and 
penetrate the membranes of damaged cells, leading to lysis and acceleration of 
the infl ammation process. The tissue returns to its normal state as histamine 
and complement protein release ceases [225].

Rolling and Sticking Behavior of White Blood Cells. When the infl ammatory 
response is observed through the microscope, granulocytes and other leuko-
cytes can be seen to adhere to and release from capillaries and small venules in 
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the infl amed area. Leukocytes are observed to roll slowly along the endothe-
lium, tethering and detaching as they move along in the direction of blood 
fl ow. The rolling velocity is typically 10–100 times lower than a nonadherent 
white blood cell moving next to the vessel wall. Adhesion molecules on the 
white blood cells and the endothelium regulate their interactions. The molecu-
lar mechanism underlying this leukocyte-endothelial interaction is of great 
interest for understanding switchable and adaptive adhesives [226–228]. The 
adaptive adhesion of white blood cells onto the endothelium takes place in a 
cascade of stepwise events [229]. These are classifi ed as:

 1. Initial tethering
 2. Rolling adhesion (involving probing for signs of infl ammation)
 3. Firm adhesion
 4. Escape from blood vessels into tissue

The Molecular Mechanisms for Adaptive Adhesion. It is known that phagocyte 
adhesion is mediated by specifi c biological macromolecules, which include cell 
membrane receptors, extracellular ligands, and cytoskeletal components (see 
chapter 14, Introduction to Nanoscience). Interdisciplinary researchers have analy-
zed adhesion between cells to gain an understanding of the underlying mechan-
ical and molecular properties that govern the processes. Progress has been made 
towards modeling biochemical and biophysical cellular nanoadhesive processes 
in terms of quantitative parameters which could be useful in guiding the biomi-
metic design of tailored synthetic adhesives and lubricants [230,231].

Switching the Permeability of the Endothelium. One question addressed by this 
research is how white blood cells interact with the endothelium—the thin layer 
of cells that line the interior walls of blood vessels. Normally, the endothelium 
must resist interactions with blood cells, to allow the free fl ow of blood; but 
white blood cells may stop at particular sites and pass through the endothelium 
into the underlying subendothelial matrix—the layers of smooth muscle cells, 
structural proteins, and fi broblasts that make up the blood vessel wall.

White blood cells may pass through the matrix into surrounding tissue when 
cells of the endothelium are signaled to relax and open; this retraction of the 
blood vessel barrier may be induced by signaling compounds in the arachidonic 
acid pathway, which are produced by platelets as part of the clotting process. 
This signaling mechanism is important to understand how white blood cells 
contribute to clotting and build-up of plaques in the arteries, and how certain 
cancer cells migrate through the blood vessel walls during metastasis [232,233].

Separate Molecular Adhesive Mechanisms for Rolling and Migration. Researchers 
have studied white blood cell adhesion to endothelial cells under well-defi ned 
fl ow conditions in a variety of systems. They have been able to distinguish separate 
mechanisms for the initial adhesion and rolling steps and the fi rm adhesion and 
migration of white blood cells through the endothelium [234,235].

Selectin. Initial adhesion and rolling appear to be controlled by interactions 
between selectin and carbohydrates in the cell membranes. Selectins are a special 
type of lectins, the glycoproteins that bind sugar polymers.
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Integrins. The fi rm adhesion and white blood cell migration steps are medi-
ated primarily by interactions between integrins and peptides at infl ammation 
sites. Integrins are integral membrane proteins that bind cells to the intracellular 
matrix and other cells, as well as acting as signal receptors.

Signaling and Switching of Integrins. Integrins play important roles in the cell 
membranes of all animals, and especially in white blood cells. Unlike most 
transmembrane proteins that form one-way cell membrane receptors, integrins 
can carry signals in both directions from outside and inside the cell. In the case 
of infl ammation, signals from other receptors on the white blood cell are trans-
mitted to its integrin transmembrane sites. These signals induce the extracellular 
domains of these sites to undergo conformational movements (changes in their 
molecular arrangement) that enable calcium ligand binding—switching from a 
nonadhesive to an adhesive state. In this state integrins rapidly stabilize contacts 
between white blood cells in the bloodstream and the endothelium at sites of 
infl ammation [236,237].

Adaptive Adhesion and Molecular Properties. Integrins are the most sophisti-
cated adhesion molecules known, and as such have aroused much interest for 
nanobiomimicry as well as for their medical importance. Through conforma-
tional changes, integrins can mediate both fi rm and transient types of adhesion. 
In order to design adaptive nanoadhesives based on integrins, we must fi rst 
understand the functional properties of these molecules that control the dyna-
mics of adhesion. There is evidence that adhesion depends on physical chemistry 
in addition to mechanical features such as deformability, morphology, or sig-
naling conformations [238,239]. Possible physicochemical properties that affect 
dynamic states of adhesion are reaction rate, affi nity, mechanical elasticity, 
kinetic response to stress, and molecular size and length.

Adhesion Dependence on Applied Forces. The activity of adhesion molecules 
may also be regulated by the force distribution present in blood vessels. The 
specifi cs of molecular adhesion can vary with the local wall shear stress—the 
force required to produce a certain rate of fl ow of a viscous liquid. Levels of 
venous and arterial shear stresses range between 0.1–0.5 Pa and 0.6–4 Pa, respec-
tively. Adhesion of leukocytes to blood vessel walls may depend on shear force 
in a manner not unlike the adhesion of gecko fi brils to surfaces [240,241].

Integrins as a Biomimetic Model for Nanotools. The molecular properties that 
enable integrins to switch their transient adhesion states are of interest for their 
medical implications [242–246] as well as for technological applications, such 
as nano-grippers and sensors [247]. The complex synergistic interactions of the 
large molecules involved in cellular adhesion provide models for biomimetic 
nanoscale adhesion and manipulation [248–250]. The molecular conformations 
and forces involved in cellular adhesion have been investigated experimentally 
as well as theoretically [251–256]. This active and ongoing research provides 
models and inspirations for sophisticated biomimetic nanobiotechnology that 
utilizes the full potential of nanoscale mechanical, physical, and chemical forces 
in an integrated fashion. For example, cellular adhesion molecules have been 
adapted as the active selective elements for fi eld fl ow fractionation for a fl ow 
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cytometry device, giving highly selective cell separation which is aimed at iden-
tifi cation and diagnosis of blood disorders [257].

Adaptive Protein Grippers as Antiparasite Weaponry. An example of an adap-
tive gripper from the immune system as a model for biomimetic drugs comes 
from the mosquito. An international team discovered this molecular gripper 
mechanism in research for treatment and prevention of malaria. They unrav-
eled the mechanism for natural resistance shown by some mosquitoes to 
malarial parasites. This resistance was known to be associated with thioester 
proteins (TEPs) in the innate immune system of insects, which have some simi-
larities with the complement factor glycoproteins of the mammalian immune 
system.

TEP1 proteins are activated by a biochemical reaction triggered by the pres-
ence of malarial parasites in the mosquito. The reaction cleaves a thioester bond, 
opening up the protein into an active state that locks covalently onto the para-
site’s surface, targeting it for elimination. The protein acts in a very specifi c way 
as an adaptive adhesive, similar to those we saw earlier in the targeted immune 
systems associated with white blood cells in vertebrates.

The team used x-ray crystallography to determine TEP1’s three-dimensional 
structure. They found that the genetic differences between mosquitoes that are 
resistant and those that are susceptible to the parasite mostly manifest in a 
region of the TEP1 protein they called “the warhead,” the portion that grabs the 
malarial parasite. The senior researcher of the group is Dr. Johann Deisenhofer, 
who was awarded the 1988 Nobel Prize in chemistry for using x-ray crystallog-
raphy to describe the structure of a protein involved in photosynthesis.

Another lead researcher in the group is postdoctoral fellow, Dr. Richard 
Baxter, who described the role of TEP1 as a scout that fi nds the enemy, then 
plants a homing signal, and calls in the air strike. Other members of the 
research team were at UT Southwestern and the Institut de Biologie Moléculaire 
et Cellulaire in Strasbourg, France. The French group previously determined 
that the gene for TEP1 occurs in two forms, or alleles. One is found in mosqui-
toes that are resistant to malarial infection. Detailed analysis of the x-ray crys-
tallography structure showed that the differences cluster around the warhead 
area, reinforcing the theory that it is a key element of the binding to the 
malaria parasites, and suggested a gripping type of mechanism similar to that 
of complement proteins in the immune system of higher organisms (Fig. 12.19). 
Understanding how mosquitoes fi ght off malarial parasites with macromo-
lecular protein weapons could provide a model for effective drug and control 
strategies [258].

Tough Underwater Adhesives. In an earlier section we discussed the nano-
structure of shell, with emphasis on the mineral platelets and how they were 
linked by elastic glue. In the immune system we have seen the complex macro-
molecular mechanisms involved in natural adhesion. In the shell these types of 
molecules are used to hold mineral building blocks, and in the immune system 
they are adapted to bind to foreign bodies. The macromolecular glues in shells 
are adapted for toughness—to allow the shell to absorb and redistribute shock 
forces. This is a very useful property for engineering, if its mechanism can be 
understood and imitated [259].
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FIG. 12.19

(a) Thioester protein structures: TEP and human immune complement factor C3, left to 
right: TEP1r, human C3 inactive state, and human C3b activated state with the reaction 
center exposed. The thioester is shown as spheres and the remaining protein domains as 
ribbon cartoons. The thioester-containing domain (TED) is in green, the complement C1r/
C1s, Uegf, Bmp1 domain (CUB) is in navy blue, and the macroglobulin-8 domain (MG8) 
is in yellow. The anaphylotoxin domain (ANA), present in complement factor but not 
TEP1, is in red. (b) Thioester proteins as grippers: The thioesters and the domains that are 
active in gripping the antigens are shown in color for clarity, with the remaining parts of 
the protein shown as grey tubing.

(a)

(b)
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The binding proteins in shells and strong underwater glues produced by 
mollusks and diatoms share two important features in their nanoscale structure 
and mechanism of reacting to stress. These are self-healing and sacrifi cial bonds.

Self-Healing Adhesives. The natural organic adhesive in nanocomposite nacre is 
composed of large, long chain molecules with sacrifi cial bonds and hidden 
lengths (unfoldable modules). Sacrifi cial bonds are weak bonds (such as 
Coulomb, van der Waals, or hydrogen bonds) between molecular segments. The 
sacrifi cial bonds allow the molecule to be reversibly stretched by their breaking 
and rebonding, dissipating large amounts of energy, and thereby preventing the 
covalent bonds making up the backbone of the molecular chain from breaking.

Sacrifi cial Bond Energetics on the Nanoscale Makes Natural Adhesives Self-Healing. 
Sacrifi cial bonds and hidden length in the folded conformations of long-chain 
natural adhesives provide an energy-absorbing mechanism that protects the 
molecule from being torn apart. This reversible, molecular-scale energy-
dissipation greatly increases the fracture toughness of biomaterials. The sacri-
fi cial bonds themselves are relatively weak (van der Waals, electrostatic, Coulomb, 
hydrogen bonds) compared to the covalent bonds linking the backbone of the 
polymer chain. But breaking the multiple sacrifi cial bonds also involves the 
energy needed to reduce entropy and increase enthalpy as molecular segments 

FIG. 12.19
(CONTD.)

(c) Thioester protein genetics: a portion of the sequence alignment for alleles of the TEP1 
gene from the two laboratory strains of mosquito that are susceptible (S) and refractory 
(R) to infection by the malarial parasite Plasmodium berghei. Differences between the 
two alleles are concentrated in the thioester domain and surroundings, and on the right 
of the fi gure the pink spheres locating these differences illustrate that they cluster in space 
about the domains most important for the proteins’ function.

(c)

Source: Images courtesy of Dr. Richard Baxter and Professor Johann Deisenhofer, UT Southwestern Medical Center at Dallas. Images 
produced with PyMOL (http://www.pymol.org) for the proteins and ESPript (http://espript.ibcp.fr) for the sequence alignment.
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are stretched after being released from their folded attachments. This energy is 
on the order of 100 eV—large compared to the energy needed to break the poly-
mer backbone, on the order of a few electron volts. In many but not all cases, the 
breaking of sacrifi cial bonds is reversible, adding a “self-healing” property to the 
material [260].

Identifying and Measuring Sacrifi cial Bonds with Nanotechnology Tools. 
Historically, the understanding of hidden bonds began with studies of stretching 
wool fi bers. Single-molecule force spectroscopy using an atomic force microscope 
(AFM) has been the modern nanotechnology tool by which sacrifi cial bonding 
has been investigated and quantifi ed. In natural polymers such as glycoproteins, 
the force versus distance curves can be very complicated. Researchers closely 
analyze atomic force microscopy curves to obtain information about the molecules 
and their bonding to other components of natural composites.

Sacrifi cial Bonds Revealed by Sawtooth Force Patterns. AFM investigation 
of proteins and other biopolymers reveals their folding and bond-breaking 
behavior under applied stress. When individual strands of polymer fi bers are 
stretched using AFM, the force plot exhibits a repetitive “sawtooth” response, 
rising and falling as the material is extended. Each tooth in the saw represents 
an unfolding of the long, complex molecular chain. This pattern is character-
istic of material with sacrifi cial bonds connecting modular structures. This 
provides direct evidence of the effects of the hydrogen bonds, ionic attractions, 
covalent bonds, and steric rearrangements into less favorable energetic conforma-
tions. The ability of the bonds to re-form when the force is relaxed can be 
determined by repeating the stretch cycle. The force plots show the action 
mechanism of the multimodular nanostructure that gives natural adhesives 
self-healing behavior.

Researchers have observed this sacrifi cial bond behavior in protein-based 
fi bers from many sources including wool and adhesives from mussels, diatoms, 
and algae. Dugdale and coworkers at the University of Melbourne, Australia, 
showed that single adhesive nanofi bers produced by certain diatoms to attach to 
surfaces have the signature fi ngerprint of modular proteins: their force–extension 
curves have regular sawtooth patterns [261].

Amyloid Fibrils in Natural Adhesives. Researchers Anika Mostaert and Suzanne 
Jarvis at Trinity College Dublin studied AFM curves of algal adhesives and found 
highly ordered amyloid structures in the fi brils. Amyloids are normally associated 
with neurodegenerative diseases such as Alzheimer’s where they are a primary 
component of plaques in brain tissue.

But the amyloid sheets found by the Dublin researchers provide sacrifi cial 
bonds in natural adhesives. They found evidence for similar material in parasitic 
worms. By exploring the differences between types of amyloid proteins found in 
different organisms, they seek to fi nd potential templates for the design of bio-
mimetic adhesives. Their work may also shed light on the origins, causes, and 
treatments for neurodegenerative diseases [262–264].

Future Opportunities for Biomimetic Nanocomposites. Synthetic adhesives and 
lubricants still have a long way to go to match the performance of many natural 
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systems. Using the lessons learned from nature and armed with the tools of 
nanotechnology, biotribologists and other biomimeticists draw upon natural 
designs that have been optimized for millions of years to realize adaptive, 
self-healing and environmentally friendly lubricants and adhesives.

In this section we have looked at surfaces and their interactions. Next we add 
one more dimension to our exploration of biomimetic materials: biological 
membranes.

12.2.7 Biomimetic Membranes and Nanocapsules

Through the cell membrane with its gates and chemically selective lipid and 
protein domains, the cell senses and communicates via chemical signals with its 
complex biochemical matrix. We will see some biomimetic ways of making 
artifi cial lipid bilayers for practical applications and some of the artifi cial 
membrane structures that have been made to mimic useful functions such as 
selective permeability and molecular sensing.

Biomimetic Membranes. The bilipid membrane of cells has served as a biomi metic 
model for decades. Engineers duplicate the function and structure of natural 
membranes in more durable and versatile materials to control molecular trans-
port and fabricate sensitive and selective sensors. There are a number of ways to 
create biomimetic membranes. Lipid vesicles (artifi cial liposomes) can be 
formed by agitation of phospholipids in water, using sonication (high-frequency 
sound waves) or rapid mechanical mixing. Planar-supported bilayers can also 
be formed from phospholipids and other bipolar macromolecules. The classic 
method was developed by Langmuir and Blodget in their studies of the surface 
forces of polar organic molecules in water. (Fig. 12.20).

There are many other ways of producing membranes with nanoscale organi-
zation. As we saw in section 12.2.2, membranes of proteins and inorganic crystals 

FIG. 12.20
A Langmuir–Blodget instrument for formation of lipid bilayers from thin layers of lipids 
on the surface of water. (a) Macromolecular monolayer on liquid surface is entrained as 
support is withdrawn, (b) coated wafer is withdrawn from apparatus.
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Solid
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Source: Image courtesy of KSV Instruments SA. With permission.
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are being formed in biomimetic processes to make analogues of shell and other 
biocomposites.

Artifi cial Membrane Mazes. Artifi cial lipid bilayers are very useful for investi-
gating material transport and signaling mechanisms in natural cells, but making 
practical sensors requires a more durable material with long-term stability in many 
types of environment. Synthetic membranes have been fabricated using nanopores 
in aluminum, glass, silicon, polyester, and polycarbonate polymers. A simple way 
of producing a material with extremely small pores is by repeated drawing, bun-
dling, and re-stretching of glass capillaries containing an etchable core, then remov-
ing the cores. Such artifi cial membranes, however formed, can be used to mimic 
some of the material transport functions of the natural cell membrane.

Forests of vertically aligned carbon nanofi bers can control molecular transport 
in a manner analogous to natural cell membranes. Dense arrays of carbon nano-
fi bers are used as membranes integrated within fl uidic structures. Size-dependent 
transport, perpendicular to the orientation of the fi bers, can be controlled based 
on the wall-to-wall spacing of the individual fi bers. When biomolecules, such as 
DNA and proteins, are attached to the sides of the nanofi bers, such membranes 
can function as sensors, using the resulting combination of size fractionation 
and chemical specifi city to select analytes. Integrating electrically addressable 
fi bers adds another dimension to controlled transport as well as electrochemically 
based sensing. The biomimetic modifi cation of carbon nanofi ber structures is 
useful for performing chemical separations and for mimicking the properties of 
natural membranes. [265–270]

Mimicking Natural Encapsulation. We have progressively covered nanostruc-
tures and how they interact with forces, optical materials and light, nanoengi-
neered surfaces and their interaction with liquids and nanoparticles, and 
membranes and their interactions with molecules. Now we will look at a special 
case of membranes: nanoencapsulation.

Drug Delivery by Nano-Dumplings. Biomimicry has been used to inspire encap-
sulation in self-assembled structures similar to liposomes, globular proteins, 
and other nanostructures in cells. A team led by Dr. Karen Wooley at Washington 
University Saint Louis, Missouri, developed a novel class of synthetic polymer 
nanocapsules, similar to globular proteins, ranging in size from 10 to 100 nm. 
Dr. Tomasz Kowalewski, a member of the team who used AFM to obtain images 
of the nanoparticles, suggested that they be called “knedels”—after a type of 
Polish dumpling.

Shell-crosslinked knedels (or SCKs) are spheres in which a hydrophobic core 
is surrounded by a hydrophilic shell that resembles the structure of lipoproteins. 
With the right conditions, the particles form by self-assembly: amphiphilic 
block copolymers (polymer chains with separate water-soluble and water-insoluble 
segments) nucleate to form a micelle made up of from tens to several hundred 
individual polymer chains. The hydrophobic cores of the resulting micelles are 
shielded from the surrounding aqueous environment by the solubilized outer 
shell.

These “nano-dumplings” can be made in different sizes and chemical compo-
sitions for drug delivery, gene therapy, and immunology. Their stability, release 
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rates of encapsulated contents, and attraction to different types of external mole-
cules can be manipulated by varying the polymers in the shells. Possible applica-
tions range from removing hydrophobic contaminants from aqueous solutions 
to use as recording materials [271].

Nanoscale Bioreactors. In a demonstration of a multifunctional, smart nano-
scale drug delivery system, researchers at the University of Basel have created a 
drug-loaded nanocontainer that targets specifi c cells and releases its payload in 
response to a specifi c physiological signal. Smart nanocontainers could become 
anticancer drug delivery vehicles that target tumors and release their contents 
only when they receive a tumor-specifi c biochemical signal [272].

Bacteria and Viruses as Templates for Nanocapsules. Diatoms, bacterial cell 
walls, and other natural capsules are used as templates for nanoencapsulation—
these natural structures can be adapted for active drug delivery [273]. This bio-
mimetic technology takes the natural mechanisms used by microbes to invade 
the body and adapts them for research and medical purposes. For example, the 
dendrimer plug from a bioengineered virus was adapted as a drug delivery cap-
sule. Researchers developed viral coat nanoparticles that incorporate receptors 
in their outer shells acting on biological effectors inside cells. The receptor and 
effector together act to detect a specifi c biochemical signal that then affects the 
nanocontainer and its contents. The effects can include drug release or the gen-
eration of a diagnostic signal [274].

The viral nanocontainers are loaded with an enzyme that converts substrate 
molecules into a light-emitting fl uorescent form. The substrate molecules are 
specifi cally transported by bacterial membrane pore proteins engineered into 
the viral nanocontainer, where they react to produce light that can be seen using 
fl uorescence microscopy, demonstrating that the delivery capsule is working. 
This method could insert an enzyme that converts an inactive drug into its active 
form for release only inside a diseased cell.

12.2.8 Some Other Biomimetic Materials

Nature is rich in examples of nanostructured materials. There are so many new 
biomimetic nanotechnologies from which we can only select a few examples in 
this chapter. The reader will want to pursue further reading about many other 
interesting and informative examples of biomimetic nanotechnology. We close 
this section with a few more interesting examples.

Biomimetic Water Harvesting. Certain plants and insects possess the ability to 
capture water from fog. The desert cockroach (Arenivaga investigata) can harvest 
water from apparently dry air [130]. The Namibian desert dwelling beetle 
Stenocara has bumps on its wing scales with superhydrophilic nanostructured 
surfaces. The peaks of the bumps are glassy-smooth and hydrophilic; the slopes 
of the bumps and troughs in between are covered with hydrophobic wax. As 
droplets accumulate in size, they roll from the tops into the waxy channels to a 
spot on the beetle’s back that supplies its mouth [275].

QinetiQ, Ltd. of the United Kingdom developed sheets that capture water 
vapors from cooling towers and industrial condensers based on the beetle wing 
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design. They capture 10 times more water than the preexisting ethno-biomimetic 
technology—the fog catching nets used by inhabitants of remote mountain 
towns in Peru and Chile (inspired by the capture of fog by cloud forest plants). 
The sheets are being tested for water collection on tents and roofs in arid regions.

Biomimetic Food and Nutrition Science. In the introduction to this chapter, we 
raised questions about how apples store fl uids. The nanostructured gels in which 
nutrients are stored and protected in fruits, as well as how nanoencapsulation 
affects biological activity of their antioxidative macromolecules, are studied by 
agricultural scientists and nutritionists [276,277]. Food scientists are exploring 
the nanoscale structure of fruits and how they are affected by freezing and drying 
to seek improved hardiness and preservation of freshness [278].

Biomimetic lessons also come from feathers, hair, wool, skin, claws, beaks, 
eggshells, teeth, corals, sponges, crustacean and insect chitins, spider and silk-
worm silks, insect eyes, pollens, seeds, grass stems, wood, celluloses from plants 
and bacteria, bacterial cell walls, and many others [279,280].

12.3 BIOMIMETIC NANOENGINEERING

Up to now we have looked at biomimetic materials with interesting properties 
due to their nanostructures. Now we will look at more active nanoscale devices. 
There is a wealth of natural sources from which to draw inspiration for nano-
scale devices. These include muscle that exerts force, viral mimetic batteries for 
high power density, photosynthetics to capture and store light energy in chemi-
cal form, rotors for cilia, gates for ionic transport, and DNA itself, whose storage 
and processing of information has been adapted in biomimetic molecular com-
puting engines.

12.3.1 Artifi cial Muscles

Muscle is a natural engine that uses chemical energy to contract nanostructures, 
thereby exerting force which animals use for movement and mechanical work. 
Muscle generates macroscale forces by a hierarchical organization of millions of 
nano-actuators acting in parallel. Muscle produces undulatory motion (as in a 
slug or mollusk foot) or is harnessed to shells and bones to form levers for more 
complex movements.

Nanostructure of Natural Muscle. Muscle exhibits a hierarchical organization 
when viewed microscopically at progressively greater magnifi cation. Typical 
muscle is made up of fi ber bundles connected to bony joints via ligaments and 
tendons. The active portion of the muscle is composed of fi bers called fascicles. 
Each fascicle is composed of smaller fi bers, consisting of individual cells. Each 
cell contains bundles of myofi brils, the active engine of muscle—bundles of 
contractile protein fi laments aligned in parallel with the ends overlapping.

The fi laments are composed of two types of protein: actin and myosin. When 
seen at high magnifi cation, the overlapping portions of actin and myosin chains 
form visible bands, or striations. The overlapping nanostructures making up the 
striations are called sacromeres. A sacromere consists of a parallel bundle of 
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myosin fi laments interlaced on each end with actin fi laments. The actin fi laments 
are linked together so that their long chains extend between the fi brin fi laments like 
fi ngers on a hand (Fig. 12.21) [281–287].

Action of Natural Muscle. When a muscle is stimulated by a nerve impulse, the 
actin fi laments move across fi brin fi laments, producing a lengthwise contraction 
in the sacromere. The energy for the contraction comes from the chemical bonds 
of ATP, driving a reaction in which the myosin and actin bond to form actomyo-
sin, shortening the chain. This process can be repeated cyclically to result in a 
signifi cant shortening of the entire bundle.

Nanolevel biomolecular investigations have revealed the details of the con-
traction mechanisms and energetics, in which voltage-gated calcium channels 
play an important role. The interactions of thin and thick fi lament proteins of the 
contractile apparatus are driven by troponin and calcium binding [288–291].

Natural muscles can repeat millions of work cycles before tiring, in part 
because the work load is shared and distributed over many fi bers, some working 
while others recover. Natural muscles can contract by more than 20% or their 
length, at rates exceeding 50% per second. The effi ciency of conversion of glu-
cose to energy is nearly 40%, more than double the energy effi ciency of artifi cial 
mechanical engines. Thus natural muscle has been the starting model for many 
efforts to duplicate some or all of these qualities by artifi cial means.

FIG. 12.21 Schematic diagram of muscle structure.
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Source: Image courtesy of A. Rao.
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Biomimetic Artifi cial Muscle. Biomimetic versions of nanoscale-based actua-
tors have been designed to mimic the smooth and effi cient action of natural 
muscle. Some early efforts used polymers that contracted and expanded when 
treated with different chemicals, but more modern versions are based on electro-
active polymers, which expand or contract when subjected to electromagnetic 
fi elds or currents [292–297].

One type of artifi cial muscle is based on electronically conducting polymers such 
as polyaniline and polypyrrole. These polymers undergo dimensional changes 
when dopant ions are inserted into the polymer lattice by electrochemical 
potential forces, similar to those used in a battery. With these polymers, carbon 
nanotubes can greatly increase the surface area available for interaction with a 
dopant solution, thus increasing the effective speed, strength, and volume change 
of the artifi cial muscle actuation.

A type of artifi cial muscle which acts like a capacitor, rather than a battery, 
can be made based on dielectric elastomers. In these polymers, actuation is the 
result of Maxwell stress, which results from the attraction between opposite 
charges and repulsion between like charges, on different layers of the polymer 
matrix. Silicone rubber polymers are one class of material used to fabricate 
dielectric elastomers. Artifi cial muscles based on dielectric elastomers can gen-
erate higher actuator strains than those based on conducting polymers. A com-
pany, Artifi cial Muscle Inc., has been formed to produce elastomeric actuators, 
which can generate strains of 120%, stresses of 3.2 MPa, and a peak strain rate 
of 34,000% per second for 12% strain.

Another type of artifi cial muscle uses the volume change of a polymer electro-
lyte caused by electrostatic repulsion when ions are absorbed. One version, called 
the ionic polymer/metal composite actuator, is manufactured by Environmental 
Robots Inc. These artifi cial muscles amplify low strains using the cantilever 
effect; they consist of two metal-nanoparticle electrodes fi lled with and separated 
by layers of a solid electrolyte. The actuators act as supercapacitors when an 
applied interelectrode potential injects electronic charge into the high-surface-
area electrodes. This charge draws solvated ions to migrate between the electrodes. 
The volume of the solvated ions causes one electrode to expand relative to the 
other, thereby bending a cantilever actuator strip. Actuation can be produced by 
electrolysis, which causes a local pH change and transport of hydrated ions and 
water into the nanostructure.

Actuation rates and effi ciencies for ionic systems are generally lower than for 
dielectric polymer systems. But a robot based on this system made artifi cial 
muscle history in 2005 as the best arm wrestling robot in competition with a 
human athlete during the fi rst human–robot arm wrestling competition in San 
Diego, California. This marked a milestone in what Dr. Y. Bar-Cohen of the 
NASA Jet Propulsion Laboratory calls the “grand challenge” for robotics [296].

Other artifi cial muscles are based on shape-memory alloys, which can gen-
erate strains of up to 8%, but require conversion of electrical to thermal energy, 
followed by conversion of the latter to mechanical energy, with heat as a by-
product. Actuators that use electrochemically generated gases confi ned in carbon 
nanotubes have produced strains of 300%, but with low energy conversion 
effi ciency and cycle life.

The Nanotech Institute of the University of Texas at Dallas, led by Dr. R. 
Baugham, is making low-voltage, low-strain actuators that use electrochemical 
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charge injection into nanostructured electrodes, resulting in electrostatically 
driven electrode expansion. One device type, carbon nanotube artifi cial muscles, 
can generate 100 times the stress of natural muscle and provides comparable 
actuation rates (20% per second), but the actuator strain is at best 2%. Baugham 
has suggested improving performance by replacing the carbon nanotubes by 
nanostructured elastomeric conducting polymers that would have comparable 
surface areas but would be more easily deformable (by a factor of 100).

Baugham recently reviewed approaches that could radically improve ionic 
polymer/metal composite actuators by replacing cantilever actuators that operate 
by bending with actuators that operate in tension. This more biomimetic design 
could be made by separating the opposing electrodes by a liquid electrolyte, 
which would provide the solvated ions for actuation [294].

The capacitance of current ionic polymer/metal composite actuators is less 
than one-tenth that of other supercapacitors. Increasing capacitance by increasing 
electrode surface area could increase actuator strains, as long as the electrode did 
not restrict movement in the actuator stroke direction. Baugham proposed that 
highly twisted carbon nanotube yarns, with their high electrical conductivities 
and high surface area, would be ideal for this type of electrode.

New directions for improved artifi cial muscle more closely mimic natural 
muscle: more elastic material is closer to muscle protein, liquid electrolyte is 
closer to intercellular plasma, action by tension instead of bending, and the 
nanoscale structure of the surfaces that provides the actuation force—these 
design directions are all moving closer to the sacromere structure. Thus 
we see that biomimetics continues to be a productive approach for design of 
nanoactuators.

12.3.2 Viral Energy Storage

A key theme in biomimetic nanotechnology is the exploitation of high surface 
areas created by nanoscale structures. This is true for the lotus and gecko effects, 
and for artifi cial muscles. This effect is exploited for energy storage in a very 
direct biomimetic manner by researchers at MIT, who patterned battery elec-
trodes with self-assembling nanostructures grown by genetically engineered 
viruses [298,299].

Using genetic engineering to alter a few viral genes, the MIT team made the 
viruses bond to conductive metal nanoparticles of gold and cobalt oxide. They 
altered nucleotide sequences in the viral DNA which directed the outer coat 
proteins to add an amino acid that binds to cobalt ions, which react with water 
to form cobalt oxide, an advanced battery material with higher storage capacity 
than the carbon-based materials now used in lithium-ion batteries.

To improve the conductivity of the electrodes, the genetic code was further 
modifi ed to express an additional strand of virus proteins that bind to gold. The 
viruses then assembled into nanowires with both cobalt oxide and gold parti-
cles. The virus used to make the wire, the M-13 bacteriophage, is about 6 nm in 
diameter and 880 nm in length.

The conductive viral nanoparticles were layered between oppositely charged 
polymers to form thin, fl exible sheets. To make electrodes, support sheets are 
dipped into a solution of engineered viruses. The viruses, with hydrophobic and 
hydrophilic ends, assemble into a uniform layer. The coated sheet is then dipped 
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into a solution containing metal ions. The viruses arrange the ions into an ordered 
crystal structure which is ideal for high-density batteries.

Used as electrodes in thin lithium-ion batteries, the high surface area sheets 
improve performance in smaller volume. By increasing surface area and elimi-
nating inert supporting material, energy density is raised by a factor of three. 
Equally important, viral nanowires are grown at normal room temperature, 
leading to an energy-effi cient manufacturing process.

Exploiting the abilities of microbes to recognize the correct molecules and 
assemble them where they belong, the MIT team is able to precisely control the 
nanostructure of electronic materials. The team led by Dr. A. M. Belcher is work-
ing towards building faster, cheaper, and environmentally friendly transistors, 
batteries, solar cells, diagnostic materials for detecting cancer, and semiconduc-
tor devices [299].

My dream is to have a DNA sequence that codes for the synthesis of materials, and 
then out of a beaker to pull out a device. And I think this is a big step along that path. 

Dr. A. M. Belcher
MIT [299]

12.3.3 Photosynthesis

Photosynthesis, the conversion of light into stored chemical energy in plants, is 
one of the crowning achievements of nature’s biological nanotechnology 
[300,301]. Its fundamental importance to life on earth has been recognized by the 
award of 10 Nobel Prizes for unraveling its mechanisms. One of these Nobel lau-
reates, P. D. Bower, used the term: “a splendid molecular machine,” to describe 
ATP synthase, a key component of the reaction chain [302]. Increased understand-
ing of this process, and advances in chemical synthesis and nanotechnology have 
made it possible to create biomimetic devices and semi biological hybrids capable 
of many of the functions of natural photosynthesis [303–306].

In this section, we describe the basics of the natural photosynthetic process 
and some biomimetic systems. To begin, photosynthesis requires light-harvesting 
antennas, linked to reaction centers that convert photoexcitation energy to 
chemical potential in the form of long-lived electrochemical charge separation. 
With these two steps, engineers can create molecular-level optoelectronic devices 
with a variety of uses, but natural photosynthesis goes further—it converts elec-
trochemical energy into chemical bonds where the energy can be stored for use 
as fuel or to build biological polymer materials. This step involves light-driven 
proton pumps embedded in the lipid membranes of cells, which build up electro-
chemical potential to drive the synthesis of adenosine triphosphate (ATP), the 
natural energy storage and transport substance common to all bacterial, plant, 
and animal cells [307–314].

Photosynthesis and the Development of Natural Photocells. Photosynthesis 
(from the Greek photos “light” and syntheses “put together, combine”) is the 
conversion of solar energy into chemical energy (in the form of carbohydrates) 
from raw materials CO2 and H2O, with O2 as a by-product. Photosynthesis—the 
ultimate achievement of natural bio-nanotechnology—harnesses photochemical 
and biochemical energy to fuel life’s functions (Fig. 12.22).
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Photosynthesis Overview. Sometime over three billion years ago, blue-green 
algae declared their energy independence by developing the capability to split 
water into hydrogen and oxygen. The process is called photosynthesis. Perhaps 
one of the most ambitious directives of biomimetics is to duplicate nature’s 
grand method of energy conversion—to design the next generation of energy 
production on a photosynthetic model.

Chemical reactions associated with photosynthesis are shown below.
The creation of carbohydrates:

 
+ + → + +2(g) 2 (aq) 6 12 6(aq) 2(g) 2 (aq)6CO 12H O C H O 6O 6H Ohv  (12.1)

FIG. 12.22 Photosynthesis in plant leaf cells.
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The production of oxygen from water:

 
+ ++ + + + → + + +2 i 22H O 2NADP 2ADP 2P 2NADPH 2H 2ATP Ohv  (12.2)

where Pi is inorganic phosphorous. Carbon fi xation is given by

FIG. 12.22
(CONTD.)
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 (12.3)

For this to occur, ATP provides an oxidizer stronger than oxygen. The process of 
respiration proceeds in the reverse direction.

Plant pigments like chlorophyll, xanthophylls, and carotenes absorb strongly 
in most of the visible region of the solar spectrum. When the pigments absorb 
light, photons raise some of their electrons from the ground state to a higher 
energy. The excited electron can transfer its energy in several ways: (1) it can 
reemit the energy at the same wavelength (refl ectance or emission) or at a longer 
wavelength (fl uorescence), (2) the energy can be dissipated as heat, or (3) the 
energy can be used to fuel biochemical processes (e.g., photosynthesis). If the 
process were confi ned to one pigment molecule (chlorophyll), then the energy 
would dissipate as the electron regained its ground state. However, an antennae 
complex consists of several pigment molecules, which allows the excited elec-
tron energy to be delocalized from its original site, making it available for charge 
transfer reactions which can drive the process further.

Signifi cant photocatalytic products produced (in the thylakoids discussed 
below) include O2, NADPH + H+, and ATP—the last two of which provide for 
the reduction of CO2 in the surrounding stroma of the thylakoids [315]. The 
reduction process is modulated by the nanomaterial ferredoxin, an iron–sulfur 
containing protein nanomaterial. Overall, water is oxidized and oxygen released 
by the plant. Most of the chemical functions are accomplished by fi ve large 
protein complexes: photosystem I (with bound antennae), photosystem II 
(with bound antennae), light-harvesting complex II, cytochrome b6 f, and ATP 
synthase [316].

The photoreaction center consists of ligated chlorophylls that are oxidized to a 
cation radical following transfer of exciton energy from the antenna pigments—
electron transfer (charge separation) reactions occur on the order of picosec-
onds (corresponding to molecular vibrations). Charge separation induces the 
creation of a large redox potential between the oxidized chlorophyll a and 
potential acceptors—the largest known in biology: ∼1.5–1.8 V for photosystems 
I and II, respectively. Electron transfer reactions that follow are energetically 
downhill. The highly oxidizing chlorophyll reaction centers are prevented from 
reacting with highly reducing acceptor species—a tribute to ingenious molecu-
lar nanodesign. In photosystem I, Fe–S clusters, soluble ferrodoxin and fl avo-
proteins catalyze the reduction of NADP+. In photosystem II, a tetranuclear Mn 
cluster serves the four-electron oxidation of H2O to oxygen. The redox reactions 
are catalyzed by metalloproteins containing either iron or Mn.

The Leaf. Surface nanostructure is a prime driver in biological function. The 
structure of the leaf is geared to maximize the photosynthesis process—the phe-
notypical expression of billions of years of development. Figure 12.22 gives an 
illustration of the nano and microstructures that make a leaf what it is—a lean 
photosynthetic nanomachine.

The Chloroplast. Chloroplasts are semiautonomous micron-sized structures 
that house many kinds of structural and functional nanomaterials. The chloroplast 
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in higher plants is an elongated vesicle fi lled with an aqueous matrix material 
called stroma. The chloroplast is surrounded by two enveloping membranes.

Thylakoid Membranes. Thylakoid membranes, the chlorophyll-sequestering 
laminar systems contained within the chloroplast, are stacked pancake-like 
vesicles (Fig. 12.22) found in photosynthetic prokaryotes and eukaryotes. The 
thylakoid vesicles contain most of the proteins required for the light reactions 
of photosynthesis and are made primarily of lipids with membrane-embedded 
proteins. All of the light-harvesting and energy-transducing aspects of photosyn-
thesis take place in the thylakoid membranes.

The thylakoids are ca. 500 nm in size and are stacked to form structures called 
grana. Approximately every other thylakoid possesses an appendage that extends 
into the stroma (the interstitial spaces in chloroplasts) to form a three-dimensional 
interconnected network. These extensions are known as stroma lamellae. The 
physically contiguous membrane encloses an aqueous phases known as the 
thylakoid lumen. The thylakoid membrane is in a unique class compared to 
membrane bilayers of other organelles and the cell plasma membrane [315].

Chlorophyll. Chlorophyll pigments are tethered to thylakoid protein compo-
nents of photosystem I and photosystem II. Chlorophylls trap solar energy and 
convert it into usable chemical energy to conduct oxidation–reduction reactions. 
Trapped energy is stabilized by transfer to other chlorophylls, pigments, and 
secondary redox reactions in protein complexes within the thylakoid membrane 
[315]. Chlorophyll a absorbs energy from the violet-blue, orange red, and some 
from green-yellow-orange wavelengths of visible light. Chlorophyll a refl ects 
green light (hence the color of most leaves.)

Oxidation and Reduction Processes. Chlorophyll acts as a light antenna in 
which photons are absorbed, exciting electrons to higher energy states. The 
energized electrons drive a series of photochemical electron transfer reactions 
involving quinones, which carry the energy in proton bonds to a reaction center 
where it is stored in the bonds of the ATP molecule, which reacts further to form 
nicotine adenine dinucleotide phosphate (NADP+). In the fi nal step of this chemical 
process, hydrogen is taken from water to form NADPH, releasing oxygen as a 
by-product. The NADPH stores the energy until it is used in the next step to 
energize the formation of carbon–carbon bonds, consuming carbon dioxide in 
the process (Fig. 12.23). The end products are carbohydrates (The general for-
mula of carbohydrates is [CH2O]n.) Thus the overall process consumes water 
and carbon dioxide, two greenhouse gases, produces fi xed carbon which is 
the food base for all animal life, and releases oxygen into the atmos phere 
[300–302].

Photosynthesis and Artifi cial Nano. Photosystem I (PSI) complex has been iso-
lated from spinach and used to power electronic devices—to fabricate the fi rst 
biomimetic solid-state photosynthetic solar cell [317]. Creating the interface is 
nontrivial because it is quite a leap from a biological system that requires water 
and salts to function—both materials not desired in solid-state electronic 
devices. Researchers at MIT extracted PSI (10–20 nm in size) from chloroplasts 
and stabilized them with surfactants in a solid-state device [318]. The PSI systems 
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are relatively large; the tightly coupled antennae complexes contain 175 chloro-
phyll molecules per PSI. The effi ciency of charge separation is close to 100% 
when in its natural state and the terminal electron-accepting moieties are stable 
with a low electrical potential (<0.6 V) [319].

The device consists of a bottom transparent layer coated with a conducting 
material (a thin layer of gold that assists in the self-assembly of the PSI units). A 
semiconducting layer is evaporated on the biological materials to prevent elec-
trical shorts and then another conducting layer is applied. About 12% of the 
photonic energy in incident light is converted into electrical charge. Higher 
levels of charge effi ciency (∼20%) could be attained by fabricating multiple 
layers of these PSI sandwiches [317,318].

FIG. 12.23

(a) Schematic of the photosynthesis reaction center in plant leaf showing the essential 
membrane-bound elements that comprise the light reactions of photosynthesis. Light is 
absorbed by protein-bound pigments within a light-harvesting complex (green); the energy 
is transferred to a reaction center (yellow) in which the energy is used to separate 
charge across the membrane, leading to reduction of a membrane-soluble quinine QB; the 
quinone migrates to a second protein reaction center (red) that couples its reoxidation 
(Q0 ¤ Qi ¤ Q) to transfer of protons across the membrane; the backfl ow of protons across 
the membrane drives ATP synthesis at another transmembrane protein element (purple). 
(b) Structure of the photosynthesis reaction center: the light activated reaction center 
from Rhodopseudomonas viridis was the fi rst of the integral membrane proteins 
involved in photosynthesis whose structure was determined to atomic resolution (by Deisenhofer, 
Epp, Miki, Huber and Michel in 1984).
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The Grätzel Cell. Michael Grätzel of the Swiss Federal Institute of Technology 
(EPFL) developed the dye-sensitive solar cell in 1991 (known as the Grätzel cell) 
[320,321]. The mechanism of the Grätzel cell is similar to several aspects of 
photosynthesis in plants—an organic dye (like chlorophyll in plants) captures 
photons and transfers energy to electrons. In the Grätzel cell, tethered dye mol-
ecules absorb photons and transfer energy to titanium dioxide semiconductor 
nanoparticles [322,323]. The basic concepts of the Grätzel cell are shown in 
Figure 12.24. The schematic fl ow of electrons is shown in Figure 12.25.

Traditional solar cells, like those described earlier, behave like transistors in 
which the silicon semiconductor materials provide both the “n” and “p” com-
ponents. The silicon absorbs light and is responsible for charge separation. 
These materials, as a consequence, must be very pure to prevent recombination 
of electrons and holes at defects. In Grätzel cells, this dilemma is overcome by 
differentiation between absorbers and charge separator materials [324–330].

In the photoexcitation process, electron–hole pairs (excitons) are created in 
the p/n-junction of semiconductors. In semiconductors like TiO2, energy from 
the ultraviolet region of the solar spectrum (<400 nm) is required in order to 
overcome the bandgap energy (∼3.2 eV for TiO2). One disadvantage to pure 
semiconductors like silicon and titanium oxide is that only photons with the 
required energy (>Eg) or more are able to induce photoexcitation—much of the 
energy is lost as heat if energies >Eg are absorbed. The p-layer needs to be fairly 
thick for the process to occur with a high chance of success—a condition that 
also promotes the chance of electron–hole recombination. In other words, sili-
con acts both as the source of excitons and as the site of the potential barrier of 
charge separation. Dye-sensitized solar cells resolve this problem. Dye molecules 

FIG. 12.23
(CONTD.)

(c) Laue diffraction pattern of the bacterial reaction center of R. viridis. Resolution at 
detector edge 2.9 Å, temporal resolution 2 ms.

(c)

Source: Images courtesy of Dr. Richard Baxter, UT Southwestern Medical Center, Dallas. With permission.
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absorb lower energy regions of the spectrum. Since the solar spectrum consists of 
ca. 46% visible light, use of dye molecules allows the cell to capture more energy, 
as opposed to semiconductors like TiO2 that absorb ultraviolet radiation (ca. 
3% of the solar spectrum).

In a dye-sensitized solar cell, the function of the semiconductor (e.g., the 
titanium oxide nanoparticles) is to serve as a charge carrier for transfer of elec-
trons from the dye molecules. Visible light absorption is accomplished by a thin 
unimolecular layer of dye molecules tethered to the semiconductor surface by 
organic ligands (Fig. 12.26).

The effi ciency of the Grätzel cell improved to 12.3% by 2004 [331]. Modifi ca-
tions of the concept developed by Michaël Grätzel continue to this day—especially 

FIG. 12.24

An electronic fl ow scheme of a Grätzel cell is depicted. A dye molecule tethered to a TiO2 
nanoparticle traps solar energy similar to the action of chlorophyll—photoexcitation of 
electrons. The excited electron of the dye molecule is in close proximity to the TiO2 semi-
conductor. By the process of charge transfer, excited electrons enter the conduction band 
of the TiO2 and accumulate at the anode and fl ow in an external circuit. Electrons from 
the counter electrode are injected into the iodide/tri-iodide redox cycle from which iodide 
(the reduced form) relinquishes its electron by transferring it to the dye molecule. In this 
way, the electronic state of the dye molecule is back to square one and ready for another 
photoexcitation episode.
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in the electrolyte and dye materials. For example, K.G.U. Wijayantha et al. of the 
University of Bath in the United Kingdom replaced the organic dye molecules 
with CdS quantum dots [332–334]—a nanotechnological adaptation of the 
Grätzel cell (Fig. 12.27). CdS quantum dots were self-assembled on the surface 
of dispersed nanocrystalline TiO2 by tethering with organic ligands as bifunctional 
linking molecules—3-mercaptopropionic acid HO2C–CH2–CH2–SH (MPA). As with 
the organic dye depicted in Figure 12.26 above, the carboxylic acid groups serve 
as links between the TiO2 and the quantum dots. 3-MPA, a material used often 
in biosensors, promotes electron transfer reactions between cytochrome c and 
gold surfaces and is known as a promoter molecule [335].

FIG. 12.25

A schematic version of the Grätzel cell depicting electronic states of the tethered dye molecule 
and n-type TiO2 semiconductor conduction and valence bands is depicted. The voltage, 
against a standard calomel electrode, ranges from +2.5 V to -0.9 V (bottom-to-top). An 
electron in a transition metal complex excited by a photon transfers the excited electron to 
the conduction band of the semiconductor by the process of injection. The maximum voltage 
this device is able to deliver is the difference between the potential of the I-/I3 redox couple 
and the Fermi level of the semiconductor.
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Future Directions for Electronic and Energy Transfer in Supramolecular and 
Biomolecular Systems. Biomimetic photosynthesis, photoelectricity production, 
and photonic production of hydrogen offer possible alternatives to conventional 
sources of fuel and electricity. Research in biomimetic photonics has the goal of 
providing low-cost renewable energy and fuels without polluting or global 
warming by-products. Highly focused and skilled research groups around the 
world are pursuing this goal by various routes. One route would use plants, 
bacteria, and other cells, enhancing their photosynthetic productivity by genetic 
engineering and hybrid biomimetics [336–338]. Other approaches include 
splitting water into hydrogen and oxygen by biomimetic photocatalytic systems. 

FIG. 12.26

A more realistic rendition of the Grätzel cell is depicted. All dye-decorated semiconductors 
are connected to the transparent conducting anode. The semiconductor particles form a 
compact layer with very high surface area, which is a few microns in thickness. The thin-
layer (5–10 mg ⋅ cm−2) Pt mirror also serves to catalyze the cathodic reduction of tri-iodide 
to iodide. The electrolyte I−/I3

− mediator is soluble in a nitrile organic solvent. Once all 
components are in place, the cell is sealed from the ambient environment. More advanced 
cells utilize a dry solid-state hole-transporting polymer called PVK (poly(N-vinyl-carbazole). 
Effi ciency of Grätzel polymer glass cells is on the order of 5% while that of the liquid cell 
is on the order of 10%.

Ru[4,4-bis(carboxyl)-bpy]2-(NCS)2
is a typical dye molecule with a transition
metal center. Ruthenium bipyridyl
complexes are commonly used as dye
molecules in electron transfer reactions.
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Others utilize biomimetic methods to create novel and effi cient photovoltaic 
and photoelectric cells to generate electric power directly. No doubt a combination 
of all of these approaches will eventually fi nd practical application [339–340].

12.3.4 Sensors Based on Biomimetic Moieties

The sensitive interactions of natural biological nanostructures with molecules give 
them great potential for biomimetic sensors. We saw examples in the butterfl y 
wing photonic sensors in the previous chapter. And the adhesive molecules 
discussed earlier in this chapter offer many possibilities for use as selective bio-
sensors [341]. We will discuss two additional examples that are illustrative in 
their biomimicry and principle of operation. These are gas sensors using the high 
surface area of diatom shells, and biomimetic nanoscale temperature sensors.

Silicon Diatom Model for Gas Sensors. A nitric oxide sensor based on the 
nanopatterned diatoms shells was designed by Sandhage et al. [342]. They 
started by making pure silicon replicas of the silica (silicon dioxide) diatom 
frustules. Unlike insulating silica, silicon is a semiconductor which can carry 
electrical current. The result was micro- and nanostructured silicon shells with 
high surface area (>500 m2 ⋅ g−1) which readily absorb gases, with resulting rapid 
changes in electrical impedance. The impedance changes can be measured by 

FIG. 12.27

Generic rendition of a TiO2 nanoparticle decorated with CdS quantum dots. The tethering 
ligand is 3-mercaptopropionic acid. Use of quantum dots allows for nearly 100% capture 
of the solar spectrum. Although organic dyes function well in the visible range, they are 
expensive and are relatively unstable over the long term. The use of quantum dots pose 
several advantages: (1) they are easy (and relatively inexpensive) to fabricate (e.g., spin cast-
ing), (2) their optical properties are size dependent, therefore tunable, (3) they are relatively 
robust, and (4) they are able to absorb light over the IR, near-IR, visible, and UV range of 
the solar spectrum.
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resistance to the fl ow of electrical current or by wireless coupling in a radiofre-
quency fi eld.

When exposed to gaseous nitric oxide in concentrations as low as 1 ppm, the 
sensitivity and response speed of the diatom-patterned nanosensor are much 
greater than for conventional porous silicon NO sensors. The applied bias 
voltage can be as low as 100 mV—considerably smaller than that needed in 
other devices. Also, the silicon frustules luminesce strongly in UV light, which 
could provide a route to other types of sensor design.

Nanoscale Biomimetic Temperature Sensors. Lee and Kotov have reviewed the 
design of thermal sensors on the nanoscale [343]. This type of measurement is 
a good paradigm for how everything changes at the nanoscale. Temperature is 
straightforward in the macroscale. But it ceases to be simple when we leave 
large-scale molecular statistics for the nanoscale, where random variations of 
molecular motion and energy are not averaged out so smoothly. This is evident 
when we consider Brownian motion.

Temperature measurement at the nanoscale poses challenges, where we need 
to measure heat with high spatial resolution. Nano- and biotechnology require 
precise thermometry down to the nanoscale regime if temperature of nanode-
vices is to be calibrated. The development of a nanoscale thermometer is not 
merely a matter of size—it requires materials with novel physical properties, 
because all physicochemical and thermodynamic properties are drastically 
altered at the nanoscale. Progress on nanoscale thermal sensors will require use 
of molecular and biological moieties, as well as nanoscale superstructures, such 
as nanosprings and cantilevers.

Biological systems have a number of temperature-dependent molecules and 
processes which can be adapted for nanoscale thermal measurement. Use of 
thermo-transformable responsive entities borrowed from biology can lead to 
high spatial resolution and enhanced biocompatibility because of the moieties’ 
reduced size and direct applicability to biomedical or clinical sensing and imag-
ing. (For example, sensing very small cancer tumors, which have a higher local 
temperature in the body.)

Examples are temperature-dependent changes in double-stranded DNA 
structure from B- to Z-DNA, which has been investigated as a possible molecular 
nanothermometer. Differences in the electronic properties of the two structures 
and the charge-transfer process from fl uorescent probes result in marked changes 
in optical emission. Certain messenger RNAs (mRNAs) change conformation 
with temperature. Areas of RNA chains undergo temperature-dependent confor-
mal changes that can be monitored by ultraviolet and nuclear magnetic resonance 
spectroscopy.

12.3.5 Biomimetic Molecular Nanoengines

The design of macromolecular engines is an active area of nanotechnology, and 
biology is a very rich source of models and ideas for such designs. We briefl y 
mention two topics in the area to call attention to its importance, although it is an 
advanced topic that is beyond the scope of this introductory chapter on biomi-
metic nanotechnology.
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Biologically Inspired Nanoengines. Much work has been done on design of 
nanostructures using natural molecular motors such as the rotators in the fl a-
gella of bacteria, spermazoa, and similar cellular biomotive engines [344–350]. 
It is interesting to note that when mankind invented the wheel, no one could 
have known that nature had already developed highly sophisticated rotary 
engines. There was a natural precedent that no one would be able to see for 
thousands of years.

Another very interesting and semibiomimetic area is the adaptation of the 
information processing and storage properties of the genetic code machinery to 
design molecular computing engines. This falls somewhat outside what is usu-
ally considered biomimetic, but can be considered to be inspired by nature 
[351–354].

DNA for Parallel Processing. Leonard Adelman proposed using DNA to solve 
complex mathematical problems in 1994. He mapped the traveling salesman 
problem (a diffi cult to solve mathematical formulation also known as the 
Hamiltonian path problem) whose solution is a path through a set of points 
from start to end, going through all points once and only once. This problem 
becomes combinatorically diffi cult as the number of points increases.

Adelman represented each city by a unique DNA nucleotide code sequence; 
replication created new sequence combinations. DNA as a computing engine 
maps naturally to combinatoric problems where parallel processing can create 
many solutions at the same time for comparison. Most conventional computing 
architectures have to solve problems one step at a time (linear processing). DNA 
has the added benefi ts of being a cheap, energy-effi cient, and extremely small 
for high information-holding density. The main disadvantages are setting up the 
program and the random errors that can occur in biological systems.

Molecular Penrose Tiling. Molecular tiles can be designed with capillary inter-
actions that correspond to simple logic operations—AND, XOR, etc., and 
allowed to self-assemble to determine whether they organize into assemblies 
according to mathematical and logical rules, as in Penrose tilings. Interesting 
results have been obtained by researchers, including Adleman and Paul 
Rothemund. Rothemund designed experiments to see whether one could make 
tiles that obey the Penrose tile matching rules and to see how well they could 
make a Penrose tiling. There has been much interest in whether Penrose-type 
tilings can self-assemble with few errors. Experiments have shown that one could 
make suffi ciently complex matching rules using capillary force interactions, and 
that the energetics of hydrophilic and hydrophobic bonds on the tile elements 
could skew the distribution of structures [353] (Fig. 12.28).

Neural Networks and Swarm Computing. The coordinated fi ring patterns of 
neurons inspired abstract mathematical analysis which found deep connections 
with quantum state phenomena, leading to the development of neural network 
algorithms for parallel computing and pattern recognition. This fi eld underwent 
intense development from the 1970s through the present, and has moved into 
many practical applications [355,356]. The cooperative, independent but coor-
dinated movements of fl ocks of birds and swarms of ants have inspired studies 
which found an underlying relationship to distributed computing models and 
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to statistical mechanics. This has led to the development of swarm computing 
algorithms for parallel processing which are fi nding application in many com-
binatoric and exponentially diffi cult problems in graphics, searches, and other 
areas, including nanotechnology [357].

DNA for Diagnosis. DNA computing is most naturally applied to biomedical 
applications, where its ability to recognize, match, and replicate trillions of 
combinations can be used for diagnosing and treating cancers, virus infections, 
and other disorders that involve genetic expression. Since the object of the tests 
is also DNA, there is no input/output interface problem. As a demonstration, 
researchers at the NSF National Center for Chemical Bonding built an automaton 
using DNA encoding simple logic to play a programmed game of Tic Tac Toe, 
always obtaining a win or tie, as any computer does. The automaton is called 
MAYA (Molecular Array of YES and AND logic gates) and its second generation 
(MAYA-II) has more than 100 DNA logic circuits. This technology could be used 
in the future to develop instruments that can simultaneously diagnose and treat 
cancer, diabetes, or other diseases.

DNA Nanotube Computer Circuits. DNA can serve as a template for digital and 
quantum computing [358–360]. IBM has used self-replicating and self-organizing 
properties of DNA to arrange carbon nanotube into nanowire circuitry [361]. Much 
DNA computing tends to leave the biomimetic domain once results are pursued—
just as early airplanes ceased to resemble birds. This perhaps refl ects our lack of 
real understanding, not of DNA and biomolecules, but of how the brain really 
works on a much deeper level than is addressed by nanotechnology.

FIG. 12.28 Penrose tile patterns produced by molecular computing elements.

(a) (b)

Source: Image from P. W. K. Rothemund, Proceedings of the National Academy of Sciences USA, 97, 984–989 (2000). With 
permission.

48031_C012.indd   58548031_C012.indd   585 10/29/2008   8:37:15 PM10/29/2008   8:37:15 PM



586 Fundamentals of Nanotechnology

TRIZ—Biomimetic Problem Solving Methodologies. Julian Vincent at the 
University of Bath has developed a methodology for solving engineering design 
problems which attempts to emulate the decision-making processes used by 
nature—perhaps the ultimate application of biomimetics. Vincent and his col-
leagues adopted a formalism called the “theory of inventive problem solving.” 
Known by its Russian acronym Triz, it was developed by Genrich Altshuller as a 
way to systemize engineering and economic decision making. It is similar to 
operational analysis methods, and to design methodologies such as the 
Boothroyd–Dewhurst design for manufacturing method. Vincent put biology 
into the matrix to highlight the striking contrasts between the technical solu-
tions favored in engineering and those found in nature [362].

Data is loaded into the matrix for design solutions used in engineering and 
those found in nature, using variables such as composition, structure, spatial 
arrangement, time, energy and information, and then the contradictions and 
agreements are computed. The conclusions are striking: there was only a 12% 
degree of similarity between the two approaches, suggesting that nature usually 
has quite different problem-solving strategies from those of engineers. The 
matrix revealed that engineering solutions varied with size scale. For manipula-
tion at small scales, from molecular to micro, our engineering methods nearly 
always rely on high use of energy—refl ecting that we use heat to drive random 
recombinations of molecules in chemical- and energy-generating processes.

At larger scales, structure, which involves directed manipulation of matter, 
becomes gradually more signifi cant than energy for engineers. But in biology, 
the proportions of each solution class stay more or less constant at all sizes, 
from nanometers to kilometers. Crucially, this implies that biology manipulates 
information, with the saving of energy and material, at the nanoscale. This 
refl ects that we can apply information more effectively at large scales where we 
are more familiar with visualizing the manipulation of the problem elements. 
But now nanotechnology, especially with the direction provided by insights 
from nature, is giving engineers the ability to manipulate matter intelligently on 
the nanoscale.

Vincent is planning to make a systematic version of Triz biomimetic design 
methodology available to engineers, designers, and planners on the Internet. In 
time it may become a widely used design tool, leading indirectly to a global 
infusion of biomimetic technology.

12.4 CONCLUSION

The new technology we build in the future should be recyclable and sustainable, 
reliable and energy effi cient. By elucidating the delicate and intricate assembly 
of living organisms, it will be possible to create new materials and systems. 
Markus Milwich et al. Competence Network Biomimetics [187].

By applying the principles learned from nature, biomimetics contributes to reali-
zing “smart,” dynamic, complex, environmentally friendly, self-healing, and multi-
functional artifi cial structures, machines, lubricants, and adhesives. By illustrating 
how mechanical, physical, chemical, and entropic nanoscale forces can work in 
concert to provide strength, resilience, adaptivity, self-healing, and functional-
ity, biomimetics plays a key role in the development of a mature and integrated 
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nanotechnology that like natural systems, applies the appropriate tools to 
execute nanoscale tasks.

The laws of biomimicry are obvious and straightforward–Nature runs on sun-
light, uses only the energy it needs, fi ts form and function, recycles everything, 
rewards cooperation, banks on diversity, demands local expertise, curbs excesses 
from within and taps the power limits J. M. Benyus, Biomimicry: Innovation 
Inspired by Nature [3].

Life itself is still a miracle to us. Organisms are complex open systems through 
which energy and materials fl ow on a dynamic homeostatic trajectory far from 
thermodynamic equilibrium. Engineers, scientists, economists, and managers 
can learn by understanding and generalizing natural approaches to the challenges 
of life. Human engineers will need to be able to apply creativity and disciplined 
thought to solve the many new problems that we encounter and make for 
ourselves in the built environment of an industrialized world. Understanding 
natural methods is a powerful starting point, but biomimetics implies taking 
the natural examples and improving and expanding upon them in new materials 
and combinations.
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Problems 
12.1 Which of the following technological 

developments were most likely based 
on observations of biological analogs? 
(a) Airplane, (b) wheel, (c) axe, (d) steam 
engine, (e) artifi cial intelligence, and 
(f) jet engine.

12.2 Why do you think that biomimetics and 
bionics have become increasingly more 
important (and achievable)?

12.3 Do some research and determine how 
many kinds of Velcro fasteners are on 
the market. Are there any that approach 
the nanoscale with regard to working 
components?

12.4 Research, defi ne, and draw the hierarchi-
cal structure of rope. Is its structure 
related to any biological structure(s) that 
you know?

12.5 Explain the meaning of “hidden struc-
ture” and “sacrifi cial bonds.” How do they 
contribute to strength of materials? Draw 
a diagram illustrating sacrifi cial bonds.

12.6 What percentage of glue in relation to 
mineral bricks is found in shells? Compare 

the structure of shells to the structures of 
different types of brick walls. Would 
the wall be stronger if less mortar is 
used? If more?

12.7 What is the function of steel bars used in 
concrete? What are some analogous 
structural features in nanofabrications?

12.8 What is meant by “rolling” in white blood 
cells? What are the steps in the process? 
What types of materials mediate each 
step?

12.9 Why can discovery of an adhesive mole-
cule in a mosquito help prevent malaria 
in humans?

12.10 What are some of the practical commer-
cial applications learned from the lotus 
leaf?

12.11 Do humans use more energy to make 
materials and power their engines than 
animals and plants? Explain the reason 
for your answer.

12.12 What is the difference between biomi-
metics and hunting and gathering natural 
materials?
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MEDICAL NANOTECHNOLOGY

 While some may dream of nanorobots circulating in the blood, the immediate 
applications in medicine will occur at the interfaces among … nanotechnology, 
micro-electronics, microelectromechanical systems (MEMS) and microopti-
calelectro-mechanical systems (MOEMS). … The bounty will not be realized 
until those trained in these new paradigms begin to … address basic medical 
and scientifi c questions.

D.A. LAVAN AND R. LANGER, MIT, 
NSF Symposium 2001

Chapter 13
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THREADS
Chapter 13 presents an introduction to nanotech-
nology as applied to medicine. This is a rapidly 
developing area, with many impacts. This chapter 
emphasizes device and materials nanotechnology 
rather than molecular and protein engineering. 
The impact of nanotechnology on treatment is 
emphasized: keeping in view that since this is about 
medicine, an integrated approach focused on the 
patient rather than the technology will be taken. 
This introduction focuses on some examples of cur-
rent applications which are active areas of research 
and development in biomedicine, with an overview 
of bio-nanoengineering developments that have 
promise for the practice of medicine or which point 
to new directions for research and development. 
Several areas are discussed which are currently 
more microtechnology than nanotechnology; in 
these cases the path to feasible benefi ts through 
application of nanotechnologies that are in devel-
opment is evident. Hopefully this will serve to 
motivate engineering and biomedical students to 

become a participant in making those benefi ts a 
reality.

As the practice of medicine is an applied art as 
much as a science, this chapter is placed as part of 
the book on nanotechnology rather than nanosci-
ence. Biomedical science draws heavily upon 
biomolecular nanoscience, chemistry, physics, and 
engineering, which are covered elsewhere in the 
books on nanoscience and nanotechnology. This 
chapter is intended to be useful to those in medi-
cine as an introduction to nanotechnology and its 
relevance to their fi eld. Emphasis is therefore 
placed on current and near-term applications and 
developments rather than future long-term possibili-
ties. This introductory survey should help clinicians 
understand the potential of nanotechnology-based 
innovations for those in their care. In keeping with 
evidence-based and peer-mentoring approaches in 
medicine, this chapter includes extensive refer-
ences to medical and bioscience sources for further 
examination and study.

FIG. 13.0
What if doctors could reach out and correct diseases at the 
macromolecular level? Nanotechnology provides tools to help 
bring that dream closer to reality.
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13.0  INTRODUCTION TO MEDICAL 
NANOTECHNOLOGY

13.0.1 Defi nitions: Medicine and Medical Nanoscience

Medicine is the knowledge and practice of maintaining and restoring health. 
Health is the state of a person, an organism, or an organ in which its systems are 
able to perform their functions without failure in the face of external threats and 
internal complications. Living systems are constantly meeting challenges such 
as stress; injury; malformation in development; genetic errors; invasions by 
viral, bacterial, and parasitic agents; cancer; degeneration; and challenging 
normal life events such as pregnancy and delivery; puberty and menopause; 
aging; and death. It is the goal of medicine to support, maintain, and restore 
productive functioning of life while minimizing suffering and doing no harm. 
The roots of medicine lie in our empathy for our fellow creatures, starting with 
our fellow human beings. Medicine is essentially a human art which is supported 
by observation, evidence, recording and passing on of knowledge and experience, 
training, and standards. “There is no one division of medicine by which we know 
and another by which we act” [1]. Medical science is inseparable from medical 
practice, as the ultimate signifi cant observation is the outcome for a patient.

Medical science is the application of scientifi c methods to the study of living 
systems with the goal of improving medical practice. Medical science is based 
on any scientifi c or technological discipline that can contribute knowledge and 
techniques that advance the practice and understanding of medicine. These have 
historically included anatomy, physiology, chemistry, physics, engineering, and 
other disciplines. The development of medical science is inextricably involved 
with the other sciences. The student who aspires to work in medical practice or 
research must be prepared with a solid base in multiple disciplines relevant to 
human health. Increasingly, these disciplines will include aspects of nanoscience 
and nanotechnology as applications to medicine emerge.

Health and Molecular Signaling. Modern understanding of health is based on 
the concept of regulation of metabolism by a complex network of molecular-
based communication mechanisms known as cell signaling that governs basic 
cellular activities and coordinates cell actions. Cells in the body perform their 
life cycle functions in part by genetic programming, but also by responding to 
molecular signals generated within the cell and received through receptors on 
the cell membranes. These networks respond to, are controlled by, and can be 
disrupted by processes that take place on the electrical, molecular, macromole-
cular, and supramolecular scales. The latter are the domain of nanotechnology, 
where current advances are offering applications for medicine.

Homeostasis. Healthy organisms tend to maintain homeostasis, from the 
Greek words meaning “like or same” and “still or static.” Homeostasis is defi ned 
as the stable state controlled by a system of feedback: the system reacts to changes 
sensed in its state and/or environment to counter infl uences that tend to desta-
bilize it or divert its development from the normal path. For example, body 
temperature, blood pressure, levels of carbon dioxide in the lungs and tissues, 
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the osmotic pressure within cells are homeostatically regulated. Living organisms 
and systems as a whole are not static: they undergo growth, development, and 
death in their normal life cycle. Health must be considered as a dynamic rather 
than a static process, by which a healthy cell or organism responds appropri-
ately to environmental and developmental challenges. Medical science advances 
the understanding of how these responses are regulated through a complex 
network of molecular and supramolecular interactions.

Medical science draws upon engineering concepts and methods to create 
its own unique models for understanding biological networks as not only 
chemical but also physical and structural—as complex machinery with subtle 
control systems acting through specifi c detailed interactions at the macro-
molecular and nanoscale level. This approach underlies medical nanoscience, 
a perspective which gives us a framework to model, understand, and intervene 
in living processes at the level of supramolecular machinery with selectivity 
and precision.

13.0.2 Historical Origins: Medical Breakthroughs

Historically, medical science originates with empirical observations of outcomes 
of surgical and pharmaceutical applications. Prior to development of written 
records and a system of critical evaluation of outcomes, primeval societies had 
oral traditions regarding herbs and other remedies. Archeological evidence for 
primitive surgical operations has been found. The development of written 
records accelerated the communication of medical remedies and the develop-
ment of a long-term body of experience and outcomes. Stone Age sites in 
Baluchistan have revealed evidence of dental drilling with fl int tools in an early 
farming culture [2]. Some of the oldest known medical writings are Egyptian 
papyri from 1600 to 1700 B.C., which record surgical cases and outcomes, and 
document-established practices which may predate the papyri by several thousand 
years. [3]

Early civilizations held healers in high esteem; their reputations became leg-
endary and they were elevated to god-like status. In ancient Egypt, Imhotep 
(meaning “one who comes in peace”), was a historical fi gure who rose from 
common beginnings to become the vizier to the Pharaoh Djoser (reigned 2630–
2611 B.C.). In ancient cultures, the roles of doctor, priest, scribe, sage, poet, 
astrologer, architect, vizier, and chief minister were all intertwined. There was a 
degree of interaction between the Egyptian culture and the civilizations of the 
Tigris and Euphrates valley, such as the Persians. After his death Imhotep (or 
Greek: Imouthes) was elevated to demigod status and became a cult fi gure for 
healing and a focal point for collections of writings and medical practices in 
temples and courts in many cultures [4,5,6]. He became identifi ed with the 
Greek god of healing, Aslepius, and the Greek and Arabian civilizations continued 
the medical heritage of the Egyptians and Asians.

The most famous Greek doctor was Hippocrates, who was also elevated to 
cult status, with an attributed genealogy descending from Aslepius. Modern 
Western science-based medicine reveres Hippocrates as a physician who applied 
philosophical enquiry to medicine and encoded ethical standards for practice. 
The admonition in the Hippocratic oath: “First, do no harm,” is still the foundation 
of medical practice.
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In the Indus civilization, the Ayurvedic tradition of medicine (meaning “life 
knowledge”) is documented by the works of Agnivesha, whose writings were 
later revised by Charaka, about 300 B.C. Charaka held that health is not prede-
termined and life may be prolonged by human effort. This was a major advance 
in outlook for prescientifi c societies. He defi ned the goals of medicine as to cure 
the diseases of the sick, protect the healthy, and to prolong life. Medical students 
in the Charaka tradition were given a code of practice with parallels to the 
Hippocratic oath, including honesty, devotion to learning, sober living, and 
respect for patient confi dentiality. The Indus tradition was very systematic with 
division of medicine into categories such as toxicology, obstetrics, etc., and a 
rigorous qualifying exam for practitioners.

In China, medical knowledge was documented in the classical period in texts 
with parallels to the other ancient traditions, basing illness on a balance of the 
primary elements and astrological infl uences. A unique aspect of Chinese medi-
cine was the practice of acupuncture, which is systematically treated in the early 
treatises, with highly developed anatomical descriptions.

In large part because of the care to avoid doing harm, the practice of medicine 
has traditionally been experience based and very conservative when adopting 
new practices and theories. The germ theory of disease was famously resisted by 
medical practitioners in the nineteenth century until the evidence gained from 
actual practice became overwhelming, notably due to the work of Louis Pasteur, 
Claude Bernard, and Robert Koch [7]. At least as much harm has been done in 
the history of medicine by adherence to theories as doctrines as by rational 
experimentation with new techniques. That said, the goal of minimizing harm 
is best served by a skeptical approach to new developments.

Medical Breakthroughs. In 2000, the New England Journal of Medicine reviewed 
major medical progresses of the past 500 years [8], presenting a number 
of breakthrough medical milestones in chronological order. Besides such 
major advances in practice such as anesthesia and rigorous statistical clinical 
trials, the scientific breakthroughs included a series that trends toward 
understanding of life science on a broadly smaller scale, from the gross to the 
sub-microscopic:

Elucidation of human anatomy and physiology, beginning in the sixteenth 
century

Accurate anatomies, circulation, pulse, blood pressure, electrical 
nerve stimulus, control of muscle by nerves

Discovery of cells and their substructures, from the sixteenth to the twentieth 
centuries

Microscope, discovery of bacteria and protozoa, complex inner struc-
tures of plant and animal tissues, plant cells, animal cells, cell division, 
nucleus, etc., electron microscope, isolation of mitochondria

Development of biochemistry, from the seventeenth to the twentieth centuries
Concept of active “fermet” replaces idea of passive “humours,” discovery 
of oxygen, other gases, development of organic and physical chemistry, 
enzyme chemistry, pathways of metabolism, Krebs cycle, role of calcium, 
sodium, potassium, magnesium, etc., chlorophyll, hemoglobin, hormones, 
neurotransmitters, cell signaling
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Discovery of the relation of microbes to disease beginning in the nineteenth 
century

Displacement of spontaneous generation theory of microbial life by 
continuous inheritance principle, association of microbes with dis-
eases, discovery of viruses, pasteurization, vaccination with weak-
ened microbes and viruses, isolation of bacteria in pure culture, 
antiseptics, recognition of importance of sanitation and sterilization, 
disease vectors

Elucidation of inheritance and genetics beginning in the nineteenth century
Mendelian laws of inheritance, inheritance of errors of metabolism, 
genes, chromosomes, mapping of genes on chromosomes, specifi ca-
tion of enzymes by genes, identifi cation of DNA as genetic material, 
base pairing rules in DNA, isolation and x-ray diffraction of DNA 
molecules, identifi cation of double helix structure of DNA, role of 
RNA in transcription of proteins coded in DNA, messenger RNA, 
methodology for decoding sequences of bases in DNA, discovery of 
reverse transcriptase which converts RNA into DNA, polymerase 
chain reaction method for DNA amplifi cation, establishment of a 
relationship between a molecular mutation and a specifi c disease, 
“molecular disease” concept

Knowledge of the immune system
Discovery of fi rst known antibodies (in diphtheria antitoxin), identi-
fi cation of role of phagocytes engulfi ng foreign bodies, cellular theory 
of immunity, major advances in vaccines, killed virus vaccines, fi rst 
vaccine produced by DNA technology (hepatitis B)

Medical imaging and biomarkers for diagnosis and research
Discovery of x-rays, use to image bone and hard tissue structure, 
radioactive tracers for imaging, ultrasound, development of contrast 
agents; use of power of electronic controls and digital computation to 
generate detailed multilayer and dimensional images of organs and 
vessel structure: magnetic resonance imaging, computed tomogra-
phy, Doppler ultrasound, functional magnetic resonance imaging, 
image enhancement agents, radiotracers for metabolic and cellular 
pathways, photochromic markers, bioluminescent markers of molec-
ular activity within cells; use of medical imaging to guide surgery and 
minimally invasive procedures, use of antibodies labeled with photo-
nic and magnetic targets to identify cancer cells

Discovery and development of antimicrobial agents
First antibiotic compound: Salvarsan, discovery of antibiotic activ-
ity of dyes, Prontosil for strep infections, sulfa drugs, penicillin, 
discovery of antibiotics in soil organisms, development of strepto-
mycin, understanding the ability of microbes to develop resistance 
to antibiotics

Development of molecular pharmacotherapy
Concept of chemotherapy, extension of pharmaceutic application 
from microbes to cancer cells, removal or deactivation of hormone-
producing glands (ovaries, testes, etc.) to treat cancer of organs regu-
lated by hormones (breast cancer, prostate cancer, etc.), treatment of 
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lymphomas by nitrogen mustard, methotrexate for leukemia, cis-
platinum for cancer, beta-blockers; design of drugs for specifi c molecu-
lar targets, explanation of genetic-based variability of drug response

When we review the above catalog of medical advances, there is a trend from gen-
eral treatment of whole organs and bodies to specifi c focus on detailed molecular 
mechanisms in both diagnosis and treatment. Over the past 500 years advances in 
chemistry, physics, and electrical engineering went hand in hand with advances in 
medicine to apply therapy more precisely and effi ciently. Advances in science and 
technology have led to new concepts and tools, such as chemical reactions and 
chemical analysis and synthesis, which have been applied in the life sciences with 
resulting advances in medical understanding and practice.

In many cases, studies and observations from medicine and the life sciences 
have led to new scientifi c breakthroughs in chemistry and physics. The discovery 
of oxygen by Priestley [9], which led to the replacement of the phlogiston theory 
of combustion, was based on his experiments with fermentation, respiration, 
and the ability of plants to restore the life-supporting properties of air in confi ned 
spaces. Priestley’s interactions with people like Benjamin Franklin accelerated 
the advance of medical and scientifi c knowledge, part of a newly emerging 
network of organizations which spurred and supported science, sometimes in 
the face of political and religious opposition. The activities of these early societies, 
supported by the wealth and protection of enlightened patrons, led to the meetings 
between Priestley and Lavoisier, who completed the conceptual development of 
the theory of combustion, a fundamental breakthrough in the understanding of 
matter and energy [10,11].

In an equally important breakthrough, the discovery of electrical stimulation 
of movement in frog legs by Galvani led to understanding of electric potential 
and the development of electric batteries by Volta, as well as understanding of 
how nerve impulses are transmitted. The story of Galvani and Volta and their 
disagreements provides an instructive example of tensions produced between 
the medical and technological outlooks [12].

In the twentieth century, the elucidation of electronic charge transfer in the 
process of photosynthesis and energetics of cellular metabolism has led to 
breakthroughs in photoelectric engineering and solar power generation. The 
study of human speech and hearing pathologies and development had impacts 
on computer speech synthesis and recognition. There is an inseparable rela-
tionship between advances in science and technology and advances in medi-
cine. New ways of understanding, interpreting, and investigating the world 
based on nanotechnology will create new understanding of health and disease, 
and will generate new technical tools for study and application to medical 
practice.

13.0.3 Medical Nanoscience: Roots in Medical Science

The fi eld of nanoscience is essentially a new perspective on science and technology, 
with new possibilities opened by vastly more powerful tools for examination 
and manipulation of matter on the sub-micron scale. This new paradigm is rapidly 
opening possibilities in medical research and practice. The impact of nanoscience 
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on medicine parallels those made by microscopy, chemistry, physics, electron-
ics, and computing which led to new theories of disease, more effective 
approaches to treatment, and powerful new imaging and surgical tools.

Early medical diagnosis and treatment was based on what could be deduced 
from appearance and feel of the body, pain and sensitivity, fever, examination of 
bodily fl uids, external appearance of symptoms, and course of the disease. For 
example, early physicians diagnosed diabetes by the sweetness of urine. With 
the development of chemistry and the microscope, diagnoses could be made on 
the basis of the appearance of cells and composition of bodily fl uids; for exam-
ple, the relative number of different types of blood cells (the blood count) 
became a diagnostic yardstick; fever was quantifi ed by use of the thermometer; 
clinical chemistry analyzed the pH and other chemical composition of the body 
fl uids; microscopic examination showed the presence of identifi able microbes 
in sputum. With the development of x-rays and ultrasound, the anatomy of the 
body could be examined and the presence of fractures and foreign bodies could 
be diagnosed accurately.

Without advanced tools to directly observe molecules at the nanoscale, these 
discoveries were made by a combination of careful observation and experiment, 
insightful hypotheses, and skillful deduction. For example, viruses were fi rst 
postulated by their ability to convey disease after passing through nanopore 
fi lters, whose extremely small pore sizes blocked the passage of previously 
known cellular disease agents. This early example of nanotechnology used the 
ceramic fi lter developed by Charles Chamberland. Viral structure was later elu-
cidated with the electron microscope and x-ray diffraction. Clinical chemistry, 
histology, and molecular biology produced more subtle and precise windows 
into biology, with determination of multiple antibody assays and/or genotypes 
conducted at the patient’s bedside or in the clinic.

Drugs are now designed to target specifi c metabolic pathways and cell mem-
brane receptors or cell processes. For example, the taxols such as paclitaxel dis-
rupt the tubulin process involved in the confi guration of microtubules essential 
in cell division (mitosis), thus preferentially interfering with the growth of 
cancer cells [13].

13.0.4  Future Possibilities for Medical 
Nanotechnology: Nanomedicine

In this section, we take a quick look at some of the more far-reaching proposals 
and research areas for nanomedicine. The spirit of these proposals is summed 
up in the following quotation from the U.S. National Institutes of Health (NIH) 
Roadmap for Medical Research [14]:

What if doctors could search out and destroy the very fi rst cancer cells that would 
otherwise have caused a tumor to develop in the body? What if a broken part of 
a cell could be removed and replaced with a miniature biological machine? What 
if pumps the size of molecules could be implanted to deliver life-saving medicines 
precisely when and where they are needed? These scenarios may sound unbe-
lievable, but they are the long-term goals of the NIH Roadmap’s Nanomedicine 
initiative that we anticipate will yield medical benefi ts as early as 10 years 
from now.
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The NIH defi nes nanomedicine as the highly specifi c application of nanotech-
nology to medical intervention at the molecular scale for curing disease or 
repairing damaged tissues, such as bone, muscle, or nerve. The nanometer size 
scale—about 100 nm or less—is the scale on which biological molecules and 
structures inside living cells operate.

Medical science has powerful tools to examine the parts of cells in detail 
down to the molecular level. It is the goal of nanomedicine to understand fur-
ther how intracellular structures operate, in order to build “nano” structures or 
“nano” machines that are compatible with living tissues and can safely operate 
inside the body. The ultimate goal is to design diagnostic tools and engineer 
structures for highly specifi c and precise treatments of disease and repair of 
tissues.

Nanomedicine Research Programs. Nanoscience is being developed in con-
junction with advanced medical science for further precision in diagnosis and 
treatment. Multidisciplinary biomedical scientifi c teams including biologists, 
physicians, mathematicians, engineers, and computer scientists are working to 
gather information about the physical properties of intracellular structures 
upon which biology’s molecular machines are built. New emphasis is being 
given to moving medical science from the laboratory to the bedside and the 
community.

As researchers gain knowledge of the interactions between molecules and 
larger structures, patterns will emerge, and we will have a greater understanding 
of the intricate operations of processes and networks inside living cells. Mapping 
these networks and understanding how they change over time will, in turn, enable 
researchers to use this information to correct biological defects in unhealthy 
cells [15]. New tools that will work at the nanoscale and allow scientists to build 
synthetic biological devices, such as nanosensors to scan for the presence of 
infectious agents, or metabolic imbalances that could spell trouble for the body, 
and miniature devices to destroy infectious agents or fi x the “broken” parts in 
cells.

The NIH Nanomedicine Roadmap. The NIH has developed a series of road-
maps planning research to develop new tools to intervene at the nanoscale 
or molecular level [16]. These include the National Technology Centers for 
Networks and Pathways, a network of centers which will create new tools to 
describe the dynamics of protein interactions. The centers will develop 
instruments, methods, and reagents for quantitative measurements at sub-
cellular resolution and very short timescales. In addition, the NIH is creating 
Nanomedicine Development Centers (see boxes) that will focus on the engineer-
ing of new tools for medical interventions and diagnosis at the nanoscale or 
molecular level. The Nano medicine Centers’ research will support the devel-
opment of synthetic biological devices, such as miniature, implantable 
pumps for drug delivery and implantable or mobile sensors to scan for signs 
of infectious agents, metabolic imbalances, or other biomarkers to detect 
disease.

Emerging medical nanoscience is targeted to impact the following areas:
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 1. New medical materials for cell growth scaffolding and tissue repair
 2. Enhancement of diagnosis and imaging
 3. Enhancement of drug delivery
 4. Understanding and control over biomolecular mechanisms
 5. Discovery of properties and medical effects of smaller units of life 

and nanoparticles

Areas of medical care that will benefi t from the above nanoscience advances 
are

 1. Plastic surgery and wound healing using nanogels and nanoengi-
neered scaffolding materials

 2. Repair of cut nerves using nanofabricated growth channels with cell 
growth coating patterns

 3. Improved healing and fusion of bone fractures using nanopatterned 
porous implants

 4. Selective image enhancement of diseased cells with antibody-coated 
nanoparticles

 5. Reduction of MRI interaction with surgical and sensor probes by 
nanoengineering coatings

 6. Targeted drug delivery with surface-modifi ed and -coated 
nanoparticles

 7. Drug delivery across the blood–brain barrier with “smart” 
nanoparticles

 8. Custom-designed molecular enzymes to selectively switch cell func-
tions on or off

 9. Custom-designed phage-like molecular machines to deliver drugs or 
kill cancer cells

 10. Custom-designed molecular enzyme machines to diagnose and repair 
subcellular structures

 11. A suite of molecular enzyme machines to selectively initiate cell death 
in cancer cells

 12. Artifi cial molecular agents to engulf and deactivate prions, attack 
viruses, and digest refractory plaques

Center for Nucleoprotein Machines. For example, the NIH-funded National 
Nanomedicine Center for Nucleoprotein Machines based at Georgia Tech, in 
collaboration with Emory University and the Medical College of Georgia, will 
take a biomedical engineering design approach to the repair of DNA, focusing 
on a model nanomachine that carries out nonhomologous end joining 
(NHEJ) of DNA double-strand breaks. This and other DNA repair machines 
have relatively simple structures (<20 components) and signifi cant biological 
and clinical relevance, and thus are promising as feasible models for nanosci-
ence engineering approaches. DNA repair is vitally important to human 
health, as both normal metabolic activities and environmental factors can 
cause DNA damage, resulting in as many as 100,000 individual molecular 
lesions per cell per day. If allowed to accumulate without repair, these lesions 
interfere with gene transcription and replication, leading to premature aging, 
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Summary of the work at the Nanomedicine Development Centers funded to date (2006) through the 
National Eye Institute and their goals for diseases and medical research. Each of the centers is highly multi-
disciplinary and involves multiple institutions such as schools of biomedical science, medicine, engineering, 
and hospitals. For a guide and links to further information see the NIH Web site. Source: http://nihroadmap.
nih.gov/nanomedicine/fundedresearch.asp (accessed May 2007).

1. Nanomedicine Center for Mechanical Biology—Columbia University leading partnership of six 
institutions

 Research on the roles of force, rigidity, and form in regulating cell functions signaling pathways and gene expres-
sion, and their infl uence on diseases such as cancers, immune disorders, genetic malformations, and neuropathies, 
using tools of nanotechnology and modern cell biology.

2. UCSF/UCB Center for Engineering Cellular Control Systems—University of California, San Francisco, 
and University of California, Berkley

 Work on engineering “grand challenges” to develop modifi ed cells or cell-like molecular assemblies that perform 
intelligently guided precision therapeutic functions, such as tissue repair or “search and deliver” treatment of 
microscopic tumors or cardiovascular lesions, by focus on reengineering cell guidance, cell force generation, and cell 
motility systems.

3. National Center for Design of Biomimetic Nanoconductors—University of Illinois, Urbana-Champaign
 Research to design synthetic arrays of ion transport channels based on biological ion channels and other ion trans-

port proteins, inserted in arrays of pores on substrates to study cell signaling, energy transport, and generation of 
osmotic pressures and fl ows, in order to gain insight into biological processes and disease targeting, and to develop 
practical applications such as biosensors, osmotic pumps, and power generation.

4. Center for Protein Folding Machinery—Baylor College of Medicine with Stanford University
 An interdisciplinary program to defi ne the basic chemical and physical principles used by molecular chaperones in 

the folding of proteins, in order to engineer protein machines to assist the folding of any protein of interest, and to 
develop strategies to alleviative or prevent protein misfolding associated with human diseases.

5. Nanomedicine Development Center for the Optical Control of Biological Function—University of 
California Lawrence Berkeley National Laboratory

 Developing methods for rapidly turning select proteins in cells on and off with light, developing chemical and 
molecular toolkits for integration of optical control into proteins, viral delivery of photo-switchable proteins into 
cells, and light delivery systems to address these nanodevices in vivo, with the aim of treating retinal and cardiac 
pathologies by gaining optical control over the signaling and enzymatic activity of cells.

6. The Center for Systemic Control of Cyto-Networks—University of California, Los Angeles
 The goal for this center is to use engineering principles to develop global system control methods to investigate and 

manipulate the complex cell signaling network governing homeostasis of cells, in order to control and correct per-
turbations in the network by invading organisms, accumulation of pathologic substances, and uncontrolled cell 
growth that are the hallmarks of most morbid and mortal illness, especially conditions like cancers, infectious 
diseases, and stem cell related disorders.

7. Nanomotor Drug Delivery Center—Purdue University
 Creation of biocompatible membranes and arrays with embedded phi29 in vitro viral packaging biomotors for 

DNA insertion applications in medicine, by reverse engineering the phi29 motor; incorporating the active nanomotor 
into lipid bilayers; and developing active nanomotor arrays that enable drug delivery and diagnostics.

8. Nanomedicine Center for Nucleoprotein Machines—Georgia Tech, with Emory University and the 
Medical College of Georgia

 Using nanotechnology and biomolecular approaches, elucidate the structure–function relationships within and 
among DNA repair nanomachines, for precise modifi cation of DNA and RNA, leading to therapeutic strategies 
for a wide range of diseases.

THE FIRST EIGHT NIH NANOMEDICINE CENTERS AND THEIR RESEARCH AREAS
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apoptosis, or unregulated cell division. The nucleoprotein machine engineer-
ing approach is

 1. Develop protein tags and fl uorescence probes including quantum dot 
bioconjugates for nanomachine targeting

 2. Decipher structure–function relationship for the NHEJ reaction
 3. Characterize the dynamics of nanomachine assembly and disassembly 

in the repair process
 4. Determine the dimensions and structure of repair foci at high resolution 

in fi xed cells
 5. Establish engineering design principles for DNA double-strand break 

repair

The Georgia Nucleoprotein Machines center will complement the other NDCs 
that focus on fi laments, membranes, and protein-folding enzymes. The probes, 
tools, and methodologies developed in these centers will be useful as tools for 
biological and disease research, and may ultimately provide genetic cures for 
common human diseases based on the ability to manipulate the somatic human 
genome using nanomedicine.

To match the Nanomedicine Initiative, many of the NIH Institutes that focus 
on specifi c medical specializations and diseases are supporting programs to fi nd 
areas of application for the tools being developed at the nanomedicine centers. 
The goal is to improve diagnosis and treatment with nanotechnology-based 
techniques and materials in the areas of cancer, radiology, and others. For exam-
ple, the National Cancer Institute (NCI) has a nanotechnology plan that is dis-
tinct from, but complementary to, the NIH Nanomedicine Roadmap. The NCI 
plan

focuses on using knowledge from basic research discoveries and translating that 
into clinical oncology applications. The endpoints of this effort will be technol-
ogy platforms in the context of diagnostics and therapeutics. [17]

The goals of nanomedicine are extrapolations of advances that have been made 
in the past by application of new science and technology to medicine. Not all 
will be successful in their application. Many will be controversial. This is not 
new in the history of medicine.

13.0.5  Putting Medical Nanoscience into Practice: 
Medical Nanotechnology

In this chapter we explore how nanoengineered materials and devices are being 
applied in clinical medicine in many areas: radiology, oncology, endocrinology, 
neurology, orthopedics, cardiology, otology, ophthalmology, emergency care, 
obstetrics and gynecology, gastroenterology, surgery, and others. (We discuss 
nanotechnology applications to laboratory medicine in chapter 11. These include 
biomolecular nanotechnology and nanodevices such as microfl uidic biochips, 
diagnostic lab-on-a-chip devices, nanodroplet dispensers, cell manipula tion and 
separation chips and micromanipulators, and DNA/RNA nanotechnology, with 
applications in pathology, diagnostics, cytology, genetics, forensic medicine, etc.) 
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Clinical nanotechnology applications are being applied to enhance or enable new 
diagnostic and therapeutic methods, including

 1. Enhancement agents for medical imaging
 2. Finding and destroying cancer cells
 3. Delivering drugs deep into tumors (cancer)
 4. Delivering insulin through novel routes (diabetes)
 5. Delivering drugs through the blood–brain barrier (Alzheimer’s, 

Parkinson’s, etc.)
 6. Guiding and stimulating nerve regeneration (spinal cord injury, 

paralysis)
 7. Improving neural stimulation (cardiac pacemakers, neuroprosthetics)
 8. Noninvasive, sensitive detection of nerve activity (ECG, brain–

machine prosthetics)
 9. Less invasive hearing and vision prosthetics (hearing and vision loss)
 10. Improved remote medical monitoring (preventive, postoperative, 

recuperative, etc.)
 11. Wearable and minimally invasive wireless physiological sensors (GI, 

Ob-Gyn, etc.)
 12. New tissue scaffolds and artifi cial tissues and organs (surgery, wound 

care, etc.)
 13. Advanced minimally invasive and effective surgical tools and 

techniques

In the following sections of this chapter, we give examples of the above applica-
tions of nanotechnology to medicine that are currently being developed and put 
into practice, along with discussion of some microscale technologies that are 
leading to future, improved, nanoscale techniques. Ultimately these families of 
technologies will merge across the micro-, nano-, and molecular scales into an 
integrated medical science supporting more powerful and effective medical 
practice, made more accessible and cost-effective by the availability of tools that 
operate on the scale of the machinery of the cell.

13.1  NANOPARTICLES AND 
NANOENCAPSULATION FOR MEDICAL 
APPLICATIONS

Nanoparticles made of metal, carbon nanotubes, polymers, or other materials 
can be used in a variety of medical applications, especially when combined with 
antigen-specifi c coatings or functional groups on their surfaces. In this section 
we look at some examples.

The therapeutic and diagnostic usefulness of inorganic nanoparticles depend 
on their size and physical properties in addition to their chemical composition. 
They must be small enough to circulate through the bloodstream and tissues 
without becoming lodged in capillaries or other microanatomies. But they must 
be larger than atomic size in order to lend enhancement to images or separation 
techniques.
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13.1.1 Nanoparticles for Medical Imaging

Nanoparticles have been used as contrast and image enhancement agents for 
x-ray and computed tomography imaging. Conventional image contrast agents are 
molecules such as iodinated benzoic acid derivatives, but these have risk factors 
and side effects associated with intravenous iodine injection. These chemicals 
are typically of low molecular weight, and they clear from the human body rap-
idly, making it diffi cult to target these agents to disease sites. Iodinated molecules 
have been encapsulated into liposomes to make a nanoscale particle, but the 
stability and concentration of agent delivered to the imaged site by this means 
is low [18].

Experimental image enhancement agents containing gadolinium (Gd) and 
radioisotopes have been developed for CT imaging, based on dendritic conjuga-
tion compounds [19]. However, in such systems, only a relatively small number 
of gadolinium atoms may be delivered to/in the vicinity of the target tissues. 
Both approaches deliver, at most, a couple of hundred heavy atoms (i.e., iodine 
or gadolinium). Another approach is to encapsulate solid nanoparticles of 
iodine compounds (sized from 200- to 400-nm diameter) in a polymer coating 
[20], but this involves risk of iodine toxicity should the coating break down.

In order to enhance an x-ray image, an agent must deliver a detectable number 
of heavy atoms into the imaged tissue without toxic effects. Nanoparticles of 
elemental heavy metals have the highest density (number of heavy metal atoms/
volume), but they must be biologically inert and stable. Nanoparticles of inert 
metals such as gold are not very cost-effective. To overcome these issues, research-
ers at General Electric developed nanoparticles made of heavy metal compounds 
encapsulated in gold shells [21].

Gold-coated nanoparticles can be made by vapor or electrodeposition onto 
nanoparticles; gold can also be deposited into nanoscale mold templates of sili-
con, carbon, alumina, or other material with nanosize pores or wells. In the case 
of silicon, the wells can be created artifi cially in a silicon wafer using nanofabri-
cation techniques. In the case of carbon nanotubes or alumina the templates are 
made by controlling the synthesis or electrodeposition of the material.

Organic compounds with sulfi de (–S–H) groups (thiols) can be used to coat 
gold particles with uniform organic monolayers. The sulfi de group attaches to 
the metal surface leaving the organic portion of the molecules exposed as an 
organic layer. By functionalizing proteins with thiol groups, gold particles can 
be coated with selectively binding antigens, antibodies, or target compounds for 
receptors on the surfaces of cells. By targeting receptors unique to certain types 
of cancer cells, gold nanoparticles can be made to enhance an x-ray image to 
increase the ability to detect the cancer cells by many orders of magnitude.

Metal and silicon nanoparticles can be used to enhance MRI. Silicon particles 
fabricated into shapes and coated with conductive layers can have enhanced 
magnetic resonance interactions with an imaging fi eld. Such specially fabri-
cated nanoparticles are being developed and evaluated at Johns Hopkins and 
Chicago [22,23].

Coatings and RF fi lters made from nanoengineered particles can reduce 
image artifacts and enhance the visibility of many biomedical devices, both 
implantable and interventional, that today are diffi cult to image due to eddy 
currents and other problems that interfere with MRI fi elds. Special coatings can 
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also improve the ability to image guidewires and devices used in many surgical 
procedures.

Thin-fi lm nanomagnetic particle coatings have been developed that can 
shield conductive wires and surgical instruments from radiofrequency (RF)-
induced fi elds in MRI instruments. The high magnetic fi elds used for MRI, plus 
the RF signals, normally prevent use of conductors inside the fi eld space. This 
is a problem for pacemaker wires and other devices. But specially engineered 
coatings based on nanoparticles have been able to shield such devices, allowing 
their unimpeded use with MRI.

These magnetic nanoparticle coatings can enable devices contraindicated for 
MRI due to safety concerns—devices such as pacemakers, defi brillators, neuro-
stimulators, guidewires, endoscopes, etc.,—to be used in the MRI. Safety prob-
lems usually involve device heating and, in some cases, induced voltages that 
can cause very rapid heartbeats. An MRI safe pacemaker and ECG lead using an 
RF fi lter developed at Johns Hopkins has been successfully tested on pacemaker 
leads and licensed to Biophan Technologies Inc. for pursuit of applications and 
Federal Drug Administration (FDA) approvals for clinical use. Biophan also 
have a license from Nanoset LLC of Rochester, for medical rights to thin-fi lm 
nanomagnetic particle coatings that provide a magnetic shield without electrical 
conductivity, and exclusive rights to a carbon composite material developed at 
the University of Buffalo. These developments will open the way to increased 
and simplifi ed use or MRI for guiding surgical procedures.

Nanoshell particles with optical resonances in the infrared have been func-
tionalized and used to enhance imaging of cancer cells. Metal nanoshells are 
composite spherical nanoparticles consisting of a dielectric core covered by a 
thin metallic shell, which is typically gold. By varying the relative dimensions of 
the core and the shell, the optical resonance of nanosize particles can be tuned 
from the near-UV to the mid-infrared. Work on this type of nanoshell for cancer 
treatment is being carried out by research groups at Rice and Arizona universi-
ties [24].

Nanoshells can destroy attached cells by absorbing infrared light at a fre-
quency that is not absorbed by tissue. The plasmon resonance absorption heats 
the particles and destroys cells selectively bound to the nanoshell particle 
[25,26]. The nanoshells consist of a dielectric core and a gold shell, whose core–
shell ratio determines their optically resonant frequency. Because these nano-
particles show intense absorption, light scattering, and emission properties in 
the “water window” of the near infrared (800–1300 nm), they are optimally 
suited for bioimaging and biosensing applications. In addition, the Rice group 
has developed rare earth nanoemitters, which are brightly luminescent rare 
earth ions incorporated into a silica nanoparticle matrix.

13.1.2 Nanoparticles for Targeting Cancer Cells

In this section, we look at a few of the many ways in which nanoparticles are 
being used to devise new therapies for cancer. In this rapidly advancing fi eld, we 
will take some examples that show the directions and possibilities among the 
many new applications [27].

Ferromagnetic micro- and nanoparticles can be functionalized with antibod-
ies, allowing cancer cells to be separated out of tissue samples such as blood and 
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concentrated manyfold for diagnostic analysis. This is an important promising 
technique because cancer cells are released into the bloodstream in large num-
bers by microscopic tumors too small to be detectable by imaging modalities. 
If the circulating cancer cells can be concentrated and detected from a blood 
test, it would provide a means for early detection of cancer, with greatly improved 
prognosis for treatment versus detection after the tumor has grown to a size 
detectable by imaging. This technique is being developed and evaluated in a 
number of research centers and is being introduced into therapeutic use by 
more than one medical device company [28–32].

In principle, separation could be based on mass or charge rather than mag-
netic susceptibility, with centrifugation; or use of nanoparticles with electrically 
polarizable or charged functionalities with electrophoretic separations. In prac-
tice, separation by strong permanent magnets is simpler. In some cases, separa-
tion and concentration are enhanced by a combination of techniques, as in 
magnetic separation followed by concentration from suspensions by centrifuga-
tion. A system has been developed which uses 20-nm diameter luminescent/
magnetic nanocomposite particles composed of superparamagnetic particle 
cores coated with CdSe/ZnS quantum dot shells, for ease of quantitative mea-
surement of separated cells [33].

Nanomagnetic particles or ferrofl uids can be used for magnetically controlled 
drug targeting. This technology is based on binding established anticancer drugs 
with ferrofl uids that concentrate the drug in the area of interest (tumor site) by 
means of magnetic fi elds. Then, the drug desorbs from the ferrofl uid and acts 
against the tumor. Nanoparticles are one option along with magnetic liquids for 
magnetically controlled anticancer chemotherapy [34,35]. Magnetic particle 
separations can also be used to separate cancer cells from bone marrow 
and other tissues, and for the isolation, identifi cation, and genetic analysis of 
specifi c DNA sequences [36,37].

13.1.3 Nanoencapsulation for Drug Delivery to Tumors

In the previous section we described how nanoparticles can be coated with 
selective compounds to adhere to cancer cells for imaging and for delivering 
killing blows of energy. In a similar manner, nanoparticles can be fi lled with 
absorbed or encapsulated drugs and targeted onto cancer cells or disease agents. 
The most straightforward way of using nanoparticles to attack cancer is to embed 
them into tumors. This approach has advantages over simply circulating the 
drug through the body, because it enables release of the concentrated drug on 
the site of the tumor, with minimal effect on healthy cells [38].

Drug-laden nanoparticles can be injected into tumors with minimally inva-
sive procedures. Their effect can be enhanced by using drugs that are further 
activated by radiation that can be directed onto the tumor. Drugs can be infused 
into the tumor which may be very potent, but diffi cult to deliver selectively 
through the circulatory system because of toxicity, insolubility, or reaction with 
enzymes or other compounds [39].

Nanoparticle Delivery of b-Lapachome. An example of a drug that can be 
enhanced by nanoparticle delivery is the promising compound b-lapachone, an 
o-naphthoquinone found in the bark of the South American lapacho tree. 
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β-Lapachone is known to induce cytotoxic effects in a wide variety of malignant 
human cell types including colon, lung, prostate, breast, pancreatic, ovarian, 
and bone cancers, as well as some blood cancers and retinoblastoma [40].

Dr. David Boothman and his colleagues at the University of Texas South-
western Medical Center found that β-lapachone interacts with an enzyme called 
NQO1 (NAD(P)H:quinone oxidoreductase), which is present at high levels in 
certain types of solid cancer tumors. In tumors, the compound is metabolized 
by NQO1 and produces cell death but does not initiate apoptosis in noncancer-
ous tissues, since they normally do not express this enzyme. In the tumor cells, 
β-lapachone induces a novel apoptotic pathway dependent on NQO1, which 
reduces β-lapachone to an unstable hydroquinone that rapidly undergoes a 
two-step oxidation back to the parent compound, perpetuating a self-sustaining 
redox cycle. A defi ciency or inhibition of NQO1, such as is the case in normal 
cells, protects them from the effects of β-lapachone—but when β-lapachone 
interacts with NQO1 in the tumor cell, the cell kills itself [41].

Thus, β-lapachone has great potential for the treatment of specifi c cancers 
with elevated NQO1 levels. (e.g., breast, non-small cell lung, pancreatic, colon, 
and prostate cancers). Dr. Boothman’s team is developing β-lapachone 
mono(arylimino) prodrug derivatives, specifi cally a derivative converted in a 
tumor-specifi c manner (i.e., in the acidic local environment of the tumor tissue), 
in order to reduce normal tissue toxicity while eliciting tumor-selective cell killing 
by NQO1 bioactivation [42].

In order to ensure delivery of β-lapachone and its derivatives to the local 
environment of the tumor without losing or diluting them in the body, one 
could simply inject them into the tumor. But experiments showed that the drug 
is carried away by the blood circulation relatively rapidly, before it has time to 
fully react with a large number of tumor cells. Dr. Boothman and his group are 
developing a variety of polymer implants that can be placed in the tumors to 
slowly release the anticancer drug in an effective manner. The implants include 
nanoscale polymer plugs molded from nanocells derived from a number of 
natural nanomaterials [43].

13.1.4  Nanoencapsulation for Penetration of the 
Blood–Brain Barrier

Delivery of drugs across the blood–brain barrier is another area where nano-
technology gives important new routes of access. The existence of the blood–
brain barrier was discovered in the nineteenth century when Paul Ehrlich and 
his student Edwin Goldman found that dyes used to stain tissues would not 
pass between the central nervous system and the other tissues of the body. In the 
central nervous system, the epithelial cells lining the walls of blood vessels overlap 
in tight junctions, unlike those in the rest of the body. This closes off easy trans-
port of large molecules (greater than molecular weight around 500 Da) between 
the blood and the brain. This helps protect the sensitive and vital central nervous 
system from disturbance by chemicals and pathogens (for example, viruses) that 
are tolerated by the more robust tissues of the body.

The tight epithelial barrier is highly lipophilic. Small lipophilic molecules 
can dissolve through the lipid bilayer and penetrate the barrier. Other molecules 
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needed for the brain to function make use of specifi c natural transport mecha-
nisms in the cell membranes (See chapter 14, Introduction to Nanoscience). 
Small polar molecules, such as glucose and amino acids, and larger proteins, 
like insulin and transferrin, are transported through the blood–brain chemi-
cal traffi c by “gatekeeping” processes. Each of the required small molecules 
has its own transporter protein that carries it through the cell membranes—
this process is called carrier-mediated transport. For proteins, specifi c cell 
membrane receptors bind the large molecules and pull them across the bar-
rier in a mechanism called receptor-mediated transcytosis. In addition, some 
ionic proteins (e.g., cationic albumin) bind to and penetrate the blood–brain 
barrier using electrostatic interactions, in a process called absorptive-mediated 
transcytosis [44].

Many of the mechanisms that mediate transport across the blood–brain 
barrier are unknown; elucidating them is an active area of research in genomics, 
proteomics, and molecular biology. In the meantime, pharmaceutical research 
is seeking to exploit the pathways that are known. Some success has been made 
in modifying drugs, linking them to molecules that have transporter proteins, 
and thus hitching a ride across the barrier. For example, nipecotic acid, which 
has potential for treating Parkinson’s disease, has been conjugated to ascorbic 
acid, which has access to ascorbate transporters, and has been delivered across 
the blood–brain barrier in rats, while the unconjugated nipecotic acid is barred. 
Other pathways have also been exploited using these “Trojan horse” and “chimeric 
peptide” techniques [45].

Potential drugs for treating Alzheimer’s disease, Huntington’s disease, stroke, 
and brain cancers often have molecular weights from 10,000 or 100,000 da or 
even greater. Many new high molecular weight peptides are being identifi ed 
with potential use for central nervous system therapy. It has been estimated that 
up to 98% of potential drugs for the brain are not usable because of the blood–
brain barrier, but this area has until recently been underdeveloped in the neuro-
sciences. One reason is the diffi culty of identifying each transport mediator path 
and synthesizing a chimeric or Trojan horse version of each drug to fi t it.

Nanotechnology is beginning to offer a possible alternative for transport 
through the blood–brain barrier that is more generally applicable to a wide 
range of drugs. Drugs can be encapsulated in biodegradable polymers to make 
artifi cial liposomes; the coatings contain active sites to which antibodies can be 
attached. The antibodies are recognized by the brain-capillary receptors, which 
mediate their passage through the blood–brain barrier. Once inside the central 
nervous system, the liposomes release their contents.

These biodegradable polymeric nanoparticles, with appropriate surface modi-
fi cations that can deliver drugs of interest through the blood–brain barrier, are 
being formulated with various physicochemical properties. Different surfactant 
concentrations, stabilizers, and amyloid-affi nity agents are being evaluated to 
determine how they infl uence the transport mechanism.

Recently, the radiolabeled Cu2+ or Fe3+ metal chelator clioquinol, which has 
a high affi nity for amyloid plaques which are a factor in neurodegenerative disease, 
has been encapsulated within small, spherical, lipophilic drug carriers capable 
of crossing the blood–brain barrier [46]. This and similar nanoencapsulation 
formulations have the potential to deliver many drugs to the central nervous 
system, opening new possibilities for therapy.
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13.1.5  Nanoparticles and Nanoencapsulation for 
Insulin Delivery

One of the requirements for effectiveness of a therapeutic drug is delivery—
getting the right amount in the right form to the right place. Proteins make up 
the nanomachinery of cells, and therefore proteins or peptides would make the 
ideal drug for many diseases, but proteins can be broken down and modifi ed by 
many enzymes in the body. Thus, most successful pharmaceuticals are not pep-
tides; many are small molecules, such as aspirin, which act to regulate complex 
biological networks. Some drugs, such as pacitoxol, are larger molecules (but 
still small compared to proteins), which inhibit or disrupt a precise part of the 
cellular machinery.

Insulin. One of the fi rst peptides to be a successful therapeutic agent was insu-
lin, which was discovered and applied to treat diabetes early in the twentieth 
century [47–51]. This represented an enormous breakthrough for one of the 
oldest documented diseases. The main cause of type I (insulin-dependent) dia-
betes mellitus is degeneration of insulin-producing cells in the islets of 
Langerhans, located in the pancreas. Named after the German pathologist Paul 
Langerhans, who discovered them in 1869, the islets are clusters of specialized 
cells which produce a number of hormones, including insulin. The islets con-
tain fi ve types of cells: alpha cells that make glucagon, which raises the level of 
glucose in the blood; beta cells that make insulin, which lowers blood sugar and 
is needed by cells to metabolize it; delta cells that make somatostatin, which 
inhibits the release of numerous other hormones in the body; and PP cells and 
D1 cells, about which little is known.

Insulin used to control diabetes has to be injected because like other peptides 
it is broken down into amino acids by digestive enzymes if taken orally. Soon after 
its discovery, researchers began to seek alternatives to subcutaneous injection with 
hypodermic needles. Besides the inconvenience and discomfort of injection, there 
are risks of improper dosage and rates of release. Insulin is released in controlled 
amounts by the pancreas in response to changes in blood sugar and other network 
stimuli, which are diffi cult to simulate by injections. And accidental injection of 
insulin directly into the bloodstream results in insulin shock, a dangerous and 
potentially fatal condition of hypoglycemia.

One approach to the insulin delivery problem is to synthesize or fi nd com-
pounds that have similar activity to insulin, but would survive modifi cation in 
the digestive tract, passing into the bloodstream in an active form [52]. Other 
approaches seek injectable forms of insulin that have a more controlled release, 
and/or which are suitable for alternative forms of delivery, such as inhalation or 
intravenous or transcutaneous administration by micropumps. Progress has 
been slow on most fronts.

Nanoencapsulation of Insulin. A widely explored path is to encapsulate insulin 
in a protective coating that would allow its release after passing through the 
digestive system. A variant of this technique that has been extensively developed 
is to encapsulate insulin for injection into the soft tissues, in order to achieve a 
gradual, controlled rate of release into the bloodstream for a basal level of insu-
lin, which can be supplemented as needed by injections. Many methods of 
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encapsulation for injection have been tried, including liposomes, which can be 
administered intravenously [53].

The encapsulation of insulin and other drugs into liposomes, microcapsules, 
and nanocapsules is an example of practical nanoengineering to which much 
effort has been devoted over many years with the goal of seeking improved treat-
ments for diabetes. A related approach is to infuse insulin into porous or absorbent 
polymer particles for gradual release [54]. The greatest benefi ts would come 
from a noninjected delivery mechanism, so most effort has been directed 
towards usable oral insulin formulations [55–59].

In a typical method for preparing nanoparticles of insulin or other peptide, 
the peptide is dissolved in an aqueous solution; then a nonsolvent such as a low 
molecular weight (C1 to C6) alcohol is stirred in with the aqueous solution. The 
alcohol absorbs up to 100% of its weight of water, causing the peptide to pre-
cipitate out of solution, with particles having diameters in the range of about 
100–200 nm. If the mixture contains a suitable polymer, the particles are spon-
taneously coated as they precipitate; this process is called phase inversion 
nanoencapsulation.

Zinc insulin is a slowly released form of insulin that has been encapsulated 
in various polyester and polyanhydride nanosphere formulations using phase 
inversion nanoencapsulation. The encapsulated insulin maintains its biological 
activity and is released from the nanospheres over a span of hours. Some formu-
lations have been shown to be active orally. These formulations typically have 
about 10% of the effi cacy of intraperitoneally delivered zinc insulin, but they are 
able to control plasma glucose levels when faced with a simultaneously admin-
istered glucose challenge. The key properties that make such formulations 
promising for oral administration are size of dosage, release kinetics, bioadhe-
siveness, and ability to traverse the gastrointestinal epithelium.

As colloidal and nanofabrication techniques have advanced, more sophisti-
cated forms of encapsulation have been developed and tested, using new types 
of polymer and inorganic coatings and matrices. With the advent of genetic 
engineering and biotechnology on a large scale, numerous bioactive peptides 
besides insulin are available in large quantities. Administering these substances 
by the oral route remains a formidable challenge due to their insuffi cient stability 
in the gastrointestinal tract and their poor absorption pattern. This has given 
new impetus to investigating new approaches to improve their oral bioavailability. 
The use of polymeric microparticles and nanoparticles is an actively pursued 
concept. Encapsulating or incorporating peptides in particles should at least 
protect these substances against degradation and, in some cases, also enhance 
their absorption.

Chitosan Nanoencapsulation. Nanoencapsulation with polymeric nanoparti-
cles is offering new drug delivery routes for therapy and diagnosis of a number 
of diseases. An example of one promising encapsulation starting material is chi-
tosan [60], a derivative of the chitin polysaccharide which we encountered in 
chapter 13, Introduction to Nanoscience. Extensive research is taking place on many 
formulations for encapsulating insulin, including detailed models of absorption 
and desorption rates [61].

A typical method developed for encapsulating nanoparticles with chitosan is 
the polyionic coacervation fabrication process, used for protein encapsulation 
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and subsequent release. This process has been systematically manipulated and 
studied in a number of laboratories in efforts to obtain predictable effectiveness 
[62,63]. Bovine serum albumin (BSA) is widely used as a model protein, which 
is encapsulated using the polyanion tripolyphosphate (TPP) as the coacervation 
cross-link agent to form chitosan–BSA–TPP nanoparticles.

The BSA-loaded chitosan–TPP nanoparticles are characterized for particle 
size, morphology, zeta potential (colloidal electrokinetics), BSA encapsulation 
effi ciency, and subsequent release kinetics. These properties have been found to 
be dependent on chitosan molecular weight, chitosan concentration, BSA load-
ing concentration, and chitosan/ TPP mass ratio. Protein-loaded nanoparticles 
can be prepared under varying conditions in the size range of 200–580 nm, with 
a high positive zeta potential. An advantage of chitosan over some other encap-
sulation materials is that later stage particle degradation and disintegration does 
not yield a substantial follow-on release, as the remaining protein molecules, 
with adaptable 3-D conformation, seem to be tightly bound and entangled with 
the cationic chitosan chains.

The polyionic coacervation process for fabricating protein-loaded chitosan 
nanoparticles offers simple preparation conditions and a useful range for 
manipulation of physiochemical properties of the nanoparticles (e.g., size and 
surface charge). A weakness of chitosan nanoparticle encapsulation is typically 
with diffi culties in controlling initial burst effects which can release large quan-
tities of protein molecules [64].

Insulin Pumps. Another approach to diabetes therapy is the use of external and 
implantable pumps to deliver insulin in response to fl uctuations in blood sugar. 
An early external full size pump is the artifi cial beta cell (patented in 1979), 
which regulates blood glucose concentration by continuously analyzing blood 
from the patient and deriving a computer output signal to drive an insulin infu-
sion pump. Advances in electronics and integration led to wearable pumps with 
small reservoirs of insulin formulation, but there are many problems with any 
type of artifi cial insulin pump. The pump must react to changes in blood sugar, 
so it must have an accurate and timely measurement device to drive its feedback 
loop. Any error or delay in reading or delivery is a potentially serious problem. 
And completely implanting a pump leaves the problem of how to maintain the 
supply of insulin. A challenging problem for insulin pumps and any system 
implanted into the body is the buildup of plaques and bacterial infections. 
Following a period in which further miniaturization and integration of insulin 
pumps looked promising; attention is now turning to other methods. 
Nevertheless, there will be a role for pumps in many therapeutic and evaluation 
situations; research to solve the challenges is continuing on silicon micropumps 
and minimally invasive microneedle designs [65–67].

Nanoparticles for Inhalation Therapy. Shortly after the discovery of insulin, 
efforts began to investigate the possibility of delivery by inhalation. The surface 
area of the interior of the lungs in an adult human is roughly the size of a tennis 
court, so if insulin could be delivered to the capillaries and alveoli of the lung, 
there is high potential for direct absorption into the bloodstream, by-passing 
the problems of digestion and absorption in the gastrointestinal tract and avoid-
ing the problems of injection [68,69]. The fact that no successful inhalation 
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therapeutics for insulin have emerged since the fi rst work is testimony to the 
challenges of understanding the processes by which micro- and nanoparticles 
are processed by the cilia and alveoli in the lungs.

Much work has been done on pulmonary diseases, airborne bacteria and 
virus infections, smoking, and air pollution, which provides insights that may 
be useful in formulating nanoparticles for inhalation therapies. Nanotechnology 
has much to contribute to solving lung diseases as well as fi nding new effective 
inhalation drug delivery methods. Inhalation routes to drug delivery are an 
important and growing area or biomedical research in many areas besides dia-
betes, and are likely to be an area where nanotechnology will make a large 
impact [70].

13.1.6  Nanoencapsulation for Protection of Implants 
from the Immune System

Another area where nanotechnology is showing promise is encapsulation of 
living cells for implantation. One option for treatment of diabetes is transplan-
tation of healthy pancreas beta cells to the patient, but rejection of the foreign 
cells by the host immune system is a major problem. For several decades medi-
cal researchers have tried various attempts to encapsulate or shield the trans-
planted tissue with a barrier that would protect it from immune attack. Only in 
recent years, with advances in nanotechnology for fabricating nanostructured 
porous biocompatible materials, has this approach been brought closer to 
feasibility.

Nanoscale capsules are being fabricated to contain living cells. Pores in the 
sides of the nanoparticle cages allow small molecules such as nutrients, oxygen, 
and carbon dioxide to pass through, but can be sized to keep out antibodies 
and protect the enclosed cells from attack by macrophages. Assemblies of 
encapsulated cells, enclosed in silica gel, silicon, and other materials, are being 
used to make bioartifi cial organs, which are being tested for effectiveness in 
various types of tissue implants ranging from pancreatic beta cells to bone 
marrow [71].

In one of the most striking examples of the transfer of silicon-based nanoen-
gineering to biomedical use, a group at Johns Hopkins have developed self-
assembling silicon nanocubes which can be used for cell encapsulation. Living 
cells have been successfully enclosed in the containers as they fold from their 
fl at silicon lithography state into closed cubes with windows in their walls for 
circulation [72].

Most work on transplanting encapsulated cells has been in the area of insulin-
producing pancreatic beta cells. After years of having experiments that result in 
the implants being smothered by plaques and invaded by the immune system 
of the host, promising results are beginning to appear, using new nanoengi-
neered encapsulation materials and techniques [73].

In a recent example of work in this fi eld, researchers in Germany achieved the 
fi rst successful transplantation of functioning microencapsulated islets of 
Langerhans. They used a novel alginate-based microencapsulation formulation 
to implant human islets into immunocompetent diabetic mice [74]. This and 
perhaps other approaches, which must be subjected to many rigorous trials in 
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animals and humans, may soon lead to a treatment for diabetes that restores 
normal blood sugar regulation.

13.2  GUIDING AND STIMULATING TISSUE 
FUNCTION AND GROWTH

Besides encapsulating cells and tissues, nanostructures can be used to guide and 
stimulate the growth of cells, serving as scaffolding for growing new tissues. 
Tissue scaffolding, or tissue engineering, is an emerging technique in surgery 
and wound healing, which is being given new options and opportunities by the 
development of new nanomaterials and nanostructures. Tissue scaffold materials 
must be biocompatible; in some cases biodegradability is desirable.

Scaffolding should have good properties for cell adhesion and binding to 
connective tissue and, if appropriate, bone material. Depending on the applica-
tion, porosity allowing cells and cell extensions to penetrate the material is 
needed. Major areas for application of tissue scaffolding are treatment of burns 
for regrowth of skin, guiding and stimulating regrowth of bone after surgery or 
injury, reconstruction and growth of ligaments and connective tissues, and guid-
ing regrowth of nerves. This is a large fi eld with many materials being developed 
and applied to many tissue types [75,76]. We will discuss some of the structural 
and surgical uses for tissue scaffolding in a later section, but fi rst we will look at 
the very important special case of systems for support of nerve growth and nerve 
activity.

13.2.1 Nanoguides for Neural Growth and Repair

The technology of silicon microchips has been in use for several decades to 
make structures to guide cell growth on the microscale. The technique of 
growing cells on micropatterned and nanopatterned glass or silicon substrates 
has become important for evaluating nerve growth [77,78]. Nanotechnology 
is now available to fabricate more detailed and fi ner structures for use in 
sensor functionalization and cell growth patterning, by fabricating micro-
channel cell growth guides with specifi c degrees of surface roughness and 
coatings nano-bioengineered to promote cell adhesion [79] (Fig. 13.1).

Guiding and Monitoring Nerve Growth. Micropatterned plates have been 
developed for use as a template for evaluating the growth of neurons in the 
presence of growth stimulators and inhibitors. This type of growth guide is 
used in evaluating the effects of different neuronal growth stimulants and 
inhibitors in the laboratory, with the goal of understanding how to promote 
regeneration of severed or damaged nerves [80,81]. Fabricated cell growth sur-
faces with patterns and coatings, and printing equipment to apply cells, adhe-
sion agents, and reagents to plates is now readily available from a number of 
sources [82]. This type of work is relevant to treatment of spinal cord injuries 
and other forms of paralysis.

Technology for neural growth guidance is now being taken from the research 
and diagnostic laboratory into the clinical laboratory, where experiments are 
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being conducted on promoting repair and growth of nerves, including the spinal 
cord. After injury, axonal regeneration occurs across short gaps in the peripheral 
nervous system, but regeneration across larger gaps remains a challenge. Cellular 
channels during development and after peripheral nerve injury have been shown 
to provide guidance cues to growing axons. In the following section we look at 
some examples of technologies aimed at bridging the nerve regeneration gap, 
which may one day be applied to restore mobility to patients with spinal nerve 
column damage.

Promoting Nerve Repair. A number of research groups are obtaining promising 
results in animal studies using various types of micro- and nanoporous guides 
for nerve regeneration. In the complex biological system of nerve repair, early 
physiological intervention to minimize the spread of injury will always be the 
fi rst line of defense in treating nerve damage. Devices and techniques based on 
nanotechnology may eventually contribute to such intervention.

Basic research in prevention and treatment of permanent nerve injury, espe-
cially of the spinal cord, include (1) reduction of edema and free-radical pro-
duction, (2) rescue of neural tissue at risk of dying in secondary processes such as 
abnormally high extracellular glutamate concentrations, (3) control of infl am-
mation, (4) rescue of neuronal/glial populations at risk of apoptosis, (5) repair 
of demyelination and conduction defi cits, (6) promotion of neurite growth 
through improved extracellular environment, (7) cell growth and replacement 
therapies, (8) transplantation approaches, (9) gene therapy to activate expression 
of growth factors, (10) rehabilitation to retrain and relearn motor tasks, (11) 
restoration of lost function by electrical stimulation, and (12) relief of chronic 
pain syndromes [83,84].

Nanotechnology will impact many of these areas, but it must be integrated into 
the entire therapeutic regime. Possible benefi ts from nanotechnology capabilities 

FIG. 13.1 A template for molding experimental nerve growth guides.
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will be in (1) rapid, effi cient, and minimally invasive surgical repair, (2) improved 
automation of rehabilitation through sensors and smart materials to provide 
feedback, (3) improved electrical stimulation devices for prostheses and pain 
relief, and (4) nanoengineered microdevices to promote cell growth.

Certain cell, molecular, and bioengineering strategies for repairing the injured 
spinal cord are showing encouraging results (either alone or in combination) in 
animal models. The most promising route is application of nanoengineered 
nerve growth guidance matrices in combination with (1) seeding of neuronal 
support cells such as glial and Schwann cells, and (2) molecular coatings and 
growth factors embedded into the matrix material.

To understand why this nanoengineering approach is being pursued so 
actively, consider the status of the alternatives. Transplantation of stem cells 
faces many diffi culties and is in an early stage of investigation. Gene therapy is 
another potentially promising approach. Research using cell cultures and gene-
altered mice has shown that switching on just two genes can induce consider-
able regeneration of damaged nerve fi bers in the spinal cord, suggesting that 
genetic therapy or drugs that activate perhaps only a handful of genes might be 
enough to induce regeneration of spinal cords in humans. This result was sur-
prising but promising because of the large number of different genes known to 
be involved in nerve growth.

In experiments at Duke University, using cell cultures and gene-altered mice, 
researchers have found that switching on just two genes can induce considerable 
regeneration of damaged nerve fi bers in the spinal cord. Inserting the genes that 
expressed the two nerve growth regulatory proteins GAP-43 and CAP-23 
increased spinal cord regeneration by as much as 60 times in transgenic mice as 
compared to controls [85].

Further research has been stimulated by these discoveries, but several obsta-
cles remain to using gene therapy for nerve regeneration. Transgenic animals 
used in the experiments expressed the axon growth promoter genes throughout 
life, whereas normally they turn off after development of the spinal cord is com-
plete. For the process to be used therapeutically, there would have to be some 
means of turning the genes on after an accident (and turning off other genes 
that suppress neuron growth) in a safe and rapid procedure. Other questions 
that would have to be answered would be how long the genes need to be 
expressed to get an effect, and what would be the side effects (such as neural 
cancer) of leaving them turned on in adults, and how to turn them off at the 
right time. These are challenging research problems that require much new 
effort in molecular and cell biology, genomics, and proteomics.

In the meantime, rapid progress is being made in developing implantable 
devices for neural growth promotion and support, some of which may be useful in 
delivering future gene therapies. The size scale for fabricating nerve growth con-
duits is in micrometers, but features such as patterning on the inside of the growth 
channels, porosity, and cross-linking of polymer structures involve nanoscale 
materials engineering. This is a challenging and productive area with many multi-
disciplinary teams actively pursuing the goal of nerve repair with promising results. 
Here are some examples of the different materials and designs for neural conduits.

Polylactide Foams. A research team at the University of Liege in Belgium has 
made macroporous polylactide foams and assessed the ability of dorsal root 

48031_C013.indd   62948031_C013.indd   629 10/29/2008   5:54:15 PM10/29/2008   5:54:15 PM



630 Fundamentals of Nanotechnology

ganglion (DRG) derived neurons to survive and adhere in vitro [86]. 
(Polylactides are biodegradable, aliphatic polyester thermoplastic polymers 
made from lactic acids in one of several chiral forms.) The foams were fabri-
cated using a thermally induced polymer–solvent phase separation. Two types 
of pore structures were obtained, oriented or interconnected pores. The foams 
were coated with polyvinyl alcohol to improve the wettability for cell culture. 
Microscopic observations of the cells seeded onto the polymer foams showed 
that the interconnected pore networks were more favorable to cell attachment 
than the anisotropic ones.

The Liege group investigated the capacity of the highly oriented foams to 
support in vivo peripheral nerve regeneration in rats. A sciatic nerve gap of 
5-mm length was bridged with a polymer implant showing macrotubes of 
100-µm diameter. At 4 weeks postoperatively, the polymer implant was still 
present and well integrated anatomically. An abundant cell migration was 
observed at the outer surface of the polymer implant, but not within the mac-
rotubes. This dense cellular microenvironment was found to be favorable for 
axogenesis.

Polylactide Filaments. A research project conducted jointly between the 
University of Texas at Arlington, the University of Texas Southwestern Medical 
Center, and the University of Kentucky is producing nerve guidance channels 
made from laminin-coated poly(L-lactide) fi laments to induce directional axonal 
growth and to enhance the rate of axonal growth after injury [87]. Dorsal root 
ganglia grown on these fi laments in vitro extend longitudinally oriented neu-
rites in a manner similar to native peripheral nerves. The extent of neurite growth 
is signifi cantly higher on laminin-coated fi laments compared with uncoated 
and poly-L-lysine-coated fi laments. Schwann cells were found to grow on all 
types of fi laments, and were associated with greater neurite growth.

To improve regeneration across extended nerve defects, the team fabricated 
wet-spun microfi laments of different fi ber densities, with the capability for drug 
release to support cellular migration and guide axonal growth across a lesion. In 
bundles that were not loaded with drug release, after 10 weeks, nerve cable for-
mation increased signifi cantly in the fi lament bundled groups when compared 
to empty-tube controls. At lower packing densities, the number of myelinated 
axons was more than twice that of controls or the highest packing density. In a 
consecutive experiment, PLLA bundles with lower fi lament-packing density 
were examined for nerve repair across 1.4- and 1.8-cm gaps. After 10 weeks, the 
number of successful regenerated nerves receiving fi laments was more than 
twice that of controls. These initial results demonstrate that PLLA microfi la-
ments enhance nerve repair and regeneration across large nerve defects, even in 
the absence of drug release. Ongoing studies are examining nerve regeneration 
using microfi laments designed to release neurotrophins or cyclic AMP.

Polylactide Tubules. A group at the University of Iowa has developed biode-
gradable conduits that provide a combination of physical, chemical, and bio-
logical cues at the cellular level to facilitate peripheral nerve regeneration [88]. 
The conduit consists of a porous poly(D,L-lactic acid) tubular support structure 
with a micropatterned inner lumen. Schwann cells were pre-seeded into the 
lumen to provide additional trophic support.

48031_C013.indd   63048031_C013.indd   630 10/29/2008   5:54:15 PM10/29/2008   5:54:15 PM



  Medical Nanotechnology 631

In evaluation experiments, tubular conduits with micropatterned inner lumens 
seeded with Schwann cells were compared with three types of conduits used as 
controls: M (conduits with micropatterned inner lumens without pre-seeded 
Schwann cells), NS (conduits without micropatterned inner lumens pre-seeded 
with Schwann cells), and N (conduits without micropatterned inner lumens, 
without pre-seeded Schwann cells).

The conduits were implanted in rats with 1-cm sciatic nerve transections and 
the regeneration and functional recovery were compared in the four different 
cases. The number or size of regenerated axons did not vary signifi cantly among 
the different conduits. The time of recovery and the sciatic function index, how-
ever, were signifi cantly enhanced using the MS conduits, based on qualitative 
observations as well as quantitative measurements using walking track analysis. 
This and other experiments indicated that the micropatterning and the Schwann 
cells provide a combination of physical, chemical, and biological guidance cues 
for regenerating axons at the cellular level. The patterned and seeded conduits 
performed signifi cantly better than conventional biodegradable conduits.

Biosynthetic Nerve Implants. Another type of conduit for promoting nerve 
regeneration, the biomimetic biosynthetic nerve implant (BNI), was developed 
by a group based at the Texas Scottish Rite Hospital for Children [89]. The BNI 
is a hydrogel-based, transparent, multichannel matrix designed as a 3-D substrate 
for nerve repair. Polymer scaffold casting devices were designed for reproducible 
fabrication of grafts containing several microconduits. A number of different 
polymers were evaluated for making the grafts, including cellulose, hydroxym-
ethyl cellulose, hydroxyethyl cellulose, carboxymethyl cellulose, carboxymethyl 
chitosan, poly-2-hydroxyethyl-meth-acrylate, poly(R-3-hydroxybutyric acid-
co-(R)-3-hydroxyvaleric acid)-diol (PHB), collagen, gelatin, glycinin, both neat 
and as mixtures.

The grafts have been tested in vivo using a sciatic nerve animal model for 
repair of the adult hemitransected spinal cord. At 16 weeks postinjury of the 
sciatic nerve, empty tubes formed a single regenerated nerve cable. In contrast, 
animals that received the multiluminal BNI showed multiple nerve cables 
within the available microchannels, better resembling the multifascicular anat-
omy and ultrastructure of the normal nerve. In the injured spinal cord, the BNI 
loaded with genetically engineered Schwann cells were able to demonstrate sur-
vival of the grafted cells with robust axonal regeneration through the implant up 
to 45 days after repair.

Carbon Nanotubes Enhance Cell Adhesion Surfaces. In a related series of experi-
ments, the Texas Scottish Rite group tested electrodeposited, photolithographic, 
and micromachined gold microelectrodes for nerve cell stimulation [90]. The 
gold microprobe interface was modifi ed by addition of conductive polymers 
and carbon nanotubes. It was observed that the addition of carbon nanotubes 
favors the formation of nodules and increases the surface roughness. Also, 
electro chemical impedance spectroscopy revealed that conductive polymer 
composites lower the impedance of gold microelectrodes by three orders of 
magnitude. The carbon nanotube/polymer composite coated electrodes maintain 
intimate contact with axons, enabling high-quality nerve spike signals and 
electrical stimulation of neurons.

48031_C013.indd   63148031_C013.indd   631 10/29/2008   5:54:15 PM10/29/2008   5:54:15 PM



632 Fundamentals of Nanotechnology

Carbon Nanotube Sheets as Neuron Growth Support. In cooperation with the 
University of Texas Southwestern Medical Center and the University of Texas at 
Dallas NanoTech Institute, the Texas Scottish Rite group used sheets and yarns 
made from multiwalled carbon nanotubes to support the long-term growth of a 
variety of cell types ranging from skin fi broblasts and Schwann cells to postnatal 
cortical and cerebellar neurons [91]. The study found that the carbon nanotube 
sheets stimulate fi broblast cell migration compared to plastic and glass culture 
substrates, entice neuronal growth to the level of those achieved on polyorni-
thine-coated glass, and can be used for directed cellular growth. The carbon 
nanotube yarns were recently developed at the NanoTech Institute [92]. These 
fi ndings have positive implications for the use of this type of material in appli-
cations such as nerve growth channels, as well as for tissue engineering, wound 
healing, neurostimulation, and biosensors.

Biocompatibility Issues with Carbon Nanotubes. The published studies on bio-
compatibility of carbon nanotube materials are contradictory [93]. A number of 
recent studies found that neural cells adhere to multiwall carbon nanotubes 
[94,95]. Studies with cardiac cells found some short-term effects attributed to 
physical rather than chemical interactions, but no long-term toxicity [96]. 
Studies on toxicity in the lung have produced some ambiguous results; these 
appear to be related to absorption of other nanoparticles on the carbon nano-
tubes [97,98]. Biocompatibility issues for nonspecifi c protein absorption onto 
single-walled carbon nanotubes can be circumvented by co-adsorption of a 
surfactant and poly(ethylene glycol), whereas specifi c binding is achieved by 
co-functionalization of nanotubes with biotin and protein-resistant polymers, 
thus making the nanotubes essentially inert to most forms of interaction with 
biological systems, and providing a substrate which can be used as a base for 
preparing protein-specifi c molecular recognition systems [99].

The Texas Scottish Rite studies used multiwalled carbon nanotubes produced 
with a minimal residual content of catalytic transition materials to obtain good 
cell growth. The sheets were found to stimulate fi broblast cell migration, and 
neuronal growth was enticed to the level achieved on polyornithine-coated 
glass, which is the standard used for directed cellular growth.

Natural Material Scaffolds from Agarose and Laminin. One way to avoid issues 
of biocompatibility is to use a well-characterized natural material and coat it 
with laminin (for a description of laminin, see chapter 14, Introduction to 
Nanoscience). Researchers at the Cell and Tissue Engineering Laboratory of Case 
Western Reserve University made hydrogels from agarose and loaded the gel 
structure with laminin and nerve growth factors to create a three-dimensional 
scaffold for neurite growth [100]. The agarose hydrogel scaffolds were engineered 
to stimulate and guide neuronal process extension in three dimensions in vitro. 
The extracellular matrix protein laminin was covalently bound to agarose 
hydrogel using the bifunctional cross-linking reagent 1,1′-carbonyldiimidazole. 
Compared to unmodifi ed agarose gels, laminin-modifi ed gels signifi cantly 
enhanced neurite extension in chick dorsal root ganglia cells. The Case Western 
team used inhibitors to study which types of receptors on the surfaces of the 
ganglia cells were active in the adhesion and growth process on the laminin. They 
also embedded nerve growth factors into the hydrogels. The resulting trophic 
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factor gradients stimulated directional neurite extension. As a result of this and 
similar research, agarose hydrogel scaffolds may fi nd application as biosynthetic 
3-D bridges that promote regeneration across severed nerve gaps.

Natural Material Scaffolds with Collagen. Another natural connective material 
used for nanoengineered nerve growth guides is collagen (see chapter 13, 
Introduction to Nanoscience ). For this purpose collagen polymer can be cross-lined 
chemically or with microwave radiation. Collagen polymers thus made can 
incorporate peptides to promote nerve growth. A number of research groups 
around the world have fabricated collagen tube and fi ber microdevices with 
nanoengineered substructures and have demonstrated their ability to support 
nerve regeneration.

The Institute for Frontier Medical Science, at Kyoto University in Japan, made 
tubeless grafts with 2000 collagen fi laments in each, to bridge 20-mm defects in 
rat sciatic nerve. Effective growth of myelinated axons was observed in the col-
lagen fi lament nerve guides [101,102].

At the Bio-Organic and Neurochemistry Laboratory of the Central Leather 
Research Institute in Chennai, India, researchers fabricated multilayered colla-
gen tubes by a lamellar evaporation technique and successfully used 14-mm 
tubules for regeneration of 10-mm nerve gaps in a rat model. Fourier transform 
infrared spectra of the collagen fi lms showed that the native triple helicity of 
collagen was unaltered during the multilayered preparation process. Several dif-
ferent means of inducing cross-linking in the fi bers were studied, including 
treatment with glutaraldehyde and microwave radiation [103,104].

Scanning electron microscopy of cross-linked tubes showed porous, fi brillar 
structures of collagen fi laments in the matrices. Microscopic histology analysis 
showed that the tubule surfaces provide for good adherence and proliferation 
for the sprouting axons from the cut proximal nerve stumps. Among the two types 
of cross-linking, the microwave-irradiated collagen conduits results in ample 
myelinated axons compared with the GTA group, where more unmyelinated 
axons were observed. Solute diffusion studies on the tubes indicated that they 
are highly porous to a wide range of molecular sizes during regeneration.

Functional evaluations of the regenerated nerves were performed by measur-
ing the sciatic functional index (SFI), nerve conduction velocity (NCV), and 
electromyography (EMG). The conduction velocity and recovery index improved 
signifi cantly after 5 months, reaching the normal values in the autograft and 
microwave-induced cross-linked collagen groups compared to glutaraldehyde 
and uncross-linked collagen tubes.

Studies were conducted with nerve growth promoting peptides incorporated 
into the collagen matrix. Immunofl uorescence studies demonstrated the staining 
of S100 proteins in the peripherally located cells indicating the proliferation of 
Schwann cells in the early days of regeneration. The staining pattern of integrin-αV 
was observed mostly in the perineural regions in close proximity to the peptide-
incorporated collagen tubes. Evaluation of the sciatic functional index and 
conduction velocity at 90 days postoperatively showed regeneration of lesioned 
nerves with the peptide incorporated collagen implants [105,106].

Extensive evaluations were carried out for different cross-linking methods, 
including microwave, glutaraldehyde, di-tertiary butyl peroxide, and dimethyl sub-
erimidate. The physical properties of collagen-based biomaterials are profoundly 
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infl uenced by the method and extent of cross-linking. Cross-linking density, swell-
ing ratio, thermomechanical properties, stress–strain characteristics, and resis-
tance to collagenase digestion were determined to evaluate the physical properties 
of cross-linked matrices. The spatial orientation of amino acid side chain residues 
on collagen plays an important role in determining the cross-linking density and 
consequent physical properties of the collagen matrix. The microwave cross-linked 
matrices gave the best result for nerve regeneration [107].

Summary of Progress in Nerve Regeneration. Nerve regeneration research being 
conducted around the world offers possible solutions for the need to sacrifi ce a 
healthy nerve to make a graft, and for the shortage of graft material available, for 
the repair of severed nerves [108]. This work is progressing towards clinical treat-
ments for the repair of spinal cord injuries and cures for paralysis. More than 
50 clinical trials are in progress worldwide on various treatments for spinal cord 
injury. Consequently, in this millennium, unlike in the last, no spinal cord injury 
patient will have to hear “nothing can be done” [83]. Nanoengineering of tissues 
will have played a signifi cant part in making such cures possible.

13.2.2 Neuronal Stimulation and Monitoring

The cardiac pacemaker is one of the best-known and most widely used neuro-
prostheses. Since 2001, the number implanted in the United States has approached 
200,000 per year. Other pacemakers are not implanted permanently but are used 
during cardiac catheterization and other procedures [109–112]. Other types of 
electronic stimulators include cardiac defi brillators, cochlear implants, bone 
growth stimulators, and neural stimulators for the deep brain and spinal cord, 
and vagus, sacral, and other nerve stimulators [113].

Nanotechnology advances these devices with improved battery technologies, 
biocompatible materials and surface treatments for enclosures and leads, electrode 
miniaturization and effi ciency improvements, and smaller-sized integrated cir-
cuits for control and power, while speed and processing capabilities increase. 
These improvements made possible the accessible, inexpensive emergency cardiac 
defi brillators in public places and on transportation such as aircraft, with control 
systems safe to be used by nonspecialists.

These indirect benefi ts, like battery life and power, will not be covered in this 
chapter, although they are an important result of nanotechnology innovations. 
The design and use of each of the above types of stimulator involves specialist 
knowledge in cardiology, neurology, and other medical fi elds. In this chapter we 
have selected applications in nerve repair, stimulation, and neuroprosthetics as 
examples which illustrate challenges and opportunities for nanotechnology. 
Advances discussed, such as improvements in electrodes, nanoengineered bio-
compatible materials, stimulation methods, etc., are applicable to cardiac pace-
makers and other types of implantable neuroprosthesis which use electrodes.

An area in which nanotechnology is likely to benefi t cardiac pacemakers 
directly is in improvements in electronic leads and electrode biocompatibility 
and durability. The leads have been a weak link for cardiac pacemakers while 
size, power, and battery life have improved, thus requiring longer life service for 
the wires and electrodes. Cardiac pacemaker leads must be biocompatible with 
tissue, but unlike surgical implants, the internal portion near the heart must not 
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promote tissue adhesion and growth which would make them diffi cult to 
remove. In addition they must heal to skin and surface tissues to seal to prevent 
becoming a channel for infection. They must resist the growth of bacterial and 
fungal biofi lms. These are challenges worthy to be taken up by nanoengineering 
of materials. Bioengineering must also be advanced to understand long-term 
factors affecting cell growth and adhesion to leads.

13.2.3 Neurostimulation for Pain and Nervous Disorders

Nanofabrication is increasing the resolution and capabilities of neurostimulation 
devices. Neurostimulation is used medically for cardiac pacemaking, deep brain 
stimulation to control tremors in Parkinson’s disease, management of chronic 
pain, stimulation of tissue healing, prevention and reversal of nerve degeneration, 
and other conditions and therapies, including chronic neuropathy, diabetic 
neuroarthropathy, and cardiomyoplasty [114].

Integrated micro- and nanoscale devices make it possible to apply much 
fi ner resolution with many more electrode stimulation points, which can be 
dynamically programmed. Every advance in computer and signal processing 
power resulting from electronics nanoengineering contributes directly to the 
power and sophistication of programmable medical devices such as neuro-
stimulation systems. These advantages may appear in new generations of 
cochlear implants, cardiac pacemakers, deep brain stimulation, and in new 
types of devices [115].

An important aspect of the development of cortical prostheses is the enhance-
ment of suitable implantable microelectrode arrays for chronic neural recording. 
A promising approach to this function is the use of implantable silicon-substrate 
micromachined probes. Work on these probes has improved their reliability 
and signal quality. In rodent models the probes provide high-quality spike 
recordings over extended periods of time lasting up to 127 days. More than 90% 
of the probe sites consistently record spike activity with signal-to-noise ratios 
suffi cient for amplitudes and waveform-based discrimination. Histological 
analysis of the tissue surrounding the probes generally indicated the develop-
ment of a stable interface suffi cient for sustained electrical contact [116]. Surface 
treatments, new electronic circuit materials, and other advances contributed by 
nanotechnology will result in continual improvements in making such probes 
resistant to the challenging environment of implantation. In addition to the 
general improvements in size, power, and mobility made possible by nanotech-
nology, we have seen in a previous section how nanoengineering of the surfaces 
of electrodes, including use of carbon fi ber nanotubes, is contributing to improved 
interfaces between neurons and electrostimulation devices [90].

Electrical stimulation of neural tissue by surgically implanted neuroelectronic 
devices is now an approved modern therapy. Reduction of the size and power 
requirements with integrated microelectronic devices makes it feasible in many 
cases to energize an implanted device by RF electromagnetic transmission of 
power, eliminating wires and batteries [117–120]. Implanted neurostimulation 
devices such as pacemakers are already available that receive power from RF 
energy, thus eliminating transcutaneous wires that are a source of infection and 
complications [121,122]. The question of RF interferences becomes an important 
design consideration for such devices (see section 13.2.6).
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Improvements in energy storage through nanoengineered supercapacitors 
and hypercapacitors, aerocapacitors, and conductive polymers [123], coupled 
with lower power requirements for nanoengineered electronics, allow room for 
great improvements in size and capability of embedded devices, thus allowing 
very small implantable devices to perform electrostimulation in selected points 
of the nervous, sensory, and neuromuscular systems. Such devices may make it 
practical for increased use of implanted electrostimulation for bone and tissue 
grafts, and to stimulate function in the endocrine system and other organs.

13.2.4 Neuroprosthetics

Neural interfaces to nano- and microelectronic devices open new opportunities 
to design more powerful neurostimulators for prosthetics. Broadly defi ned, a 
neural prosthesis is a device implanted to restore a lost or altered neural func-
tion [124,125]. The Greek word “prosthesis” originally refers to the addition of a 
syllable to the beginning of a word. In classical medicine it means an artifi cial 
replacement for a missing part of the body [126]. The term “prosthetics” denotes 
the medical art of providing prostheses to improve the life of patients.

Assistive Devices. Neuroprostheses are distinct from “assist devices” such as 
heart ventricular assist pumps, which do not interface to the voluntary nervous 
system [127]. Neuroprostheses are also distinguished from assistive devices 
which translate or amplify movement, for example, systems which enable para-
lyzed persons to control computers or devices by eye, tongue, or small muscle 
movement [128]. Nanotechnology is a key driver advancing the state of the art 
for assistive devices, and most dramatically for neuroprosthetics. As we have 
seen, nanotechnology is improving the electrodes that interface to nerves, and it 
is providing smaller and more powerful sensors, actuators, and distributed con-
trol systems to make prosthetics more natural and effective.

Nanotechnology will have its greatest impact on medicine with assemblies of 
cooperating interconnected networks of computing, communicating, and 
sensing nanoprocessors driving assemblies of modular interworking nanoac-
tuators to make up a micro- or macrodevice like a powerful but subtle motor 
neuroprosthesis.

SCALABLE, DISTRIBUTED NETWORKS OF NANOELEMENTS

Types of Neural Prostheses. Neural prostheses are of two types—motor and sen-
sory. Sensory neuroprostheses are devices that translate external stimuli such as 
sound or light into signals that are interfaced to the brain either directly or via 
neural pathways, to restore lost or damaged perception ability. Glasses and 
external hearing aids are prostheses, but a sensory neuroprosthesis is an active 
device that delivers electrical stimulus to the nervous system, such as a cochlear 
implant or artifi cial retina.

Motor Neuroprostheses. Motor neuroprosthetic devices take signals from the 
brain or motor nerve pathway and convert that information into control of an 
actuator device to execute the user’s intentions. Motor neuroprosthetics work in 
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one of two ways, either by (1) translating motor nerve impulses to electrical 
stimulation that excites or inhibits neuromuscular paths to paretic or paralyzed 
organs and limbs (functional electrical stimulation), or (2) picking up electric-
ity generated by the brain or nerves and interpreting it to control prostheses or 
assistive devices (device control). In both cases, nerve signals can be interfaced 
to the neuroprosthesis by recording electrical impulses externally through the 
surface of the skin (myoelectric control) or through implanted electrodes.

Functional stimulation enables neural command signals to control muscle 
movement where native motor nerve function is paretic or impaired. Device con-
trol collects and maps nerve impulses to control electronic or electromechanical 
aids—actuated braces, artifi cial limbs or hands, synthetic speech generators, 
devices to allow control of bowel or bladder sphincter function, etc. Nerve sig-
nals interfaced to an active neuroprosthesis, or brain–computer interface, can be 
used to drive assistive technologies such as computer-based communication 
programs, environmental controls, and assistive robots [129,130].

For a motor neuroprosthesis to restore function, it must be integrated with 
the human owner’s nervous system. The signals picked up by the electrodes 
from the nerves or brain must be translated into smooth and controlled actua-
tion of the prosthesis [131]. This involves some combination of learning and 
adapting by the user and some sophisticated electromechanical control strate-
gies to decode signals from either (1) the remaining peripheral nerves, or (2) the 
brain, and translate them into actions [132].

The design and implementation of a device capable of complex motor tasks—
such as grasping, manipulation, and walking with smooth gait, coordinating 
movement with vision and balance, responding with appropriate force and 
velocity—all require that the prosthesis have a sophisticated distributed net-
work of control, actuation, and feedback [133]. Limb and hand prostheses also 
need a high degree of fi delity to mechanical and dynamic properties of the natu-
ral limb. Otherwise the task of learning to use the device will be diffi cult 
[134,135]. Therefore to be effective, the nanotechnical design of nanoactuators 
and nanosensors must be fully integrated with the control systems from design 
to implementation, including the very special ergonomic interface between 
patient and device [136].

There is a high degree of overlap between prosthetics, robotics, virtual reality, 
design of space suits, and other human augmentation technologies [137–145]. 
These highly multidisciplinary fi elds present many opportunities for application 
of nanotechnologies in materials as well as electronics. Nanotechnology is 
already enabling more natural prostheses by providing (1) smaller (and more 
affordable) sensors, processor elements, and the wiring and interconnections to 
network them into a distributed control systems [146–151], (2) smaller, more 
powerful, effi cient, and responsive scalable actuators whose mode of movement 
is natural and smooth because it is based on molecular forces, similar to those in 
natural muscle [152,153], and (3) engineered materials that match the strength/
weight ratios, elasticity/rigidity, and mechanical energy storage characteristics of 
key components of natural extremities [154–157].

Nanomaterials such as conductive polymers and carbon nanotubes offer 
routes to nanosensors [158], and nanoscale-distributed computing elements 
[159], as well as to modular, lightweight, and strong artifi cial muscles that can 
be ganged in parallel to match force requirements [160–163]. Nanoscale 
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magnetometers, accelerometers, pressure sensors, and gyroscopic devices will 
be able to more precisely detect even minute movements and angle changes; 
these will support the design of internal device rotation mechanisms that fea-
ture smooth, accurate movement as well as accurate transmittance of control 
and feedback information for human operation.

Nanotechnology will have its greatest impact on medicine not with tiny 
mobile robots, but with assemblies of cooperating interconnected networks of 
computing, communicating, and sensing nanoprocessors, driving assemblies of 
modular interworking nanoactuators to make up a micro- or macrodevice like a 
powerful but subtle motor neuroprosthesis. To see the current state of the art in 
prosthetics for limbs, and how integrated nanotechnology can be harnessed by 
distributed control to enable their design, consider some examples of artifi cial 
limbs.

Leg, Knee, and Foot Prostheses. Loss of a foot or leg is one of the most 
common amputations, due to war, civilian encounters with land mines, accidents, 
and complications of diabetes. Before the 1990s artifi cial legs, knees, and feet 
were diffi cult to use, and required more energy for movement than normal 
walking [164].

Without a control and feedback system that reproduces the natural interac-
tion of the limb with the body of the wearer and the external environment, 
amputees walking with a leg prosthesis consume more energy than a non-
amputee at comparable walking velocities. The elastic tendons of the foot and leg 
store and release energy with each step, and artifi cial limbs have been designed 
to reproduce this spring mechanism, with improved results [165–167].

Designs with distributed microprocessor control in a complex prosthesis 
have given improved usability [168], but until recently, processors, sensors, and 
actuators have been too large, power-hungry, and expensive to offer a practical 
solution. The most challenging function to reproduce was the proprioception or 
kinesthetic sense that provided virtually unconscious and autonomous feedback 
to the body, enabling us to keep our balance through all types of movement and 
terrain. This requires low power, rugged, fast sensors, processors, and actuators 
that have only recently become available through advances in micro- and 
nanotechnology.

Advanced strong and lightweight materials, including smart materials with 
built-in sensors, are also necessary to achieve the full potential of the electrome-
chanical control system. As these prerequisites have become available, being 
able to build and test prototypes has led to better understanding of how the 
limb interacts with its physical environment as well as with the body and the 
nervous system.

Laboratories and companies around the world working on the leading edge 
of nanotechnology and control have now produced highly advanced artifi cial 
feet, knees, and legs that are giving life-like restoration of function to amputees 
[169–171]. A walk through a few step cycles with a leading commercial prosthe-
sis shows how it uses highly miniaturized but powerful accelerometers, proces-
sors, and actuators with an optimized control strategy that reproduces essential 
features of natural gait and posture. A prosthesis like the Proprio Foot [172], for 
example, might use adaptive neural network algorithms to learn from the user’s 
movements and stride to optimize its response [173]. Such a system would use 

48031_C013.indd   63848031_C013.indd   638 10/29/2008   5:54:16 PM10/29/2008   5:54:16 PM



  Medical Nanotechnology 639

fuzzy logic feedback algorithms to ensure smooth reactions and avoid over-
shooting responses [174]. Distributed parallel processing enables the system to 
plan the positioning of parts of the limb for the next movement in real time 
while executing a step. Force sensors and accelerometers provide feedback for 
adjustment to slope, speed, and sudden off-balance movements by making 
thousands of measurements per second.

Distributed and embedded artifi cial intelligence and electrophysical feed-
back control the autonomous functions involved in walking that we do not have 
to think about—like keeping the leg positioned relative to the center of gravity 
of the body, rotating the ankle, and controlling the angle of the foot to the 
ground, with compensation for forward speed, slope, and other factors. At the 
same time, the prosthesis interfaces to the user’s nervous system to respond to 
motor commands and execute voluntary movements. A requirement for success 
of the system is that it should interface, interact, and adapt to the forces and pat-
terns of movement from the physical environment and the rest of the body, as 
well as to the nerve impulses, just like a natural limb would do. Thus we see that 
our defi nition of a motor neuroprosthesis was somewhat limited: it has to interact 
appropriately with its entire environment, not just with the nervous system.

Proprioception. The sum of all the tactile information constantly being fed to your 
brain that tells you where you are and what you’re doing.

Kinesthesia. The ability of the brain and body to precisely and reproducibly know 
where limbs and fi ngers, etc., are positioned, how fast they are moving, and how 
much force is being applied. Kinesthetic memory enables musicians and athletes 
to achieve high performance.

TWO IMPORTANT CONCEPTS FOR DESIGN OF MOTOR PROSTHESES

Hand Prostheses. The hand has one of the highest densities of motor nerves 
and sensory nerve endings of any part of the human body, serving its highly 
developed tactile and sensory capabilities with 22 degrees of freedom in its four 
fi ngers and thumb. Prostheses to replace a lost hand are one of the oldest forms 
of prosthetics: the surgeon Ambroise Paré designed an anthropomorphic hand 
for wounded soldiers in the sixteenth century. Modern motor neuroprosthetics 
provide considerable functionality, thanks to advances in microelectronics, 
microactuators, and robotics [175].

Like the lower extremity, the hand interacts with its environment as well as 
with the nervous system, but the hand is much more intimately and intricately 
connected with the brain in the performance of voluntary planned and executed 
tasks. A number of prosthetic hands have been developed with embedded con-
trols [176–179]. Much has been learned about hand movement from develop-
ment of robotic hands for industry and space, as well as prosthetic use [180–182]. 
As in the case of the artifi cial foot, the most recent and advanced designs use 
distributed control and sensors with local feedback rather than requiring the 
user to decide and communicate how much force is exerted by each fi nger at a 
given time [183].

Artifi cial hands with advanced capabilities can be used for robotics or human 
augmentation aids as well as prosthetics [184–186]. Devices for robotics and 
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prosthetics have been developed with 20 degrees of freedom, using shape 
memory alloy actuators [187,188]. Some advanced designs implement the com-
plex degrees of freedom of the fi ngers and thumb and employ sensitive micro-
phones to detect vibration when a grasped object is slipping [189–191].

Ongoing progress towards more natural artificial hands is making use 
of MEMS accelerometers, as well as force and pressure sensors (and hence 
more nanotechnology). Designs have been proposed for smart artificial 
skin with embedded nanosensors, which will give more options for design-
ers of prostheses.

Prosthetics, like other medicine, is human oriented, seeking to adapt assis-
tive devices to the unique needs of each patient, within inevitable constraints 
of cost, technical feasibility, and rehabilitative learning [192]. With the advance 
of nanotechnology making devices adaptable as well as affordable, this ideal 
becomes more realizable. The range of options for fi tting a pirate hook was 
much narrower than with a modern nanosensor and processor-enhanced 
prosthesis.

For example, when a patient has some functioning tendons leading to a 
missing hand, these can be harnessed to give a more natural interface to the 
prosthesis. The loss of motor function suffered by many patients is not com-
plete. For these patients who still possess residual functions, modular, more 
naturally controllable systems for supporting these functions are needed rather 
than complex systems to replace them [193].

Neuromotor devices that are one-way, sending signals collected from the 
brain side of the gap to the muscles, leave the patient relying primarily on 
visual feedback for control (or auditory feedback in the case of voice prosthe-
ses) [194]. Such control can be learned with therapy [195,196]. Indeed, the 
brain is very plastic; patients are able to learn to activate and use prostheses 
via a number of different neural pathways, regardless of the nature of the 
function [197].

An ideal prosthetic hand would replicate sensory–motor capabilities of the 
amputated limb. The special feedback that the body, and especially the hand, 
provides for such tasks is referred to as the haptic sense. Haptics involves pri-
marily the sense of touch and perception of resistance to applied force, with 
some elements of kinesthetics. Haptics is important in the skilled performance 
of dexterous tasks such as surgery.

A number of research centers are working on biomechatronic hands which 
aim to approach natural dexterity, speed, and strength with normal weight and 
appearance. A challenge is to minimize power requirements, operate noiselessly, 
and be resistant to water, oils, food, and be easily cleanable. The goal is to have 
an intelligent, adaptable self-programming control system that makes it easy for 
the user to develop skill. Some current designs have excellent dexterity, but are 
lacking in some of the other requirements.

This is a very active and exciting area for application of new nanotechnol-
ogy. In the case of actuators, miniature electronic motors or pneumatic muscles 
have yet to be replaced by nanoengineered artifi cial muscles in an integrated 
design for an artifi cial hand. Lifelike, durable, soil-resistant skin coverings have 
yet to be developed and evaluated (perhaps using some of the soil- and water-
shedding features learned from the lotus petal) (see chapter 12, Introduction to 
Nanoscience).

48031_C013.indd   64048031_C013.indd   640 10/29/2008   5:54:16 PM10/29/2008   5:54:16 PM



  Medical Nanotechnology 641

The Brain–Machine Interface. The control of physical objects by the power of 
thought alone has long captured the human imagination. Using our thoughts 
to control a computer or robot used to be the realm of science fi ction writers. 
Now with the aid of new technology and years of study of neural activity in the 
brain, the control of machines and computers by the brain is becoming a real-
ity. Systems are being made in which patterns of neuronal fi ring in the brain 
can be translated into electronic controls to support communication, mobility, 
and independence for paralyzed people [198–200]. Nanoengineered electronic 
and magnetic detection devices are helping brain–machine interfaces reach a 
level of speed and responsiveness that will make a brain interface a usable pros-
thesis that does not require long and diffi cult concentration and training for 
the user [201].

Motor and Sensory Interfaces. To fully interface with the brain, a neuroprosthe-
sis must not only receive signals from the brain but must also return sensory 
information for feedback. This feedback is visual, auditory, kinesthetic, and 
haptic. In later sections we will discuss sensory neuroprostheses, but fi rst we will 
examine aspects of motor control.

Promising Breakthroughs in Brain–Machine Prostheses. Many research groups 
have been working for decades to integrate sensors, computers, and knowledge 
of the patterns of nerve fi ring with which the brain controls movement, in 
order to help people who have brain or spinal cord damage to communicate 
and interact with the outside world. The goal is to use prostheses to replace or 
restore lost motor functions in paralyzed humans by routing movement-related 
signals from the brain, around damaged parts of the nervous system, to external 
effectors.

Much remains to be done before neuroprostheses that can respond to the brain 
become a clinical reality, but in experiments, paralyzed patients with electrodes 
implanted in the part of the brain that controls movement, the cerebral motor 
cortex, have been able to control computers and televisions, open e-mail, and 
move objects using a robotic arm [202]. Although control using the system was 
rather slow, it did not require complete focused attention to operate: the patient 
was able to engage in conversation while doing tasks with the neuroprosthesis. 
Experiments using implants in monkeys that were not paralyzed have demon-
strated the potential for faster response times, with techniques to speed up the 
brain–machine interface [203].

Challenges to Be Overcome. It is possible to control prosthetic devices by extra-
cellular recordings from the cortical neurons in the brain, where movement con-
trol originates [204,205]. Extensive preclinical experimentation with implanted 

“Abstract systems that allow a brain to control a computer are inching ever closer 
to reality—but their most important applications may be different from those 
envisaged by science fi ction.”

Is this the bionic man? Nature (2006) [198]

NANOTECHNOLOGY IS BRINGING THE BIONIC MAN CLOSER TO 
REALITY—THE BRAIN–MACHINE INTERFACE
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neurosensor electrodes is laying the foundation for design of such systems; the 
pattern of neuron fi ring has to be at least approximated in order to map signals 
onto movement in the prosthesis. The development of smaller and faster neuro-
electrodes is important for future success in patients.

To make a brain–machine interface requires the estimation of a mapping 
from neural spike trains collected in motor cortex areas onto the kinematics of 
a normal limb—but fortunately, this mapping does not have to be absolutely 
accurate—otherwise the task would be impossible [206]. Imagine that someone 
ripped the dashboard and steering column out of a car, or the cockpit out of an 
airplane, and handed it to you and asked you to reconnect all of the wires and 
controls back together so that it worked again. That would be an extremely 
simple task compared to mapping the connections between the brain and mus-
cles after a spinal cord injury. That a brain–machine neuroprostheses can work 
is as much a tribute to the adaptive and regenerative power of the brain and 
nervous system as it is to the years of patient experimentation and intricate 
deciphering by neuroscientists. If the brain is presented with an interface that is 
at all workable and predictable, the cortex can adapt in most cases to learn how 
to associate patterns with movement [207].

There are purely clinical factors and obstacles for success of a brain neuro-
prosthesis. Firing patterns and maps from brain to motor effector neurons must 
be measured in intact animals and human subjects, to establish a baseline for 
translation from brain to machine. Movement signals in the motor cortex of the 
brain may not persist after nerve paths to a limb are cut off. (“Use it or lose it” 
holds true in the brain.)

But given the clinical obstacles, early experiments give indications that work-
able prostheses may be possible. There are nanoengineering challenges to be 
solved in both materials and control system architectures. The systems for 
recognizing and interpreting brain signals to movement must be robust and 
adaptable enough to deal with changes in pattern presented after injury, during 
learning, and due to individual differences. Current experimental systems 
typically sample ensembles of 100–200 cortical neurons. Advances in nano-
technology will allow denser and larger arrays to be implemented. The neural 
interfaces must be compatible with nerve cells and their environment, so that 
the transmission of signals does not fade over time due to buildup of plaques 
on the electrodes or withering away of the neurons in contact with the surfaces. 
In the opinion of many scientists, “most of these diffi culties are now engineering 
challenges, rather than problems of principle” [198].

Design of Control Algorithms. Much work by neuroscientists has been done 
to tell us what part of the cortex controls which limbs, and how control spreads 
out down the neural networks [208,209]. If a control system could simply be 
“hardwired” to the brain to talk to a prosthesis, the paradigm would be to 
interface electrodes to the appropriate part of the brain’s motor cortex or 
motor pathway, and analyze the relationship between the cortical activity and 
measured arm or hand movements; this relationship would then map cortical 
activity to similar prosthetic arm movements. However, the pathway to the 
brain is not so simple, and there is the clinical problem that measured limb 
movements are not feasible for amputees or patients with physical mobility 
limitations.
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The fi ring patterns of the nerves controlling natural neuromuscular systems 
are very complex, and are modulated by chemical neurotransmitters and inhibi-
tors, so a purely electronic interface can never be completely natural. The motor 
signals spread out, and sensory feedback returns, over a network of dendritic 
paths in patterns that can be mapped experimentally to the musculature and 
sensory surfaces of the body [210,211]. The areas of the cortex that control par-
ticular motor movements set up predictable patterns prior to initiating motor 
commands [212]. For a neuroprosthesis we merely want to provide the brain a 
tool to work with, rather than try to duplicate its operation.

We know from neuroscience that, to a large degree, the brain is adaptable 
and can learn new control tasks by response to feedback presented to it. If we 
can present the cortex cells with a coding system of responses that activate the 
prostheses, then the brain can learn to exercise control [213–215]. Hopefully, 
this learning can be automatic, implemented by feedback loops within the 
cortex that are similar to natural control mechanisms for the original limb. 
Otherwise control of the prosthesis will require extra effort and conscious 
attention to execute. Thus getting the control coding right is as important as the 
weight, power, and agility of the robotics in the prosthesis. Fortunately, prog-
ress is being made in designing workable control schemes that enable the brain 
to successfully map intent onto movements of the prostheses. And the brain 
has shown itself to be remarkably adaptable in learning to control devices by 
neural stimulation.

Adaptive Coding and Training. Recent research has shown that adaptive con-
trol strategies shorten the learning time and increase the effectiveness of brain–
machine interfaces. A number of coding and training methods have been used 
to interface such neuroprostheses [216]. These coding techniques compute 
statistical scores to match patterns in the cortex with movements of the limb or 
prosthesis. Adaptive methods can automatically improve their performance 
with practice, by iterative computation that optimizes the correlation between 
nerve fi ring patterns and movements with practice.

Systematic investigation of several linear (Wiener fi lter, LMS adaptive fi lters, 
gamma fi lter, and subspace Wiener fi lters) and nonlinear models (time-delay 
neural network and local linear switching models) are applied to experiments 
in monkeys performing motor tasks (reaching for food and target hitting), in 
order to map cortical function onto motor movements [217]. Other correlation 
models that have been used include Bayesian graphical networks, Bayesian 
quadratic, Fisher linear and hidden Markov model classifi ers [218] as well as 
neural networks, Kalman fi lters [219], and Kalman fi lters with smoothing [220], 
and other statistical component analysis techniques [221,222]. The timing and 
synchronization of fi ring between groups of neurons have been analyzed as a 
means of predicting cortex output based on coincidence and synchronization 
of fi rings [223].

Distributed Control Networks of Nanocomputers. Because the brain is more 
universal than any specialized branch of the neural pathways connecting it to 
the extremities, and is the starting point for voluntary control signals, one might 
assume that the neuroprosthetic interface could be controlled largely and 
directly by the brain, by-passing the functions of the spinal cord, ganglia, motor 

48031_C013.indd   64348031_C013.indd   643 10/29/2008   5:54:17 PM10/29/2008   5:54:17 PM



644 Fundamentals of Nanotechnology

nerves, etc. But distribution of function, especially motor functions, serves to 
prevent overload of the brain; much preprocessing of stimuli takes place along 
the pathways.

In the case of the leg, a great many of the control feedback loops are automatic, 
and can be implemented entirely within the limb. But for the hand or for speech, 
a complex mixture of voluntary initiation and automatic cascades of control 
must take place, with the option for voluntary control to override the automatic 
function at any point playing a much greater role. To match the learning and 
adaptive power of neural networks that control complex tasks like manipulation 
or speech, the control systems must be adaptive [224].

Analysis of such control systems reveals that they are best implemented with 
distributed, communicating networks of processing elements [225–227]. Thus 
a network of nanofabricated small processors with communication links, sensors, 
and actuators will be an optimal platform for implementing agile and respon-
sive control systems for prosthetics (as well as robotics) which can adapt to 
external conditions and to the stimuli from the user’s brain. Such a network also 
has the advantage of requiring less energy for the same computation capability 
of one or two fast processors for controlling prostheses.

Noninvasive Interfaces for Brain–Machine Interfaces. Noninvasive or mini-
mally invasive methods of communicating between brain and prosthesis would 
be highly desirable—eliminating surgery, electrodes, and wires. Some obvious 
minimally invasive techniques, such as using fi nger, toe, or eye movements, 
have the disadvantage of requiring a high degree of the patient’s attention, even 
if muscle movement is possible [228]. One way to avoid the disadvantages of 
wires through the skull and skin would be to communicate with an implanted 
electrode via wireless RF signals—but this raises many technical problems and 
still requires an implant.

In principle, it is also possible to control computer cursors through noninva-
sive electrodes monitoring the brain from outside the head. The electrical poten-
tial of neurons collectively fi ring is detectable on the scalp. Its recording is 
termed the electroencephalogram (EEG), whereas the pattern of signals measured 
by electrodes on the surface of the cerebral cortex is called the electrocortiogram 
(ECoG). The EEG shows an average of many neurons fi ring in a broad region of 
cortex, fi ltered through the skull and scalp, but a number of patterns can be 
detected nevertheless. Considerations for control programming are similar to 
those for ECoG, but mapping is more arbitrary [229,230]. The lower interface 
resolution of the EEG makes it diffi cult to provide a wide range of subtle and 
distinct movement controls, and requires long training periods. EEG-based sys-
tems have generally been too slow for controlling rapid and complex sequences 
of movements, so this type of interface remains a less desirable option.

Some direct comparison studies have been conducted between EEG and ECoG, 
in order to measure the relative information-processing capacity that can be 
achieved using brain–computer interfaces with the two interface modes. Methods 
of translating brain computer interface data between noninvasive EEG and invasive 
ECoG are sought with the goal of further improving EEG control [231,232].

Researchers have used asynchronous EEG analysis and machine learning 
techniques to implement brain control of advanced robots with impressive 
results. Using an EEG-based brain–machine interface that recognized three 
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mental states, they achieved mental control comparable to manual control on 
the same task, with a performance ratio of 0.74 [233].

EEG readings have been combined with other physiological measurements 
in multimodal monitoring to give an enhanced picture of the status and activity in 
the brain. Other data integrated with EEG include hemodynamics, functional 
MRI, and others [234].

Magnetic Neural Stimulation and Monitoring. Advances in micro- and nano-
technology are on the cusp of giving an alternative to low-performance EEG 
interfaces and invasive electrode implants. With advances in materials and elec-
tronic nanosensors, it is becoming feasible to use magnetic fi elds to stimulate 
and monitor the brain. Magnetic stimulation is noninvasive; focused magnetic 
fi elds can stimulate nerves deep within the body and brain without implanted 
electrodes or shocks through the skin [235].

Basic Principles. The fi rings of neurons and the travel of ion currents along 
axon membranes generate magnetic fi elds. A steady current induces a static 
magnetic fi eld, and any change in current creates a change in the magnetic fi eld. 
Thus, magnetism is a second-order effect of the movement of an electrical 
charge: the magnetic fi eld is proportional to the velocity of the charge and the 
change in magnetic fi eld is proportional to the acceleration or deceleration of 
the charge. This indirectness makes magnetic fi elds more diffi cult to use, but it 
also creates the possibility of noninvasive communication with nerves, without 
implanted electrodes or painful transcutaneous shocks.

High-intensity changes or pulses in strong magnetic fi elds can induce electri-
cal fi elds in the nervous system, which can exceed the fi ring threshold for neu-
rons (the action potential). The induced electrical currents are proportional to the 
rate of change of magnetic fi eld (dB/dt). Thus magnetic stimulation can induce 
electrical currents in the neuron cell membranes like those induced by implanted 
electrodes, but without physical contact [236] (Fig. 13.2).

FIG. 13.2
The brain can be stimulated noninvasively by magnetic fi elds. 
Nanosensors make it possible to detect magnetic fi elds produced 
by nerve activity.
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Magnetic Stimulation. The induction of nerve fi ring by application of strong 
focused magnetic fi elds is a new medical technique used to stimulate motor 
nerves in the limbs (functional stimulation) or neurons in the brain (transcranial 
magnetic stimulation). Magnetic stimulation requires strong magnetic fi elds, 
which must vary or pulse in order to generate an electric fi eld—generation of an 
electrical fi eld requires movement of an electrical charge relative to a magnetic 
fi eld. Electrical stimulation of nerves could be obtained with a simple voltaic jar 
or electrostatic spark, but magnetic stimulation requires equipment that can 
generate short, intense, pulsed and focused magnetic fi elds of very high strength, 
about 0.5 T at the surface of the cortex, which typically requires a 2 T magnetic 
coil outside of the body.

To localize the stimulation, arrays of magnetic coils are positioned outside of 
the head to focus the combined fi elds inside the brain. Relatively low-frequency 
magnetic fi elds can be used (typically a few kilohertz) which are not absorbed 
by the skull or spinocerebral fl uid. The electromagnets are controlled so that the 
strength of the magnetic pulse exceeds the excitation threshold only at the focal 
point. The resolution that can be achieved is less than with electrodes, but the 
noninvasive advantage is spurring efforts to increase the precision of the mag-
netic focus [237].

Development of Medical Applications. Electric and magnetic fi elds are comple-
mentary: electrical currents generate magnetic fi elds, and changes in magnetic 
fi elds induce electrical fi elds. The relationship between electricity and magnetism 
was demonstrated experimentally by Faraday in 1831 and explained theoretically 
by Maxwell in the latter half of the nineteenth century. Applications of the phe-
nomena were developed by Edison, Marconi, and many others since, forming 
the basis of our electronic economy.

Electrical stimulation of nerves was known since the days of Galvin and Volta, 
but the idea of magnetic stimulation had to wait for Faraday and Maxwell to 
demonstrate the relationship between electricity and magnetism. There were a 
number of early attempts to stimulate the brain and motor nerves using mag-
netic fi elds, but the technical challenges are formidable for either stimulation or 
monitoring with magnetism.

The fi rst successful development of technology for magnetic stimulation was 
conducted at the University of Sheffi eld in England starting in 1976. In 1982 the 
Sheffi eld team demonstrated supermaximal stimulation (simultaneous fi ring of 
all of the motor nerves in a nerve bundle) followed in 1985 by transcranial 
stimulation [238]. The repetitive stimulator (rTMS), which can generate up to 
30 pulses per second, became available in the 1990s. Since then the fi eld has 
expanded rapidly, with several companies producing clinical equipment and 
obtaining regulatory approvals for experimental and some clinical uses. One 
use of magnetic stimulation is to temporarily shut down portions of the neural 
network. This allows connections to be mapped, and is being studied for treating 
conditions such as Parkinson’s disease [239,240].

Magnetic Monitoring. The magnetic fi elds produced by nerve currents are weak 
but can be detected with sensitive magnetic fi eld detectors (magnetometers) 
[241–243]. Extremely sensitive magnetometers are needed to detect the fi elds 
produced within the brain. Fortunately, a great deal of development has been 
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invested toward high-performance magnetic sensors for many applications 
such as computer disk drives, oil exploration, and security detection. The current 
state-of-the-art magnetoencephalography (MEG) can map brain activity on a one 
millimeter grid or less. With powerful signal processing and statistical analysis, 
MEG images can be co-registered with MRI scans with good accuracy. Because 
magnetic fi elds are induced perpendicular to the direction of current fl ow, MEG 
gives orthogonal information to EEG in terms of the types of neural tissue and 
direction of nerve impulses that are revealed.

The fi rst generation of MEG equipment was typically bulky, requiring shielded 
rooms, high power consumption, cryogenic cooling of detectors, and signifi cant 
processing times to deconvolute data from relatively few sensors. Thus MEG has 
until recently been limited to research and highly specialized diagnostic appli-
cations for life-threatening conditions [244]. This is a rapidly developing area 
which is being accelerated by applying nanofabrication to existing types of mag-
netic sensors and entirely new concepts made possible by nanotechnology. The 
results are 1000-fold improvements in sensitivity and reductions in size and 
power requirements by factors of 10 to 100.

Devices for Magnetic Stimulation and Monitoring. The improvements in per-
formance necessary to make noninvasive magnetic communication with the 
brain a practical reality are already being delivered by nanotechnology. For stim-
ulation, the impacts of nanotechnology are largely indirect; nanofabrication of 
interstitial compounds and alloys is producing better high-temperature super-
conducting materials to reduce the size and cryogenic environmental constraints 
for high-performance superconducting magnets, and nanoparticle thin fi lms are 
being used to fabricate magnetic shielding materials.

Historically three classes of magnetic sensors have been developed: mechani-
cal, electronic, and quantum. Researchers are re-examining magnetic sensing to 
fi nd opportunities for enhancement based on phenomena that appear at the 
nanoscale, with very small masses and volumes. Many older types of magnetic 
measurement devices can be sub-miniaturized with nanofabrication, but nano-
technology is also making new designs possible based on previously inaccessi-
ble physical phenomena. Both types of development are producing concrete 
results, and applications are expanding.

Mechanical magnetic sensors include geometric magnetometers, where 
the sensor is moved or deformed by interaction with the magnetic fi eld, and 
resonance sensors, whose vibration rate is infl uenced by fi eld forces [245]. 
Electronic sensors include Hall effect sensors [246], which measure the resis-
tance to fl ow of electrons caused by their defl ection in a magnetic fi eld; and 
magnetoresistive, giant magnetoresistive, and colossal magnetoresistive sen-
sors, based on thin fi lm conduction effects (the 2007 Nobel Prize in Physics 
was awarded to the discoverers of giant magnetoresistance, Albert Fert and 
Peter Grünberg) [247–250], and fl ux-gate devices, which compare the differ-
ence in current required to magnetize a coil in two directions. Some sensor 
designs utilize more than one physical effect in the same device for enhanced 
performance. Quantum sensors include the superconducting quantum interference 
device (SQUID), based on Josephson junction currents—the magnetically sensitive 
tunneling of electrons through a thin insulating barrier separating two super-
conductors [251].
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The SQUID is the highest sensitivity magnetometer commercially available. 
Magnetic scanning systems approved for mapping neural activity are based on 
SQUID sensors. Although the fi rst generation was bulky, it has been used suc-
cessfully for brain and cardiac imaging. A second generation design has been 
optimized with highly sophisticated software and good engineering to increase 
resolution and reduce the size and weight of the cooling and shielding systems. 
Applications include diagnostic imaging for neonatal brain assessment, liver 
susceptometry, and gastric ischemia, and for diffi cult to diagnose and serious 
conditions [252,253].

Advances in Magnetic Sensor Design. A number of new nanoscale magnetom-
eter designs are being developed which approach or exceed the sensitivity of 
SQUID, without cryogenic cooling, and with less power consumption, lower 
cost, and smaller size. One, the optical atomic magnetometer, developed by the 
U.S. National Institute of Standards and Technology with the University of 
Colorado and Sandia Laboratories, is based on the interaction of laser light with 
atoms oriented in a magnetic fi eld in the gas phase [254]. Workers at Princeton 
University and at the University of California, Berkeley, and elsewhere are 
also developing optical atomic magnetometers, and improvements in performance 
continue to be published [255,256]. Another promising new magnetometer 
is a nanoscale cantilever design developed at Lucent Technologies’ Bell Labs 
[257]. These and other designs may open new possibilities for magnetic 
medical imaging.

Optical Atomic Magnetometers. The NIST optical atomic magnetometer mea-
sures the change in alignment when atoms with a magnetic spin moment inter-
act with a beam of laser light. In the absence of an external magnetic fi eld, the 
atoms will align with the laser beam’s crossed electric and magnetic fi elds. Any 
perturbation by a magnetic fi eld will disorient the alignment with the beam, 
reducing the amount of light transmitted through the gas. Magnetic shielding is 
used to make the detector selective and directional. The fabrication of a cell con-
taining the gas, a small solid-state laser, and a detector for the transmitted light 
can be scaled down to microchip form, with nanoscale geometries, to make an 
extremely small, sensitive, and economical sensor element.

At NIST a prototype, millimeter-scale microfabricated rubidium vapor cell 
with a low-power laser, was able to detect the heartbeat of a rat. In Berkeley 
researchers used the atomic magnetometer to detect magnetic particles fl owing 
through water. Princeton researchers using a high-sensitivity atomic magnetom-
eter based on potassium vapor performed MEG experiments [258]. Physicists at 
the University of Wisconsin and elsewhere are refi ning optical atomic magne-
tometer designs to reduce noise for biomedical applications [259].

The millimeter-scale prototype at NIST contains about 100 billion atoms of 
rubidium gas in a vial the size of a grain of rice. The change in spin alignment was 
easily detectable, and scalable down to much smaller sizes. The atomic magne-
tometer is about 1000 times more sensitive than previous devices of a similar 
size. With sensitivity below 70 femtotesla (fT) per root Hertz, it is comparable 
to, or even exceeds SQUID sensors. It can be made much smaller than a SQUID, 
and operates at much higher temperatures, at around 150°C.
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Currently the complete NIST device is a few millimeters on each side. 
Developers predict that with the small size and high performance such sensors 
could lead to magnetocardiograms that provide similar information to an elec-
trocardiogram (ECG), without requiring electrodes on the patient’s body, even 
from outside clothing. The current versions of the atomic detector are sensitive 
enough to detect alpha waves from the human brain, which produce magnetic 
fi elds of about 1000 fT just outside the skull.

To pick up the full range of magnetic fi elds emanating from the human head, 
the atomic optical devices would need to be more sensitive—down to 10 fT or 
less, which is projected to be feasible. The thermal magnetic noise level generated 
by the human brain is on the order of 0.1 fT. A sensitivity of 0.2 fT is projected 
for the Princeton potassium-based atomic magnetometer, if supercooled shield-
ing were used to reduce the noise level at the detector. This would enable imaging 
of individual cortical modules in the brain, which have a size of 0.1–0.2 mm. 
This could provide an alternative to MRI and PET imaging, without injection of 
contrast enhancement agents or tracers.

Previous atomic magnetometers and SQUIDs are larger and require much 
more power than the gas laser design. Even with the laser and heating com-
ponents, the new devices use relatively low power and can be extremely 
small. Thus, they could be used in high-resolution arrays of distributed sen-
sors. The small size allows the sensor to get close to the heart or brain for mag-
netic measurements. Developers project that the sensors could even be used to 
make portable MEG helmets for brain–machine interfaces. They could also be 
used to identify markers for specifi c chemicals by measuring nuclear quadru-
pole resonance of excited atoms, opening further possibilities for monitoring 
and research.

Nanoscale Electromechanical Resonator Magnetometers. Mechanical magne-
tometers can be made using nanoscale cantilevers or bridges, coated or implanted 
with magnetic materials to harness the sensitivity of nanoscale resonance vibra-
tions. Fundamental breakthroughs in nanotechnology made in the past few 
years by Bell Labs and the New Jersey Nanotechnology Center (NJNC) have led 
to a new nanomechanical magnetometer design with performance that is poten-
tially 100- to 1,000-times greater than existing commercial devices, at extremely 
low cost based on silicon lithographic fabrication [257].

The new Bell Labs MEMS magnetometers employ a silicon resonator carrying 
an electric circuit. Oscillation of the resonator in a magnetic fi eld generates a current 
around a closed loop circuit damped by a resistor. Variations in magnetic fi eld 
strength alter the amplitude and frequency of the resonator. This mechanical 
sensitivity can be used to measure the magnetic fi eld by coupling the mechanical 
motion of a silicon bar or paddle to the ambient magnetic fi eld.

In order to give a sensitive measure of a magnetic fi eld, this nonlinear resona-
tor must have negligible internal damping—a high Q-factor. Nanoscale crystal-
line oscillators made from quartz or silicon can be made with much higher Q 
numbers than all but superconducting electronic oscillators.

Magnetometers that use electronic detection (Hall, magnetoresistance, or 
fl ux-gate devices) have sensitivity limited by their electronic Q-factor, which 
depends on the resistance to electrons traveling through the metal in the circuit; 
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it is diffi cult to reduce this factor (and increase sensitivity) without resorting to 
superconducting materials (which is why SQUIDs remain the ultimate purely 
electronic detector). A tuning fork resonator made from single-crystal silicon 
(with less internal friction than that of the hardest metal) will vibrate almost a 
thousand times longer than the best room temperature electronic oscillators.

Researchers are working to optimize resonator magnetometer designs to 
achieve substantial improvements in sensitivity by modifying the microscale 
geometries with nanoscale features. Nanoscale mechanical resonators with 
mechanical Q-factors approaching 10,000 or more at room temperature can be 
made from semiconductor-grade silicon and similar single-crystal materials. 
This is a huge improvement over electronic detectors, without cryogenic cooling 
for superconductivity. Electromechanical resonator magnetometers should be 
up to 100- to 1,000-times more sensitive than existing commercial devices.

In the meantime, improved designs using nanotechnology continue to be 
applied to optical atomic magnetometers, as well as to devices based on the Hall 
effect, magnetoresistance, and SQUID [260–263]. Advances in signal processing 
are being applied to provide capacity to extract, analyze, and effi ciently present 
magnetic sensing data for medical use [264].

A challenge in the design and application of MEG nanosensors is that the 
forces measured and signals generated by nanodevices can be many orders of 
magnitude smaller than the environmental magnetic noise. This is a general 
problem for all nanosensors, so it is illustrative to see how this signifi cant met-
rological challenge is solved in the case of magnetic brain sensing. The environ-
mental noise can be attenuated by a combination of shielding, primary sensor 
geometry, and synthetic analytical methods (signal processing). One of the most 
successful applications of computer power for noise cancellation is the use of 
synthetic higher-order gradiometers [265].

The MEG signals measured on the scalp surface must be interpreted and con-
verted into information about the distribution of currents within the brain. This 
task is complicated by the fact that such inversion is nonunique. Additional 
mathematical simplifi cations, constraints, or assumptions must be employed to 
obtain useful source images, along with sophisticated signal extraction algo-
rithms [266]. Beam-forming techniques such as synthetic aperture magnetom-
etry beamformers can also reduce extraneous signals and focus the detector into 
the body [267].

Future Opportunities in Medical Magnetic Sensing. Imaging systems based on 
the newest sensors have not yet been built, but they will undoubtedly bring 
wider use of MEG, perhaps taking the portable noninvasive, effi cient brain–
machine interface closer to reality. In the meantime, other techniques for brain 
stimulation are being explored, such as stimulation of neural tissue by light 
[268,269], and vibrotactile or acoustic stimulation [270]. And the possibilities 
of feedback with MEG and other modalities for brain–machine interfaces are 
being explored [271]. So there are entirely new paths that the development of 
neuroprostheses could take. Whatever they are, nanotechnology will play a key 
role in implementing them (Fig. 13.3).

Sensory Neuroprosthetics: Haptics. Haptics refers to the sense of touch, and 
more generally to the sense of pressure and force feedback from the body to the 
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brain [272]. This brings us to the area of sensory neuroprosthetics, of which 
haptic sensors are a special case, since they are usually an integral part of motor 
prostheses. We discussed the importance of haptics and kinesthetics in the sec-
tions above on control and feedback of motor prostheses, and for brain–machine 
interfaces in general.

Haptics, along with vision, hearing, and balance, is an essential component 
of the stream of feedback that the nervous system sends to be brain [273]. A 
defi cit in the haptic sense is usually the result of loss of the sensory nerve end-
ings due to injury or amputation, but in rare and more diffi cult cases it can be 
due to brain injury. Haptics is a diffuse sense, so there is no one prosthetic 
device that satisfi es the brain’s requirement. It has been less well understood 
than more obvious senses, even taste and smell, which are more localized and 
less intuitive.

Because tactile feedback is so important to the fi ne motor control necessary 
for dexterous and delicate tasks, as well as athletic performance, it is becoming 
an important research area. Nanotechnology-based haptic sensors are having an 
impact on robotics, design of spacesuits, and in medicine—not only for neuro-
prosthetics, but in the design of robotics-assisted surgery systems [274,275]. It is 
extremely important in design of prosthetic strategies and in rehabilitation. 
Surgical connection of sensory as well as motor nerves to a prosthesis can give 
dramatically improved results [276,277]. So-called smart materials and embedded 
nanosensors will provide many options for implementing haptics in medical 
devices and surgical tools, and will assist in improving the quality of telemedicine 
[124,129,147].

FIG. 13.3
Nerve cells can be stimulated by light, even if they are not photo-
receptors, if the light pulse depolarizes the membrane potential 
(experimental setup for cells in culture).
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Cognitive prosthetics. The concept of a cognitive prosthesis, a system developed 
to support and augment the cognitive abilities of its user, has only been made 
possible recently with the advances in computing and interface technologies 
[278]. To the extent that cognitive prosthetics includes augmentative and alter-
native communication for people with impaired communication, and virtual 
reality systems, there is not a sharp dividing line between the term and the func-
tions provided by other sensory–motor augmentation modes such as implants 
to relieve seizures, hearing prostheses, and brain–computer interfaces in general 
[124,279]. However the concept does raise the possibilities of powerful aug-
mentation of human capabilities, as well as treatment for mental defi cits, both 
small and profound [280]. The idea raises many psychological, social, ethical, 
and medical concerns, as well as research issues.

Medical, Social, and Ethical Issues. Typically neuroprosthetics are resorted to 
only after pharmacologic and neurosurgical options have been exhausted. 
Bioengineers and other designers of systems to augment human capabilities are 
cognizant that their role should be to assist the body’s adaptation and compen-
sation for a defi cit, rather than replace any remaining function. Systems that 
surpass natural capabilities can be intimately interfaced to the human body, in 
“bionic human” or cyborg scenarios [281,282]. Nanotechnology is making such 
capabilities more feasible and affordable, obliging us to confront the social, 
medical, and ethical consequences [283].

Future Directions for Brain–Machine Interfaces. The progress that has been 
made is remarkable, but many obstacles must still be overcome. Without inva-
sive implants, current experimental brain–machine prostheses require the 
patient to be tethered to bulky equipment, which needs tuning and maintain-
ing by a team of technicians. Prototype implants have wires that penetrate the 
skull and skin, with the risk of infection. Wireless signal transmission for brain 
implants is still in the future, along with wearable magnetic brain–machine 
interfaces.

A more diffi cult obstacle is that the performance of microelectrodes record-
ing from neurons tends to fall off over time; better engineering of interfaces 
using nanoengineered materials is needed to improve biocompatibility and 
allow lower stimulation potentials. Even if implants are supplanted by noninva-
sive magnetic communication, there is still research to be done in neurocogni-
tion and how to interface learning systems.

Although patterns of control for hands and arms have been mapped, individ-
ual differences are not fully explored—some experimental patients are able to 
control prostheses much more easily than others. Concerted efforts are develop-
ing adaptive learning systems that require less effort from the patient by embed-
ding neural networks and adaptive fi lters into the control system of the prosthesis, 
with impressive results.

Paths and mechanisms for feedback is another area where more research is 
needed—to succeed in duplicating or restoring limb function instead of merely 
controlling machines, researchers have to work out how the body tells the brain 
where its limbs are positioned in space—proprioception. Better pressure and 
vibration sensors, accelerometers, actuators, and force sensors are needed in 
order to develop improved artifi cial proprioception, haptics, and kinesthetics. 
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All of these pieces need to be integrated seamlessly in intelligent control systems 
that respond precisely and adapt over time to changes in their environment. 
Nanotechnology is playing an important role in sensors, actuators, communica-
tions, and computing elements to make the brain–machine interface a clinical 
reality. Most of the diffi culties for motor neuroprosthetics are now engineering 
challenges, rather than problems of principle. They will be solved by closely knit 
interdisciplinary teams that include doctors, engineers, rehabilitation special-
ists, and patients.

13.2.5 Neuroprosthetics for the Ear

Restoring sensory pathways is as important for neural prosthetics as restoring motor 
function. Sight and hearing are valuable not only because of their role in perform-
ing tasks, but because they are the bridges for social communication. Hearing loss 
is the most common form of sensory impairment. Electronic aids for hearing have 
a long history intertwined with the telecommunications inventions that shape 
the modern world. Alexander Graham Bell was an audiologist; the telephone was a 
by-product of his interest in making an electronic hearing aid [284–286].

The study of how the human ear distinguishes sounds is important in design 
and optimization of large-scale telephone networks sending usable speech over 
long distances. Voice compression, recognition, and synthesis are modeled 
largely on an understanding of how the ear and brain process speech. The study 
of how hearing works—how information is encoded and decoded in sounds by 
the brain—has been essential in developing technology, and in turn has helped 
to develop aids to ameliorate hearing disorders [287]. Research to optimize 
telecommunications led to signal processing technology that made advanced 
hearing aids possible. Artifi cial stereocilia MEMS, modeling the resonators in 
the cochlea, are being fabricated in nanotechnology laboratories in order to 
understand the mechanisms of hearing [288–294].

Cochlear implants for hearing disorders are one of the most mature and best 
established areas of any electronic neuroprostheses. Nanotechnology has 
enhanced microelectronics, batteries, and micromechanical transducers in 
cochlear implant devices and thus has contributed signifi cantly to the quality of 
life of persons with hearing impairment. Patients with cochlear implants benefi t 
from improved understanding of speech in noise, sound quality, and localiza-
tion of sounds compared to patients with acoustic hearing aids, without the ear 
canal occlusion, acoustic feedback, and inconvenience and cosmesis of external 
devices [295–297].

Cochlear prostheses are implanted in the middle ear, where they stimulate 
the ossicles electromechanically, rather than acoustically, through either electro-
magnetic or piezoelectric transducers. Sound signals transduced by an externally 
worn microphone are sent to the implant by wireless transmission. Cochlear 
implants achieve an average threshold improvement of 10 dB from 500 to 
4000 Hz. At 6000 Hz the gain is about 20 dB compared with conventional fi tted 
acoustic hearing aids [298].

Another type of hearing neuroprosthesis, the auditory brainstem implant, 
uses electrodes placed over the cochlear nucleus or inserted into the brainstem. 
This direct interface is capable of restoring some residual hearing in many 
patients who have lost both hearing nerves [299,300].
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Because the organ to which the prosthesis connects the brain is inside the 
skull, neuroprostheses for hearing can bypass many of the problems faced in 
getting signals from the organ and its prosthesis to the relevant part of the brain. 
Cochlear implants (like cardiac pacemaker or spinal stimulators or deep brain 
stimulators) can be self-contained, with power transmitted through the skull by 
electromagnetic induction. Thus the main problems are long-term biocompat-
ibility (build up of biofi lms and plaques) and refi nement of the signal process-
ing to improve performance by attempting to match the natural function of the 
ear. Challenges include recognition of pitch for understanding and enjoyment 
of music, and preventing bacterial and fungal infections. The latter is an area 
that has prospects of being improved through nanomaterials [301–305].

Neuroprosthesis for Balance. Besides the sensory organ for hearing, the inner 
ear contains the vestibular arches, fi lled with fl uid and cilia which can sense 
microscopic inertial fl uid fl ows caused by head and body movements. Disruption 
of this function can cause severe dizziness, loss of balance, inability to walk or 
even sit upright, and sensations of sea-sickness or air-sickness. Some research is 
being pursued to develop an implantable MEMS neuroprostheses that could 
restore or compensate for loss or disturbance of this sensory organ [306–310].

Neuroprosthesis for Tinnitus. Tinnitus is a condition which results in a constant 
sensation of sound, regardless of whether an audial stimulus is present. It is dif-
fi cult to treat, and can be very troubling. Most treatment seeks to modulate the 
patient’s response, rather that treating the tinnitus itself. One alternative devel-
opment is an implantable device to deliver electrical stimulation in the middle 
ear, close to the cochlea; the goal is to turn off the nerve pathway, similar to 
stimulators for relief of pain and tremor [311].

Anatomy of the Ear. In order to see the relevance of nanotechnology to cochlear 
implants, consider the neuroanatomy of the inner ear and how it is stimulated.

Mechanoacoustical pressure is delivered to the membrane that seals off the 
inner ear, the cochlea, by an extremely delicate linkage from the eardrum to the 
malleus, incus, and stapes (hammer, anvil, and stirrup) bones. Sound is collected 
by the eardrum, causing the stapes to vibrate against the membrane which sepa-
rates the cochlea from the outer ear, transmitting pressure waves to fl uids in the 
interior. This linkage is a powerful mechanical amplifi er—the human ear can 
detect motions of the eardrum on the order of a picometer—smaller than the 
diameter of an atom.

The cochlea is a hollow tapering helix supported by a bony spiral shelf, the 
osseous spiral lamina, which winds around a central core, the modiolus. The cochlea’s 
spiral cone geometry, like a French horn or conch shell, acts as a mechanical 
acoustical transform to select for different vibration frequencies along its inte-
rior. The interior of the cochlea is separated into two fl uid-fi lled chambers (the 
scala vestibuli and scala tympani or upper and lower ducts) by a thin sac, called 
the cochlear duct, fi lled with gelatinous material. The large end of the spiral is 
sealed from the outer ear by two membranes, the oval and round windows, 
on either side of the cochlear duct. The duct separates the two chambers all the 
way up the spiral to its apex, where there is a small opening between them. The 
sensory hair cells are inside the cochlear duct adjacent to a thin layer of tissue 
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(the tectorial membrane). Each hair cell has a group of stereocilia projecting into 
the viscous gelatin, which resonate with sound [312,313].

The chambers on either side of the cochlear duct are fi lled with an electro-
lyte solution which conducts sound from the oval window, to which the stapes 
is attached, into the scala vestibuli. When pressure waves travel through the 
upper side of the cochlear duct to the apex of the spiral, and down the lower 
side, the duct is compressed by the fl uid, causing movements of the cell hairs. 
The shearing movement of the hair cells opens potassium ion channels in hair 
cell membranes, depolarizing the cells and initiating an electrical signal. (See 
chapter 14, Introduction to Nanoscience, for a review of potassium ion channels 
in nerve cells.)

The mechanical stress is transmitted to the ion channels in hair cells via tiny 
fi laments that connect neighboring hairs in a bundle. Figure 13.4 shows a sche-
matic of the hair cells in the ear. The hairs are about 500 nm in diameter and tip 
links are on the order of 2 nm in diameter.

Each hair cell is a micromachine that is constructed from hundreds of much 
smaller components (e.g. ion channels and tip links). But hair cells do not operate 
in isolation. Hair cells are part of a larger system: the inner ear.

Thus the inner ear represents VERY LARGE SCALE INTEGRATION of hun-
dreds of thousands of biological microelectromechanical devices.

A. J. Aranyosi
MIT Micromechanics Group

The stereocilia are linked in a complex network, with an inner and outer layer. 
The cochlea contains about 28,000 hair cells in humans. The absolute number 
of cells does not directly relate to auditory acuity; cats have 39,000, bats, rats, 
and dolphins about 15,000. In the human, the interior linear extent of the 
cochlea is about 3.5 cm. So the density of sense cells is about 800 per millimeter 
(spaced at about 1.25 µm along the cochlea).

Behind the hair cells is a layer of neurons, the spiral ganglion, which contains 
four or fi ve times more cells than the sensory cell layers. The network of auditory 
neurons in the spiral ganglion lies close to the interior or modiolar wall of the 
cochlear duct. The spiral ganglion neurons control the selection and organiza-
tion of stimuli that are sent to the auditory cortex in the brain.

The hair cells are extremely sensitive to acoustical vibrations, and vulnerable 
to damage. Up to one-third of the sensory hair cells typically die with age and 
damage by intense or chronic sound overload, chemicals, and disease. Unlike 
disorders in the mechanical acoustical path, nerve damage cannot be compen-
sated by external devices.

Design of Cochlear Implants. Cochlear implants serve to bypass damaged inner 
ear hair cells and transfer auditory information to the brain. A cochlear implant 
takes sound from an external microphone and converts it into electrical impulses 
to stimulate the cochlea. The microphone and the signal processing module are 
worn outside the head, and the stimulator is implanted behind the ear, with wires 
inserted into the cochlea. Stimulation is usually applied to the ganglion layer, 
which is accessed by inserting electrodes into the scala tympani, the lower cochlear 
chamber next to the modiolus where it can be placed close to the spiral ganglion.
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FIG. 13.4
Hair cells in the cochlear duct have stereocilia (microvilli) linked to potassium ion channels. 
Movements induced in the stereocilia by mechanical stimulus open the ion channels to 
depolarize the cell, initiating nerve fi ring.
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Coding of sound and mapping stimulation onto the cochlea are guided by 
neurocognitive research in how the cochlea receives and processes sound. 
Early cochlear implants used a single electrode and encoded sounds by con-
verting sound frequencies into electronic pulse frequencies, which are per-
ceived as sound when applied to the ganglion. This encoding is oversimplifi ed 
and does not reproduce fi ne details of sound perception. Newer cochlear 
implants map different frequencies spatially along the cochlea, from lower to 
higher frequencies. This improved mapping is closer to the natural percep-
tion of sound by the ganglion, and is the coding used by most current cochlear 
implant devices.

Current devices have between 16–100 electrodes. While it may never be nec-
essary to approximate the number of discrete stimulation points on the spiral 
ganglion that are presented by the 20,000 or more hair cells, clearly there is 
plenty of room at the bottom for delivery of sound coded impulses with higher 
resolution along the cochlear duct.

Researchers and developers are working to overcome a number of chal-
lenges in what is called the electroneural bottleneck. Currently, the voltage 
required to stimulate the neurons in the spiral ganglion is not localized—it 
stimulates a relatively large area. The electrodes cannot be placed very close 
together because it would result in cross-talk. The electrodes cannot be too 
conforming or embedded in the cochlea because the device may have to be 
removed without damage to the tissues. The electrodes are currently hand-
made assemblies; integrated device electrode assemblies have been proposed 
and used experimentally in the lab, but performances in electrode resistance, 
durability, reliability, and biocompatibility are still not suffi cient for clinical 
use. Currently the signal-processing power available to fi t into a low-power 
wearable package is not suffi cient to process received sound into many more 
channels for discrete delivery, and a large number of channels would present 
a wiring challenge.

Work has been done on designs using nested wiring with electrode contacts 
that can be de-insulated by laser, which may resolve some obstacles. Electrode 
coatings and treatment with platinum, iridium, gold, platinum black, and alloys 
have been studied to lower resistance and reduce corrosion. Shape metal alloys 
have been proposed to produce better conformance to the modiolus and spiral 
ganglion. Designs with quadrupolar electrodes, with contact points on various 
places in the modiolus have been proposed, which might help to focus the exci-
tation area. Coating of electrodes with brain-derived growth factors has been 
studied experimentally in an effort to reduce long-term atrophy of spiral 
ganglion cells [314–316].

Long-term wear of cochlear implants has given rise to biofi lm contamination 
and infection; the ear is particularly vulnerable to infection since it is open to 
the mouth and throat.

Nanotechnology may in future offer solutions to these challenges with better 
materials, circuits, signal-processing arrays, and stimulation methods. Application 
of nanotechnology may even come up with convenient, low-cost nanoengineered 
smart acoustical materials that could fi lter out damaging frequencies and noise 
levels when inserted or injected into the ear as an expanding foam, while allowing 
the wearer to hear normal sounds in comfort, thus preventing hearing loss.

48031_C013.indd   65748031_C013.indd   657 10/29/2008   5:54:26 PM10/29/2008   5:54:26 PM



658 Fundamentals of Nanotechnology

13.2.6 Vision Prosthetics

Loss of sight has profound psychological as well as social and physical conse-
quences; some 30% of the sensory input to the brain comes from the eye 
[317,318]. The sense of sight involves highly parallel processing of image data 
from light focused onto a surface. Vision involves the process by which the eye 
and the optical nerves gather light, extract image data by sampling areas on the 
projection, detect features in the image, and send the information to the brain 
for further processing, recognition, and analysis.

The brain is very plastic, especially with respect to the pathways to the visual 
cortex; with a prosthesis that maps pixels onto the surface of a suitable area of 
skin, with dense nerve receptors, it is possible for the brain to map the signals 
to the visual cortex so that the patient learns to visualize from the haptic 
inputs. The adaptability of the brain gives a good prognosis for the develop-
ment of a number of visual prostheses types, whether mapping light images to 
haptic nerve endings or stimulating some level in the layers of processing that 
lead from the eye to the brain, all the way up to direct stimulation of the visual 
cortex.

Any of these routes is a formidable undertaking from both technical and 
neurological viewpoints. If the ear is the foot of sensory prosthetics, then the eye 
is the hand. Both are diffi cult, but hearing is a mapping onto a one-dimensional 
sensory cell space—the linear array of cilia—whereas vision is a mapping onto 
a two-dimensional space of rods and cones in the retina. Additional dimension-
ality for both hearing and sight is added by parallelism in time—sensation from 
millions of cells is simultaneous over the sensing space rather than serial. One 
of the jobs of the layers of neurons behind the retina is to organize a sampling 
scheme for transmitting images to the brain. Vision is not totally asynchronous—
somewhere on the path to the brain the incoming data is organized into scans, 
which is why the visual cortex can be satisfi ed to generate images from strobed 
motion picture and television screens, so long as their output rate exceeds the 
sampling rate of the brain’s optical system. The latter is not a simple scanning 
process, but in practice a frame rate of about 30 frames per second is perceived 
as continuous [319–321].

The Retina. The retina is the point at which light is converted into neural 
impulses, which are processed into images by networked layers of neurons car-
rying information to the visual cortex. The retina samples images with photore-
ceptor cells—rods and cones—whose overall size is on the order of microns. 
Cones are color sensitive. Rods have a sharper acuity than cones, but do not 
discriminate colors [322,323].

The human retina contains approximately 120 million rod and 1 million 
cone cells. The densely packed cones in the center of the retina where vision is 
most acute, the fovea, have a center to center spacing of about 2.5 µm. Cone 
density in the fovea is between 100,000 and 300,000/mm2, but rods and cones 
are both present in surrounding periphery of the retina. Rods are absent in the 
fovea, and are packed at a density of 80,000–100,000/mm2 in the periphery.

Fovea. The area of the fovea, where rods are absent, has a radius of 200–300 µm; 
the central part of the fovea where cones are packed most densely is only about 
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50 × 50 µm. The total number of cones in the fovea is approximately 200,000. 
The total number of cones in the entire retina is approximately 6,400,000. The 
total number of rods in the retina is 110,000,000–125,000,000.

The peak rod density is located in a ring around the fovea between 1.5 and 
5 mm from the center, where the rod density is between 100,000 and 160,000 
rods/mm2. In terms of the radius of the fi eld of vision, the peak is between 
5 and 18° from the center. The rod-free area of the fovea is only 1 or 2° of the 
visual fi eld.

The photoreceptors communicate with ganglion neurons located in a tissue 
layer 150–300 µm behind the retina, and separated from it by a layer of support 
cells, the retinal pigment epithelium. There are 1 or 2 cones and about 20 rods 
for each ganglion cell. A network of interconnected neurons process the infor-
mation from more than six million receptors in the retina down to where it is 
carried by approximately one million axons in the optic nerve to the brain.

By-Passing the Retina. Retinal degeneration or detachment is one of the main 
causes of vision loss. Therefore most efforts to develop a visual neuroprosthesis 
have attempted to stimulate the ganglia cell layer behind the retina, as the sim-
plest strategy to interface to the visual signal processing that is in place in the 
optical nerve path. Some prostheses have been designed and tested that stimulate 
the visual cortex directly, producing a low resolution pattern of visual sensation, 
and some have mapped digitized imaging onto touch sensors in the back or 
other skin areas, in a kind of transposed Braille that delivers images rather than 
encoded letters.

Artifi cial Retinas. Most recent research in visual neuroprosthetics has been 
focused on artifi cial retina replacements or bypasses converting visual information 
into patterns of electrical stimulation onto inner retinal neurons. More than a 
dozen projects around the world are aimed at using advances in nanotechnology 
and high-density integrated microelectronics to develop an implant analogous 
to the cochlear implant for the ear, to restore lost vision. Like the cochlear 
implant, an eye implant is not anticipated to fully restore all lost function. 
Research devices are expected to provide enough visual perception of contours, 
outlines, and shades of light to allow a blind person to move freely in unfamiliar 
environments (Fig. 13.5).

Treatment of diseases such as retinitis pigmentosa is focused on growing 
knowledge of affected biochemical pathways, development of animal models, 
and possible gene therapy, especially for genetically defi ned subsets of patients, 
based on newly identifi ed genes [324]. As is the case with many other parts of 
the nervous system, vision, its development, and its degeneration are controlled 
by a large number of different genes, and this approach is still in the early stages 
of development. Another possible approach being investigated is transplanta-
tion of cells to the retina [234]. Visual neuroprostheses will probably still be 
needed, even when other therapies become available, because of the large 
number and diversity of causes of vision loss.

In the remainder of this section, we look at some projects developing pros-
theses that can be implanted in the visual cortex, around the optic nerve, or in 
the eye. These approaches have shown promise for useful perception to patients 
with visual impairments [325–330].
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A large-scale project has been undertaken for a number of years by the U.S. 
Department of Energy National Laboratories and the National Science 
Foundation, with a team that includes a number of universities, institutes, and 
private industry. The artifi cial retina device bypasses nonfunctioning retinal cells 
to transmit signals directly to the optic nerve. The device consists of a tiny camera 
and microprocessor mounted in eyeglasses, a receiver implanted behind the ear, 
and an electrode-studded array that is tacked to the retina. Power is provided by 
a wireless battery pack worn on the belt.

A microprocessor converts the camera image and transmits information to 
an implanted wireless receiver. The receiver sends the signals through a tiny 
cable to the electrode array to generate stimulating pulses. The pulses are per-
ceived as patterns of light and dark spots corresponding to the electrodes stimu-
lated. Patients have learned to interpret the visual patterns produced, enabling 
them to detect when lights are on or off, describe an object’s motion, count 
individual items, and locate objects. To evaluate the long-term effects of the reti-
nal implant, fi ve devices have been approved for home use (Fig. 13.6).

The DOE project has produced three successively more sophisticated models, 
which are being tested and evaluated. Surgical time was reduced from the 6 h 
required for the fi rst model to 2 h for the second version, which has 60 elec-
trodes. The third model will have more than 200 electrodes, and will use more 
advanced materials than previous ones. A special coating, only a few microns 
thick, will replace the bulky sealed package used in previous models. The new 
model will use fl exible conductive materials for the electrode array so that it will 
conform to the shape of the inner eye. The latest model will be many times 
smaller than earlier models. Engineering goals include enhancing the resolution 
with more electrodes, and decreasing the size of the device and complexity of 
the surgical procedure [331–335].

FIG. 13.5
Retinal prostheses can be implanted in the eye to electronically 
stimulate the optical nerves, bypassing a damaged retina.
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Other retinal prostheses systems have been developed including subretinal 
versions, and versions with high pixel density, in Australia, Europe, Japan, and 
elsewhere including international teams [336–341].

Researchers face numerous challenges in developing retinal prosthetic devices 
that are effective, safe, and durable enough to last for the lifetime of the indi-
vidual. Materials must be biocompatible with delicate eye tissue, yet able to 
withstand corrosion. The device must remain fi xed to a precise area of the retina 
and not compress or pull the tissue. The apparatus also needs to deliver enough 
power to stimulate electrodes, without generating excess heat to damage the 
remaining functional nerve tissue. Image processing needs to be performed in 
real time, so there is no delay in interpreting an object in view. In addition, effec-
tive surgical approaches are critically important to ensure a successful implant.

A number of interdisciplinary research teams are looking at the effect of 
implant surgery on the retina, the sensitivity of the retina to electronic charge, 
spatial resolution in relation to stimulation, the best patterns and locations for 
nerve stimulation, and evaluating the learning and adaptation of patients with 
early versions of the devices [342–367].

The possibility of electrode or tissue damage limits excitation schemes to 
those that may be employed with electrodes that have relatively low charge den-
sities. The excitation thresholds that have been required to achieve vision have 
been found to be relatively high. This may result in part from poor apposition 
between neurons and the stimulating electrodes and is confounded by the 
effects of the photoreceptor loss, which initiates other pathology in the surviving 

FIG. 13.6

An artifi cial retina system consists of an external camera with a signal processor which 
transmits encoded image stimuli to an electrostimulator array in the eye, which can trigger 
nerve fi rings behind the retina that can produce visual perceptions. A cochlear implant 
works much the same way with an external microphone and a stimulator next to the 
nerves in the ear. Experiments are underway to stimulate the visual nerve network with 
chemical neurotransmitters using microfl uidic devices with nanoscale membranes.
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retinal tissue. The combination of these and other factors imposes a restriction 
on the pixel density that can be used for devices that actively deliver electrical 
stimulation to the retina. The resultant use of devices with relatively low pixel 
densities presumably will limit the degree of visual resolution that can be obtained 
with these devices. Further increases in pixel density, and therefore increased 
visual acuity, will necessitate either improved electrode–tissue biocompatibility 
or lower stimulation thresholds. To meet this challenge, innovations in materi-
als and devices are needed, as well as experiments on the factors and functional 
parameters relevant to the designing of implants, such as thresholds and electrical 
point spread functions [342].

Nanotechnology offers a potential way to avoid the obstacles with electrical 
stimulation, by using nanofabricated microfl uidics to inject chemical neuro-
transmitter stimulants into the subretinal ganglion. Researchers at Stanford 
University have developed a prototype test system to study the possibility, by 
characterizing the stimulus produced with a microfl uidics system fabricated on 
a 500-nm thick silicon nitride membrane, with a single 5- or 10-µm aperture 
overlaying a microfl uidic delivery channel in a silicone elastomer. Controlled 
excitation based on picoliter amounts of neurotransmitter delivered was obtained 
in rat neurons grown in culture on the surface of the apparatus. In the experiments 
the stimulation radius was as small as 10 µm, comparable to what has been 
achieved in electrical stimulation experiments with a micrometer-size electrode. 
This experimental study shows how future neurostimulation systems, scaled up 
with arrays of delivery channels, might be possible with advances in integrated 
nanofabrication and cell engineering [368].

13.3 SUMMARY

Most of the medical devices which we covered in this chapter are on a border-
line between micro- and nanotechnology, but there is a clear trend towards 
more subtle nanoscale mechanisms. The same is true for other types of devices 
which we did not have the scope to cover, such as robotic surgery, and implant-
able sensors for blood pressure, gastric refl ux, and other monitors [369–371].

Nanomedicine will have fi nally come of age when design of devices has 
fully merged with design of drugs—when the devices that are used for medicine 
may be made of protein and DNA and macromolecules as easily as silicon or 
polymers, all designed to fi t their work in a natural way in cells and biological 
systems—and when the drugs and pharmaceuticals are atomic- and molecular-
scale biochemical, genomic, and proteomic devices, designed with a full 
understanding of how they will fi t into and do their work in cells and organisms—
and when sensors and nanosurgical tools no longer have a clear distinction 
from genetically engineered bacteria and macrophages. This is the direction 
that the science and technology are going, and it will be reached only when a 
much deeper and fuller understanding of the fundamentals of biology are 
understood by engineers, and engineering by biomedical researchers, and 
the principles of physics, chemistry, electronics, and systems organization 
understood by both.

Even if that day comes, it will not bring a health utopia. There will always still 
be many challenges, as life is continually adapting and evolving. Solving one 
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metabolic pathway or gene expression disorder, or fi nding a cure for one disease, 
will not eliminate the eternal work of survival and adaptation. New disorders 
and new organisms will arise to take advantage of any possible pathway that is 
open to feed energy, sustenance, and propagation. Living systems will always 
need to be changing to maintain their dynamic existence, which is like a fl ame—a 
structure maintained by a complex of dynamic chemical reactions as fuel and 
oxidants pass through. Though each organism may appear to us as a solid, stable 
body, we are dynamic equilibrium structures, apt to be disintegrated by a suffi -
cient disturbance. The wonder of life is how stable and resilient it is, how all the 
systems work together to compensate for disturbances and counter multifold 
attacks, and how such complexity is all able to work together smoothly and 
beautifully in a harmonious whole. So the conclusion is that there will always 
be plenty of work to be done by nanoscientists and nanoengineers, so study 
diligently and apply yourself intelligently.

Conclusion. We do not have to wait for the future to fi nd ways to use nanotech-
nology. To advance sensors in performance, size, cost, and power, some designs 
are moving into new nanoscale territory, such as the interaction between gas 
phase atomic magnetic resonance and laser optics, while others go down in the 
nanoscale to the mechanical principles of cantilevers. At the nanoscale, the elec-
tromechanical rules yield different results from the micro- or atomic scale, so 
re-examination of the tuning fork magnetometer or the gas phase atomic clock 
at the nanoscale gives new opportunities.

What is so fascinating and exciting about the nanoscience fi eld at this time is 
that it is eminently probable that an even better design for some important 
medical device or process, improved by orders of magnitude, simpler, easier to 
build and assemble into arrays and interface into imaging systems, will be 
invented by someone who is now just now learning about nanoscience and 
nanotechnology—perhaps even someone who is studying this book.
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Problems
13.1 Is nanotechnology relevant to medicine? 

How does medicine depend on technol-
ogy in general? What are the consider-
ations medical researchers and caregivers 
take when evaluating a new technology 
for patient care?

13.2 What are the nine major medical break-
throughs identifi ed in the text? What three, 
if any, do you consider the most important? 
(Discuss the reasons for your choices.)

13.3 What role does the NIH consider nano-
technology will play in medical research 
and healthcare, and why?

13.4 What is the earliest application of nano-
technology in medicine of which you are 
aware?

13.5 What are the typical size ranges of (a) 
human cells, (b) bacteria, (c) viruses, and 
(d) DNA?

13.6 How are nanoparticles used to enhance 
medical imaging? What advantages do 
they have over other image contrast 
agents? Can you think of any potential 
disadvantages? (Discuss for specifi c types 
of contrast agents and nanoparticles.)

13.7 What radiation frequencies are used with 
nanoparticles to destroy cancer cells? 

How can the nanoparticles be made 
selective for cancer cells?

13.8 What are three ways that nanotechnol-
ogy can be used to treat diabetes?

13.9 How can nanoencapsulation be used to 
deliver drugs through the blood–brain 
barrier?

13.10 How can nanotechnology be used to 
stimulate nerve growth? What are the 
factors needed for successful application 
of this technique?

13.11 Is nanotechnology applicable to (a) motor 
prosthetics, (b) sensory prosthetics, (c) 
neither, and (d) both? Explain.

13.12 What are some potential improvements 
that nanotechnology presents for (a) 
neuro stimulation for pain, (b) hearing 
aids, and (c) prosthetics for the blind? 
What are some challenges faced in 
improving these types of devices and 
where is nanotechnology relevant?

13.13 What are the factors that limit the density 
of placement of electrodes in a cochlear 
implant?

13.14 What are the factors that limit the den-
sity of stimulation electrodes in a retinal 
implant?
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THREADS

We save this chapter on environmental nanotech-
nology for the last—the one to leave the student, 
hopefully, with an important perspective of things 
to come and, unequivocally, to place value on the 
place that we all live. We need to know how nano-
technology will impact our environment, our health 
and our safety, and our society in general. There are 
numerous positive attributes to nanotechnology in 
this regard. The environmental footprint of nano is 
expected to be three orders of magnitude less than 
that observed for today’s technology, the micro-
technology. There are also potentially negative effects 
of this wondrous technology—as you might imag-
ine, ones that are able to tap into the very fi ber of 
nature itself. Which nanomaterials are environ-
mentally neutral? Which ones are benefi cial? Which 
ones are potentially dangerous to human health?

The nanotechnology we have presented and dis-
cussed so far included topics as varied as nanomet-
rology, nanomanufacturing, optical-electromagnetic 
devices, thin fi lms and interfaces, catalysis, poly-
mers and fi bers, and those associated with bio-
nanotechnology and nanomedicine—truly a vast 
and diverse assembly of materials, devices, and 
applications. Once manufactured, used or disposed, 

what happens to the nanomaterials from which they 
originated? Because nanomaterials possess remark-
able properties, how are we to know that these 
remarkable properties keep on expressing themselves 
once we are through with the technology? Will 
these remarkable properties work against us and 
against the environment? Or will the balance 
between the positive and the negative be in favor of 
the positive? We certainly hope the latter is empha-
sized in all possible scenarios.

We limit our discussion to the nanotechnology 
of environmental devices and materials (and natural 
nanotechnological devices and materials) that are 
designed to measure, mitigate, or provide power—
the sensors, fi lters, practices, and other commer-
cial and industrial (and natural) applications. We 
need to know more how our materials, by-products, 
and devices affect the environment, and thereby 
us. What do we do and how do we do it? Although 
nanotechnology will help us become better 
informed, better equipped, and better defended, 
unfortunately, the answer to this question tran-
scends solutions rendered to them through 
nanotechnology.

14.0  THE ENVIRONMENT (AND TECHNOLOGY)
Nanotechnology is expected to play a critical role in environmental-related 
issues—from sensing, monitoring, mitigation, and power to perhaps generating 
its own brand of pollution, contamination, and infection. The stages upon 
which all these actors play are the traditional ones that we are all familiar—the 
air, the soil, and the water—and of course, the workplace and home and the 
human body itself. Pollutants, contaminants, and pathogens come in a variety 
of forms and are released from an incredible number of diverse sources—ranging 
from trash, industrial wastes and spills, seepage, combustion to more subtle 
expressions of human activity like radiation (e.g., cell phones), noise, conges-
tion, recycled air, and daily consumer activities.

Nanotechnology is expected to impact all industrial sectors—from aerospace 
to energy and from construction to medicine. Nanotechnology’s impact on the 
environment is also expected to be signifi cant—its vector remains to be deter-
mined. There is a need for sensors that have better detection limits, versatility, 
and durability. For example, since 1992, there are over two million storage tanks 
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under surveillance by the Environmental Protection Agency (EPA) that sequester 
toxic and/or volatile materials—and what of storage tanks that are not included 
in the monitor registry [1,2]? With an adequate arsenal of micro- and nanosen-
sors, we should be able to detect low-level leaks from unregistered tanks and 
determine their source before any serious environmental damage ensues.

Where can nanomaterials and devices take us? Use of nanomaterials in 
instruments, devices, equipment, and other products and the energy required 
for their manufacture and operation both have direct and indirect impact on 
our environment—in both cases, the less the better. In addition, detection and 
mitigation of low-level pollutants can be accomplished with better nanoscale 
catalysts, inline and remote detectors, and nanochemical reactors. Facilitative 
and affordable fi eld analysis technologies have and will continue to spring from 
advances in nanotechnology. For example, surface-enhanced Raman fi ber-optic 
probes have been around for quite some time [3]. The surface-enhanced reso-
nance Raman scattering (SERRS) method is capable of attomole level sensitivity 
[4]—no big deal anymore since single-molecule detection has already been 
achieved with this technique [5]. SERS is without question a nanotechnology-
enhanced analytical tool that relies on nanosized silver or gold particles to generate 
a gigantic signal.

Current environmental procedures rely on a signifi cant investment in time, 
cost, and energy—including sample acquisition, preparation, and laboratory 
analysis [6]. Better, more accurate methods able to scan larger sample sizes with 
higher throughput and greater sensitivity need to be developed. The methods 
and equipment must be robust, reliable, and reusable with the capability for 
remote sensing and operation in real time—all with enhanced facility and 
cost-effectiveness [6]. Quite the wish list! We present a broad spectrum of 
environmental issues and technology in this chapter. We divide the chapter 
into three major categories: water and soil, air, and energy. With this chapter, 
we round out Fundamentals of Nanotechnology, and Introduction to Nanoscience 
and Nanotechnology, the combined volumes.

14.0.1 Background

Agriculture, villages, and cities have brought on pollution and resource 
exploitation—upsetting Earth’s natural balance, like never before, in order to 
provide food, shelter, and energy for burgeoning populations. Environmental 
insults have occurred since Homo sapiens’ opposable thumb and frontal lobe 
started working together. For example, evidence of the use of fi re to clear for-
ests was found at an archeological dig in Tanzania dating back 60,000 years 
[7]—an early example of anthropomorphic alteration of the natural environ-
ment. As technology developed and populations continued to explode, the 
concomitant levels of pollution and resource exploitation increased propor-
tionally—air pollution from dust, wood, smoke, tanneries, and animal 
manure; and water pollution from large cities in the form of sewage. Specifi c 
toxins found in lead-sweetened wine (“sugar of lead,” lead acetate) and lead 
piping resulted in poisoning among the Romans [7]. It is a well known that 
ancient Babylonians, Minoans, Phoenicians, and Romans stripped local forests 
of timber to supply their cities.
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Although the technology of the age was not sophisticated, the devastation 
was widespread nonetheless. This is not to say that all this early form of environ-
mental insults was conducted without some consciousness. The Sumerians for 
example passed laws as early as ca. 2700 B.C. to protect remaining forests [7]. 
From the human health viewpoint, acid mists in copper mines were known to 
endanger the lungs of miners—so observed the Greek physician Galen in ca. 
200 B.C. [8]. In fi rst century Rome, workers in zinc smelting operations used 
animal bladders as respirators—so observed Pliny the Elder [8]. Plutarch recom-
mended that only criminal slaves should work in the lead and mercury mines—
an early societal issue associated with a technology. Yes, to the doubters out 
there, anthropo morphic generated activities do impact the environment—and 
yes, as global populations continue to swell, these impacts are manifesting 
themselves on a global scale.

The effects of fossil fuel exploration, drilling, mining, and combustion are 
well known. In thirteenth century England, the combustion of coal fouled the 
city—forcing “royal personages” to fl ee to cities with cleaner air [9]. The com-
bustion of coal and other fossil fuels, exacerbated by population increases 
worldwide, has contributed most to pollution and other forms of environmen-
tal anxiety and aesthetics—simply because with the advent of the “Oil Age,” 
humankind was able to alter the energy balance by tapping energy resources 
manufactured in the distant past. Tapping ancient resources enabled us to pro-
duce more food than we could have otherwise thereby shifting the natural equi-
librium of things [10]. The subsequent usurping of the world’s food supply, 
greater than 40% of NPP (net primary production) [11], resulted in our current 
dilemma—overpopulation, insatiable energy demand, and rampant resource 
exploitation and waste.

We have certainly upset the natural balance of things. People will comment 
readily that “the smog is really bad today”; “the water tastes terrible”; or “look at 
all the trash everywhere.” Most people will agree that all pollution is bad, ugly, 
and unhealthy and some believe in science and unfortunately, some don’t—but 
that’s what makes our world go around. What is real and tangible is that nano-
technology is here to stay. Nanotechnology is ready to enhance and enable pre-
existing technologies and to develop new ones that will help the environment. 
Both the aware and the unaware would benefi t and/or pay the price—perhaps 
perceptibly or more likely, perhaps imperceptibly.

14.0.2  Traditional Methods of Detecting 
Environmental Contaminants

Many traditional methods exist to detect environmental pollutants, contami-
nants, and pathogens. Since most of us are quite familiar with most of those 
methods, much detail and discussion is not allocated to them in this section. 
Analytical instruments and procedures require the following: (1) rapid response, 
(2) portability, (3) measurements in real time, (4) multiparameter capability, 
(5) simple design, (6) low detection limits, (7) high throughput, and (8) large 
working range [12]. Quite the wish list! How can nanotechnology help achieve 
these goals? A brief catalog of traditional laboratory analytical techniques is 
provided in Table 14.1. In the third column of the table, improvements due to 
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nanotechnology of various aspects of the technique and some nano-applications 
are provided—whether for the detector, the mechanism that delivers the sample 
or other associated features of the technique.

14.0.3 Types of Environmental Sensors

For any environmental assessment or risk analysis, it is good to have data upon 
which to base conclusions (obviously!). In order to acquire data, detectors, sen-
sors, collectors and analysis are required. Generic classes of sensors are listed 
and described in Table 14.2. Natural sensors are able to detect single molecules 
(e.g., the pheromone bombykol by the Bombyx moth). The Defense Advanced 
research Projects Agency (DARPA) wants to create a “dog’s nose” to detect land 
mines with greater sensitivity (e.g., for amyl acetate, 1–10 ppb level of detection 
is possible by a dog’s nose).

TABLE 14.1 Traditional Laboratory Analytical Techniques Used to Measure 
Environmental Pollutants

Technique Acronym Samples Nano-enablement and nano-uses
Gas chromatography GC Organic pollutants, 

halogenated organic 
compounds

Thinner capillary columns fi lled with 
nanomaterial supports; enhanced detection 
systems

GC/mass spectrometry GC/MS Organic samples Microfl uidic samples containing nanogram 
quantities of material [13]. In situ analysis 
of carbon nanotubes by MS

High-performance liquid 
chromatography

HPLC Persistent pesticides, 
herbicides, and 
polychlorinated 
biphenyls (PCBs)

Postcolumn derivatization; nanospray sample 
introduction (emitters), nanofl ow separation 
(eliminating dead volume); HPLC-chip/MS 
systems, biocompatible HPLC-chips [14]; and 
micro-nano HPLC columns (75 µm diameter—ca. 
4000x increase in sensitivity) [15]

Fourier transform infrared 
spectroscopy

FTIR Live cell FTIR [16]

Atomic absorption/emission 
spectroscopy

AAS/AES Heavy metals Nanospray enhancements

Inductively coupled plasma 
spectroscopy

ICP Heavy metals ICP/MS with ppt to ppq (parts per quintillion) 
level of detection, nanoparticle introduction 
systems; ICP-MS to analyze gold 
nanoparticles [17]

Ion and ion-exclusion 
chromatography

IC and IEC Waterborne cations 
and anions, carbon 
nanotubes

Ion exchange chromatography to separate 
single-walled carbon nanotubes (SWNTs) 
based on electrical properties [18]

Electrode methods Heavy metal ion 
pollutants

Separation based on redox potentials + 
point-contact spectroscopy and conductance; 
in situ nano-contact sensor for heavy metal 
detection—15 pairs of nanoelectrodes on 
Si chip [19];

Fluorescence FS Pathogens Nanophotonic light sources for fl uorescence 
spectroscopy and cellular imaging [20]
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Biosensors. One of the fi rst biosensors was the canary in the mine—a small 
creature with a high metabolic rate sensitive to toxic gases. Biosensors abound 
in nature and nearly any function can be traced to some form of biosensing. 
From the perspective of Homo sapiens, Leland C. Clark, Jr. is considered to be the 
father of the synthetic biosensor [26]. In the 1954, Clark invented the Clark 
electrode, an electrochemical sensor that is capable of measuring oxygen in blood 
[27]. Biosensor history began in 1962 with the glucose sensor [26–28]. The 
glucose sensor is derived from the Clark electrode [26–28]. The electrochemical 
reduction of oxygen occurs on a catalytic platinum surface according to

 
− −+ + → +2 2 2 2O 2 2H O H O 2OHe  (14.1)

TABLE 14.2 General Kinds of Sensors Used in Environmental Analysis

Category of sensor Basic mode of operation Examples of nano-applications
Biosensors Biosensors consist of a working enzyme, 

nucleotide, or biomolecule tethered to a 
detector surface. The working enzyme 
must show a strong affi nity for a type 
of molecule or pathogen

Biosensors using lanthanide oxides have 
large Stokes shift, sharp emission 
spectra, long luminescence lifetimes, 
and photostability [21]

Acetylcholinesterase (for organophosphates) [6];
Luciferase (for Hg2+ detection) [6]
GABA (g -aminobutyric acid for pyrethroid and 
bicyclophosphate detection) [6]

Antibodies (that bind with insecticides, 
herbicides, or microbes) [6]

Immunosensors and DNA sensors on the surface 
of magnetic La- or Eu-doped Gd2O3 phosphor 
nanoparticles to measure pesticides in water, 
toxins in food, and MTBE (methyl t-butyl ether) 
remediating bacterial DNA in soil [21]

Electrochemical 
sensors

Detection of changes in electrical resistance 
induced by contact with substrate

Electric current passed between or on 
electrodes that interact with chemicals

Electrodes can be coated with nanometer 
layers of substrate-selective materials

Analytical improvements in detection limits, 
fabrication, and remote communication [22].

Ultrasensitive electrochemical sensors using 
carbon nanotubes—able to detect trace 
concentrations of Pb in the ppb range—best 
yet for an electrochemical sensor [23]

Mass sensors Measure change in mass associated with 
substrate reaction or sample collection

Cantilever sensor arrays on a chip that rapidly 
detect proteins; measurement of mass loading 
effects, stress, and charge simultaneously; 
integration with microfl uidic channels capable 
of picoliter volumes and mass detection down 
to a few attograms [24]

Quartz crystal microbalance (QCM) and surface 
acoustic wave (SAW) are refi ned nano-
processes that have nearly achieved their 
theoretical limits [25]

Optical sensors Measures change in visible light (energy 
or fl ux) following chemical or physical 
reaction of substrate

Semiconductor photocatalysis of dye molecules
SERS detection of adsorbed species

Thermal sensors Measures temperature changes in gaseous, 
aqueous, or solid-state material or 
environment; collect sensitive data with 
high accuracy from many kinds of 
environment

Monitoring of global warming
Systems-on-a-chip containing nanosensors and 
actuators equipped for remote sensing
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Clark encased the working electrode (and the counter electrode) in nonconduc-
tive polyethylene—a material with limited permeability to oxygen. Later in the 
1960s, Clark experimented with trapping an enzyme that reacted to oxygen 
against an electrode with a dialysis membrane. He believed that by monitoring 
enzymatic activity the concentration of oxygen could be determined. Thus, the 
fi rst chemobiosensor was created—equipped with the fi rst enzyme transducer 
electrode [27,28]. The trapped enzyme was glucose oxidase (GOD). A decrease 
in measured oxygen (or an increase in H2O2) was proportional to the glucose 
concentration in solution. Thus, the fi rst glucose sensor was based on the amper-
ometric detection of hydrogen peroxide [27,28].

A biosensor combines a biological moiety with a physicochemical sensor to 
detect a targeted analyte [29]. The analyte may be biological, organic, or inor-
ganic. The substrate-sensitive component may be an enzyme, a nucleic acid, an 
antibody, a cell receptor, or other biologically based materials. The biosensing 
element is linked to a transducer that is able to translate physical or chemical 
changes based on optical, electrical, electrochemical, piezoelectric, thermal, or 
other parameters. When an appropriate substrate interacts with the biological 
component of the sensor, a signal is generated that is converted by a transducer 
into a signal that is easy to measure, for example, electrical resistance, current, or 
voltage change. In the case of the fi rst glucose sensor, the measured material was 
hydrogen peroxide, the result of an electrochemical transformation of oxygen 
and water at a Pt electrode. According to Martin Chaplin of the London South 
Bank University Faculty of Engineering, Science, and the Built Environment, a 
successful biosensor must have the following [30]:

The enzyme (or biocatalyst) must be highly specifi c, be stable during • 
storage and repetitive analytical applications.
The analytical reaction should be independent to the best degree • 
possible of physiochemical conditions such as stirring, pH, and 
temperature.
The response of the biosensor should be accurate, precise, and repro-• 
ducible over the analytical range without dilution or concentration.
The sensor must be small, sterilizable, and compatible with in vivo • 
samples and not be prone to fouling or proteolysis.
The biosensor should be relatively inexpensive, portable, and user • 
friendly (and easy to fabricate?).
A preexisting market should be in place for the biosensor.• 

There are many kinds of biosensors—calorimetric, potentiometric, amperometric, 
optical, piezoelectric, and immunobiosensors—just about all the kinds of sensor 
types mentioned earlier except with an added biological twist.

Biosensors are typically based on the phenomenon of molecular recognition—
recognition between an enzyme and a substrate for example. Many biosensors, 
therefore, are enzyme based. For example, an oxidoreductase-type enzyme (the 
sensor), anchored to a detector system electrode (the transducer), is placed in a 
natural water stream. An environmental toxin that happens along is oxidized in 
the active pocket of the enzyme. The substrate is oxidized yielding two electrons 
that are able to reduce nearby FAD (fl avine adenine dinucleotide, a redox coen-
zyme, or prosthetic group) to FADH2 (Fig. 14.1). The electrode subsequently 
oxidizes the FADH2 back to FAD thereby releasing two electrons and a signal is 
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generated. The size of the current ideally is proportional to the concentration of 
the analyte.

Aptamer-based sensors are a new class of ultrasensitive biosensors called “smart 
materials” that employ oligonucleotides like double- or single-stranded DNA 
and single-stranded RNA or peptides to bind molecular targets such as proteins 
or metabolites with high affi nity and specifi city. Aptamers (from the Latin aptus 
“to fi t”) are engineered through iterations of in vitro selection (called SELEX, 
systematic evolution of ligands by exponential enrichment) [32]. Aptamers, 
often referred to as DNAzymes, are segments of DNA (or RNA) that possess 
enzymatic function, and can be coupled with fl uorophores or gold nanoparticles 
to selectively detect targeted analytes [31]. Nucleic acid aptamers, for example, 
have been shown to inhibit the replication of HIV-I [33].

The range of substrates that aptamers can selectively bind is enormous—well 
on the order of antibodies. However, advantages of aptamers over antibodies 
are multifold: (1) they can be engineered in laboratories by chemical synthesis 

FIG. 14.1

Basic mechanism of an oxidoreductase enzyme-based biosensor is depicted. A substrate 
makes contact with the active pocket of the oxidoreductase. The substrate is oxidized and 
two electrons are generated that transform FAD into FADH2. The FADH2 is oxidized 
back to FAD by a mediator yielding the two electrons. The electrons are scooped up by an 
amperometric or potentiometric transducer (an electrode) and converted into a signal for 
processing.

Substrate
reduced

form

Substrate
oxidized

form
FAD FADH2

O

O

O

O

P
O

O

O
N

N

NN

H2N

HO
OH

O
P

OH

HO

OH

OH

2H+, 2e−

Ferrocenium
2Fe+

NN

N

H

H

H

O

O

Ferrocene
2Fe,
FAD,
2H+

+

Transducer

2e−

HO
Coenzyme
prosthetic

group

Biosensor
assembly

Mediator

Oxidoreductase
enzyme

N
N

NN

H
N

48031_C014.indd   69048031_C014.indd   690 10/29/2008   8:33:02 PM10/29/2008   8:33:02 PM



  Environmental Nanotechnology 691

methods (do not require biological hosts), (2) are easily tagged or cross-linked 
with thiols, (3) have desirable storage properties and longevity while immobi-
lized, and (4) engender little or no immune response [32].

Juewen Liu and Yi Lu of the Department of Chemistry at the University of 
Illinois at Urbana-Champaign recently developed aptamers linked to nanoma-
terials that are sensitive to cocaine, adenosine, and K+ [31]. In one system, two 
types of DNA-functionalized 13-nm diameter gold nanoparticles were pro-
duced: one functionalized with the 3′-end thiol and the other with the 5′-end 
thiol (Fig. 14.2). Already a built-in templating component is installed in the 
system as the 3′ or 5′ ends of the nucleotides direct further modifi cation by self-
assembly. The two types of precursors were then linked to an adenosine aptamer 
and a cocaine aptamer, respectively, that self-assembled into an agglomerated 
form (the color of the aggregate is blue). In the presence of adenosine, the ade-
nosine aptamer adjusted its structure to accommodate two adenosine molecules. 
In the presence of cocaine, the appropriate aptamer adjusted its structure to 

FIG. 14.2

An example of an aptamer sensor that simultaneously targets cocaine and adenosine. The 
presence of adenosine and cocaine are necessary in order to disperse the gel nanoparticle 
aggregation. This is evidenced by a change in color from blue (the aggregate phase) to red 
(the dispersed phase). Different permutations of adenosine–cocaine systems can be gene-
rated: a highly cooperative system is depicted in the fi gure, systems with three kinds of 
links to gold nanoparticles, and lastly, systems with no cooperativity (respond individually to 
bind the substrates). This aptamer scheme is quite an ingenious tribute to nanotechnology—
depending on the aptamer, the nanoparticles, and the way they are linked.
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accommodate one molecule of cocaine. Complete dispersion of the aggregate 
occurred only when both cocaine and adenosine were present—resulting in a 
red color indicative of dispersed gold colloids [31].

Due to design generalities among the aptamers, sensors that respond to any 
combination of the three can be developed, a process called controlled coopera-
tivity. According to J. Liu et al., the gold nanoparticles can be replaced with other 
nanomaterials such as quantum dots, nanotubes, or polymers that would open 
the door to a diverse range of applications [31]—quite an amazing display of 
nanoengineering!

Potentiometric biosensors are able to transfer information generated from a bio-
logical reaction into an electronic signal. Ion-selective electrodes resemble a 
modifi ed pH probe. They consist of an outer immobilized enzyme encased in a 
semipermeable membrane around an active glass membrane that encloses a pH 
probe (an internal Ag/AgCl electrode in dilute HCl). An electric potential is 
formed between the probe and an external reference electrode. The probe detects 
changes in the hydrogen ion concentration, whether by absorption or generation 
of H+, due to catalytic activity of the enzyme. There are three generic kinds of 
ion-selective electrodes that are exploited in ion-selective biosensors—glass 
electrodes for cations (with hydrated glass membrane) based on cation compe-
tition; glass pH electrode coated with gas-permeable membrane selective for 
CO2, NH3, or H2S or other gases; and solid-state electrodes that utilize specifi c 
ion conductors [30]. Each kind can be enhanced with nanotechnology.

Optical biosensors invoke one of two mechanisms for the purposes of detec-
tion. In the fi rst, a change in light absorption following a chemical reaction is 
quantifi ed, and in the second, light output generated by a luminescent process 
is measured. An example of an optical biosensor is one that incorporates 
luciferase as the immobilized enzyme to detect the presence of bacteria. ATP 
from the bacteria is reacted with D-luciferin and O2 to produce yellow light 
(ca. 560 nm) in high quantum yield with sensitivity less than 10−12 M ATP [30].

Calorimetric biosensors rely on heat generated during a catalytic reaction as 
the analytical parameter. Many enzyme-modulated reactions are exothermic. 
Therefore, the heat produced in a reaction is an indication of the analyte con-
centration. Temperature changes are determined by thermistors at the ingress 
and egress ports of an immobilized enzyme array. Heats of reaction (∆Hrxn) 
for several enzyme-catalyzed reactions are known—for substrate–enzyme 
couples such as cholesterol/cholesterol oxidase (53 kJ ⋅ mol−1), glucose/glucose 
oxidase (80 kJ ⋅ mol−1), urea/urease (61 kJ ⋅ mol−1), hydrogen peroxide/catalase 
(100 kJ ⋅ mol−1), esters/chymo trypsin (4–16 kJ ⋅ mol−1), and starch/amylase 
(8 kJ ⋅ mol−1) [30].

Piezoelectric biosensors obey the simple form of the Sauerbrey equation in 
which the change in frequency of a piezoelectric crystal is dependent on the 
adsorbed mass: ∆f = Kf 2∆m ⋅ A−1 where f is the natural resonant frequency of the 
crystal, ∆m (usually in terms of g) is the change in mass of adsorbed material, 
K is a constant relating to the crystal parameters, and ∆f (in Hz) is the change in 
the crystal frequency due to the adsorbed mass. A quartz crystal microbalance 
(QCM) and simple electronics are all that are needed to detect adsorbed materials. 
A formaldehyde biosensor, for example, is fi tted with immobilized formaldehyde 
dehydrogenase coating on a quartz crystal. QCMs are able to detect nanolayers 
of adsorbed material.
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Immunosensors employ an antibody–antigen couple as the basis of detection. 
Biosensors are able to incorporate enzyme-linked immunosorbent assays 
(ELISA) within the sensing mechanism [30]. In ELISA, an antibody specifi c for 
a target antigen is immobilized on the surface of a transducer. Then, a mixture 
of a known concentration of antigen–enzyme complex plus an unknown amount 
of antigen is fl owed over the transducer—a competition-based detection scenario. 
After time for equilibration, the antigen and antigen–enzyme conjugates become 
distributed between two states: either bound or free depending on their relative 
concentration. The unbound material is rinsed away and the level of antigen–
enzyme complex that is bound is determined by the rate of the enzymatic 
reaction (or the transducer signal) [30].

Inorganic Electrochemical Sensors. Adsorption of gases and subsequent hetero-
geneous catalytic activity (oxidation or reduction) at the surface of semicon-
ducting metal oxides results in concomitant changes in the electrical resistance 
of the sensor material, for example, a signal that is characteristic of a specifi c 
gas–surface interaction [6]. The magnitude of the change in electrical resistance 
is dependent on the type of gas, it's partial pressure, and ambient conditions 
such as temperature. For nanocrystalline sensor materials, crystallite size is also 
an important consideration [6]. Selectivity in gas sensors is problematic and a 
number of strategies have been applied to help with this issue.

Tethered DNA electrochemical sensors were fabricated by M. Curreli et al. to 
produce functionalized In2O3 nanowire electrodes for the purposes of biosens-
ing, identifi cation, and quantifi cation of infectious agents [34]. Considering the 
properties of nanomaterials (e.g., high surface-to-volume ratio), low detection 
limits can be achieved due to miniscule changes in the conductivity of the nano-
sensor. Recognition of the analyte is afforded by analyte-specifi c molecular 
recognition groups. Indium oxide nanowires provide an alternative to silicon 
nanowires and carbon nanotubes. One advantage over silicon nanowires is that 
In2O3 has no oxide layer—therefore it can act as a gas sensor with ppb level 
detection [34]. Immobilization of DNA-based sensors on the nanowire is 
accomplished by tethering tailored single-stranded DNA receptors to In2O3 
nanowires with HQ-PA [4-(1,4-dihydrobenzene)butyl phosphonic acid] linking 
groups [34].

HQ-PA is an electrochemically active hydroquinone that readily undergoes 
redox reactions at low potentials [35]. The oxidized form (Fig. 14.3) is able to 
react with many kinds of functional groups that can be spliced into biomole-
cules. Phosphonic acids are known to interact with In2O3. The reversible redox 
behavior of HQ-PA on indium–tin oxide (ITO) and In2O3 is similar. Cyclic 
voltammetry studies conducted on ITO showed that the oxidation wave was 
centered at +330 mV and the reduction wave at −200 mV [35].

Mass Sensors. MEMs and NEMs sensors that rely on microcantilever transduc-
ers are also used to detect the presence of chemicals, pathogens, explosives, and 
ionic species. Once again a tried and true chemical procedure is applied—the 
functionalization of a surface in order to bind target molecules or entities. In 
this case, it is the surface of the silicon (or silicon oxide, silicon nitride) micro-
cantilever, and a small and sensitive force or mass detector that is chemically 
modifi ed. Analytical signals are generated following molecular adsorption of 
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target molecules by monitoring bending and changes in resonant frequency or 
the position of the cantilever [6]. Several techniques such as optical beam 
defl ection (the principle behind AFM) (Fig. 14.4), piezoresistivity or electricity, 
interferometry, capacitance, and electron tunneling are some of the most 
applied [36]. For example, forces and surface stresses in the micronewton to 
nanonewton range allow for quantifi cation of the concentration of adsorbed 
analyte [37].

An array of silicon cantilevers is coated with sensitive substrate-specifi c layers. 
Each cantilever is capable of sensing a unique pollutant. Physical or chemical 
processes induced by adducts are transduced into mechanical motion due to 
changes in surfaces stresses like bending. Surface stress leads to bending (static 
mode) and mass increase leads to lower resonance frequency of the cantilever 
(dynamic mode). Surface stress is not necessarily related to mass but rather to mole-
cular forces such as steric hindrance, electrostatic repulsion, or conformational 

FIG. 14.3

A functionalized electrochemical cell made of In2O3 nanowires and tethered, DNA-
functionalized hydroquinone electroactive groups is shown. In2O3 nanowires and electrodes 
were formed by photolithography and metal deposition on SiO2/Si to form an electrode 
array. A self-assembled monolayer of HQ-PA was applied to the indium oxide nanowires. 
Thiol-terminated C12 hydrocarbons (dodecane-1-thiol) formed a self-assembled monolayer 
on the gold electrodes to prevent thiol-terminated DNA from interacting with the gold 
electrodes. The DNA sequence is generic and shown only for image clarity and is not provided 
by the authors of the paper.
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changes within the functionalized layer. Therefore, two complementary sets of 
data can be acquired from a single measurement [6].

Cantilever sensors have been developed to detect VOCs, TNT, heavy metal 
ions and anions like chromate, Salmonella bacteria, viruses, fungal spores, and 
pesticides. Calixarene-crown ether complexes on cantilevers were employed to 
detect Cs+ in the range of 10−7 to 10−11 M [38]. In this case, a selective cesium ion 
sensor based on an ion-selective SAM-coated microcantilever was capable of 
detecting low concentrations of Cs+ in the presence of high concentrations of K+ 
and Na+ cations. A thin gold layer was applied to the surface of a microcantilever 
and a subsequent thiol layer as well (Fig. 14.5).

The sensitivity of this nanotechnologically enhanced electrode is several 
orders of magnitude better than the best available ion-selective electrode 
(ISE) [38].

Optical Sensors. Optical sensing is usually accomplished with surface plasmon 
resonance spectroscopy, interferometry, and luminescent spectroscopy. One 
class of optical sensing is based on the photoluminescent properties of nano-
crystalline porous silicon. The photoluminescent response of this material 
depends on the chemical nature of its surface [6]. Adduct metal ions and organic 
materials are able to quench the photoluminescence of porous silicon.

14.0.4 Introduction to Environmental Mitigation

We are all quite familiar with many kinds of environmental pollutants and patho-
gens and therefore will not list them. There are thousands of kinds of hazardous 

FIG. 14.4

Mass sensor based on cantilever detection is displayed. Cantilevers are typically 10–500 mm 
in length and as thin as a few microns or less. The sensitivity of a cantilever depends on 
its “spring constant”: the lower the constant, the higher the sensitivity. Laser light is 
shined on a specifi c area of the surface and the refl ected beam is captured by a position-
sensitive photodetector. Polymeric materials coating cantilever surfaces serve to differenti-
ate among VOCs in air. At the lower left corner of the image, a schematic of a cantilever 
array is depicted. Each cantilever is uniquely derivatized in order to identify and bind a 
specifi c substrate.
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substances, and they exist as particulates, organics, inorganics, and biological 
materials—in water (including groundwater), soil (and sediments), and air 
(indoor and outdoor)—and as toxins in our bodies. Volatile organic compounds 
form the biggest class of hazardous pollutants. Inorganic elements such as heavy 
metals and radionuclides are also prevalent. Polyaromatic hydrocarbons (PAHs), 
halogenated pesticides, organophosphates, nitrosamines, and other organic 
chemicals have drawn much attention over the years.

There are three generalized types of mitigation: (Type I) post de facto treatment 
of pollutants released into the environment; (Type II) treatment of pollutants 
before whole-scale release into the environment—a.k.a., “end-of-pipe” manage-
ment and cleanup; and (Type III) elimination of pollutant from a process by 
substitution with another process or by alteration of further the process—a.k.a., 
prevention. Post de facto treatments are (were?) the most common. Treating the 
pollutant before release obviously reduces the amount of further post de facto 
remedial applications in which the pollutant may achieve a highly widespread 
and dispersed state. The best option is, of course, to remove the pollutant from 
the process in the fi rst place. This can be accomplished by substituting with 
alternative sources, modifying processes in such a way as to eliminate the detri-
mental material or by releasing less material. Selected examples of mitigation, 
and remedial or preventive processes are listed in Table 14.3.

FIG. 14.5

Functionalized cantilever specifi c for cesium cations is shown. The cesium recognition 
agent is 1,3-alternate-25,27-bis(11-mercapto-1-undecanoxy)-26,28-calix[4]benzocrown-6 
(highlighted in black). This molecular recognition system was able to discriminate cesium 
ions in high concentrations of sodium and potassium cations.
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Application of Catalysts. Nanotechnology has been applied for many years to 
reduce the amount of toxins produced by the combustion of gasoline. Rhodium, 
platinum, and palladium nanosized catalysts have been utilized in catalytic conver-
ters for decades—but they are very expensive! The use of transition nanoparticle 
metal carbides and oxycarbides may provide a lower cost alternative [6]. However, 
numerous nanotechnology-enhanced contaminant mitigation techniques have 
been developed recently. Bio- and genetic engineering have provided recombinant 
DNA to create artifi cial protein polymers (tunable biopolymers) coupled with 
molecular recognition capability to target the removal of specifi c toxic wastes 
[6,50]. Nanoparticle materials ranging from 1 to 10 nm in size offer routes to 
chemical remediation of many potential environmental pollutants. The key to this 
success of the new generation of nanocatalysts is the incredible surface to volume 
ratio, enhanced surface activity of such small particles, and in many cases, modifi ed 
surfaces that have the ability to recognize targeted pollutant materials.

Pollutant Nano-mitigation
Automobile exhaust 
gases

Supported (on alumina) precious metal (Pt-Pd, Au) nanocatalysts of precious metals to 
remove CO, NOx, and HCs [39,40]

NOx reduction by Rh supported on alumina or vanadium oxides
Mercury Coal burning plant and industrial wastewater. High surface area nanoporous silica-based 

ceramic material with tailored pore size coated with attached monolayer specifi c for 
attracting Hg. 99.9% Hg in simulations captured [43,44]

Asbestos Stopped using asbestos
Volatile organic 
compounds

5–100 nm MnO nanoparticle catalysts—removal to ppb levels [46]
Catalytic destruction of indoor VOCs by nanoparticle scrubbers at room temperature
Photocatalytic destruction of VOCs in air scrubbers
Manufacture of nanotechnology-based paints without VOCs but also to act as an antimicrobial 
and antifungal surface

Ethylene oxidation by Ag on support
Heavy metals Granular microscale Fe > 50 µm replaced by nanoscale Fe and Fe/Pd that are more reactive in 

reduction of inorganics [48]
Halogenated organic 
compounds

Complete and rapid dechlorination of aqueous species by nanoscale Fe and Fe–Pd 
(99.9% Fe) [41]

Dense nonaqueous 
phase liquids 
(DNAPLs)

Emulsifi ed zero-valent iron (EZI) nanoparticles act like DNAPL in water (sinks to bottom in 
organic phase), then attract pollutant into hydrophobic sphere and reduces the chlorinated 
hydrocarbon [42]

Removal of lindane (g -hexachloro-cyclohexane) by FeS nanoparticles
Perchlorate Complete reduction of perchlorate in contaminated groundwater to chloride by Fe nanoparticles
Pathogens Viruses, bacteria, endotoxins, and DNA fi ltered by nanofi lters that remove 200-nm particles 

with 99.9% effi ciency [45]
Nuclear waste Copper canisters have been used for nuclear cleanup in the past. Now “super-sponges” made 

of inorganic–organic SAMM (self-assembled monolayer on mesoporous support) with 
channel diameter 20–200 nm can reduce concentrations to 1 ppb [47]

Water treatment Capacitative deionization technology (CDT) based on carbon aerogels—to remove chloride, 
nitrate, silica at the positive electrode, and calcium, magnesium, and sodium at the negative 
electrode [49]. No chemicals are required

TABLE 14.3 Environmental Remediation, Mitigation, or Preventative Processes Using 
Nanotechnology
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Catalytic Gold. Gold, not known as a catalyst, is quite a good one when 
reduced in size [51]. As a matter of fact, research and development of gold cata-
lysts has increased such that from 1991 to 2001 over one-third of the patents 
awarded for pollution control using catalysts have involved gold nanoparticles 
[52,53]. Gold catalysts on clay particles (magnesium silicate hydrate) coupled 
with ozone destroyed odors [54]. Gold nanoparticles were very effective in con-
trolling trichloroethylene (TCE) levels, a groundwater contaminant. Michael 
Wong of Rice University found that Au–Pt nanoparticle co-catalysts broke down 
TCE 100 times faster than did catalysts made of the traditional material, palla-
dium, and more economically [55]. Detection systems using gold nanoparticles 
developed at the Indian Institute of Technology found that nanogold was able 
to attract and then bind pesticide residues in fl owing water [55]. Coal-fi red 
power plants are one of the primary sources of anthropogenic mercury. Since 
gold has a strong affi nity for mercury, a pilot study showed that gold catalytic 
systems were effective in oxidizing mercury in power plant effl uent streams from 
the Lower Colorado River Authority Fayette Power Plant [55].

Nanoparticulate gold on oxide supports, in particular, showed versatility in 
many kinds of pollution control studies. For example, supported nanogold was 
able to remove CO from room air at ambient conditions and from fuel cell 
hydrogen feed gases [52]. The oxidation of methane, propane, and the removal of 
nitrogen oxides from the atmosphere have also been accomplished at relatively 
low temperatures with gold catalysts (as opposed to traditional catalyst meth-
ods) [56]. More recently, Nanostellar Inc. (a leader in nanoengineered catalyst 
design and manufacture) announced that gold oxidation catalysts reduced 
diesel hydrocarbon emissions by as much as 40% over commercially available 
materials in tests [39]. Since there are over 14 million light-duty and 2 million 
heavy-duty diesel vehicles produced annually worldwide, the environmental 
impact provided by such newly developed nanocatalyst systems is expected to 
be, and in no uncertain terms, enormous [39].

Photocatalysts. Photocatalytic-driven reactions are gaining widespread 
acceptance in purifying indoor air, among other applications. Nanosized 
semiconductor materials such as TiO2 and ZnO are capable of interfacial 
charge transfer to organic pollutants situated on the nanoparticle surface. 
When TiO2 nanoparticles are irradiated with ultraviolet radiation (<400 nm), 
electron–hole pairs are created (Fig. 14.6). Recombination of surface charges 
is reduced by the presence of contaminant species. Both electrons and holes 
are able to create reactive species that can destroy toxic species at the surface. 
The surface reactions of both are shown in Figure 14.6. Holes are capable of 
creating reactive species that can destroy detrimental organic species (e.g., 
halogenated hydrocarbons) and transform them into CO2, H2O, and HCl 
while electrons are able to reduce harmful chemicals by unleashing O2− species 
that accomplish similar reactions.

If noble metals like gold and platinum are chemisorbed to the TiO2 or ZnO, 
photocatalytic activity is accelerated due to enhanced electron attraction. The 
presence of metal also helps to keep electrons and holes from recombining in 
the semiconductor and thereby increase the effi ciency of the photocatalyst [6]. 
Many methods have been developed to overcome the dependence on UV 
radiation (less than 3% of the solar spectrum). These include doping the 
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relatively wide-bandgap semiconductor with manganese or other metals and 
semiconductors to produce bandgap states with lower energy or to attach 
organic dye molecules that are able to transfer excited electrons to the photo-
catalyst. In this way, the doped or otherwise altered oxide makes possible the 
absorption of visible light, e.g., light that comprises just less than 50% of the 
solar spectrum—more effective than UV radiation that contributes only about 
three percent of the solar light energy reaching the Earth's surface.

There are many kinds of photocatalysts. The most popular is TiO2. Other 
photocatalytic oxides include SnO2, ZnO, Fe2O3, and V2O5. Many sulfi des are also 
able to act as photocatalysts: FeS, ZnS, MoS2, CdS, and PbS; and selenides like 
CdSe. Semiconductor system duos utilize TiO2 with CdS, SnO2, ZnO, or CdSe. 
ZnO/CdS couples have also been studied. Figure 14.7 illustrates the products of 
catalytic oxidation versus direct exposure.

In order for photocatalysts to be effective, however, immobilization onto a 
solid substrate is recommended. This action not only conserves catalytic 
material resources (by regeneration) but also leads to higher reaction rates. In 
particular, polypeptide-cased membranes that sequester nanoscale metals have 
become more important in recent years [59].

FIG. 14.6

Schematic illustration of the photocatalytic effect of nanoparticulate titanium dioxide. 
Energetic light in the ultraviolet regime of solar radiation generates an electron–hole pair 
in TiO2. Electrons and holes either recombine on the surface (neutralizing the photocatalytic 
action) or react with surface-adsorbed species to create reactive species that are able to 
oxidize organic compounds or kill bacteria. If chlorinated organics are degraded, mineral 
acids like HCl can form. By this way, pollutants are converted into nontoxic or environ-
mentally benign chemicals without input of artifi cial sources of energy. One major dis-
advantage of TiO2 and other semiconductors is that UV light is required—a wavelength 
range that comprises only a few percent of the solar spectrum.
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14.0.5 National Security and Defense

Security issues involve many aspects of the environment, health, and safety. Water 
poisoning (e.g., cyanides), radiation exposure (e.g., dirty bombs), explosives 
(e.g., land mines), nerve gases (e.g., sarin), bioagents (e.g., anthrax), drugs (e.g., 
cocaine)—and yes, and perhaps nanotechnology-enhanced materials themselves—
are some well-known materials known to terrorists. Security programs focus on 
detection, preparedness, response, and recovery (mitigation). We will focus on 
detection and mitigation in this section. Toxic materials come in all forms and 
shapes. Bacterial toxins such as botulin, diphtheria, and anthrax require, in terms 
of g ⋅ kg−1 of body weight, 0.001, 0.10, and 0.004–0.02 g ⋅ kg−1, respectively, to 
deliver a lethal dose that kills 50% of subjects tested (a.k.a. LD-50) [60]. In this 
section, we will review several aspects of defensive techniques applied to mitigate 
potential chemical, biological, and radioactive agents.

Nanosensors. Room temperature CdZnTe sensors have been developed to 
detect gamma rays emitted by radionuclides from Cs and Co [61]. Gold nanowire 
sensors able to detect ppb levels of mercury in air or water have been developed 
[62]. Robust and regenerable sensors have shown superior performance over 
thin-fi lm devices [62]—most likely due to enhanced surface area. A research team 
at the Lawrence Livermore National developed compact, low-power piezoresis-
tive cantilever-based sensor arrays for chemical detection of many kinds of organic 
vapors over a wide concentration range [63]. Gas fi ngerprinting using carbon 
nanotube transistor arrays has been demonstrated by Frenchmen P. Bondavalli 
et al. [64]. Carbon nanotube fi eld-effect transistors (CNT-FET) for gas sensing rely 
on the sensitive response of the Schottky junction between CNTs and numerous 
kinds of drain/source metal electrodes [64]. The mechanism is based on the 

FIG. 14.7

Two modes of pentachlorophenol degradation is depicted. The pathway utilizing the photo-
catalyst produces CO2 and HCl (the process of total mineralization), much preferred over 
the production of octachlorodibenzo-p-dioxin, a species that is more toxic than its precursor, 
by direct photolysis [57]. Microbial decomposition of 4-chlorophenol proceeds very slowly—
the reaction has a half-life of 500 days [58].
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change induced in the work function of the contact metal by a specifi c gas 
(e.g., sarin), thereby modifying the CNT-FET electrical response [64].

Nanomaterials as Toxic Agents. Nanomaterials themselves can pose formida-
ble hazards to national security. A study by Y. Zhang et al. at the Arizona State 
University showed that nanomaterials (CdSe quantum dots, hematite, and six 
commercial metal oxides) in water possessed varied stability and that conven-
tional water treatment methods were not effective in removing them completely 
[48]. Toxicity studies showed that nanomaterials fl atten the microvilli in intes-
tine and can pass easily through epithelial cells [48]. S.L. Harper et al. of Oregon 
State University conducted in vivo studies (zebra fi sh embryos) of the biodistri-
bution and toxicity of nanomaterials [65]. Fullerenes and gold nanoparticles 
were used to investigate the effects of size and surface functionalization, and 11 
kinds of nano-metal oxides were used to study the effects of chemical composition. 
They determined that toxicity was dependent on surface functionalization and 
chemical composition. Core size and functionalization also infl uenced the toxi-
city of gold nanoparticles. Polystyrene and CdSe fl uorescent nanomaterials were 
employed in the investigation of biodistribution [65].

T. Knight et al. of the University of Southern Maine investigated the cytotox-
icity of 15-nm diameter gold nanoparticles [66]. They found that signifi cant 
cytotoxicity was developed in Jurkat human T cells by gold nanoparticles [66]. 
The gold nanoparticles had differential effects on other kinds of cell types [66]. 
J. Chen et al. of the Harvard Medical School evaluated the potential toxic effects 
of metal oxide nanoparticles (Fe2O3, CuO, ZnO) and their metal ion counter-
parts (Fe3+, Cu2+, Zn2+) on human neuroglioma and neuroblastoma cells [67]. 
They found that CuO caused signifi cant dose-dependent episodes of cellular 
death while the cytotoxicity of the other Fe2O3 and ZnO nanoparticles was 
marginal when compared to control results [67]. Of the ionic renditions, Cu2+ 
demonstrated a signifi cant effect on cell toxicity [67].

Carbon nanotubes are proving to be useful materials in drug delivery and 
carbon nanocages fi lled with metals in MRI applications [68]. However, the 
potential toxicity of carbon nanotubes has received scrutiny over the past few 
years. R. Sharma et al. of Florida State University showed that carbon nanotubes 
(30-nm diameter) penetrated skin tissue quickly (within 2–3 min) and were able 
to damage the epidermal layer—at the level of the membrane and nucleus [68].

Surface-Enhanced Raman Probes. Land mines can be detected quite well by 
metal detectors (sensitivity to 0.5 g), but metal detectors respond to anything 
made of metal—tin cans, old utensils, and automobile parts. Therefore, new 
generation detectors are required that sense organic constituents of explosives 
and not specifi cally the metal components. Surface-enhanced Raman spectroscopy 
(SERS) analytical tools have been recently developed to detect parts per billion 
levels of explosives and degraded explosives from land mine vapors emanating 
from the soil [69]. Many types of explosives contain nitro groups attached to 
an aromatic moiety (Fig. 14.8a and b). These include picric acid, TNT (2,4,
6-trinitrotoluene), DNT (2,4-dinitrotoluene, an impurity), and degradation pro-
ducts (by the action of bacteria) 1,3-dinitorbenzene and 4-amino-2,6-dinotro-
toluene vapors. All can be detected by SERS [70]. The diagnostic signal is due to 
the nitrate-bending modes at 820 cm−1 and the symmetrical stretching modes at 
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FIG. 14.8

(a) Schematic representation of 2,4,6-TNT and 2,4-DNT detection by a SERS sensor. The 
nitrate moiety of TNT and DNT makes contact with the roughened gold substrate. When 
laser light is shined on the surface (785 nm, in the near-IR range), the symmetrical vibrational 
modes of the nitrate are modulated by the scattering. (b) The Raman peak at ca. 1384 cm−1 
is diagnostic for TNT vapors. It can easily be seen above the background signals. Since 
natural nitrated aromatic compounds are scarce, there is little chance of interference. 
Therefore, the peak for adsorbed nitrate is diagnostic. Naturally occurring nitrogen dioxides 
undergo catalytic conversion to NO−

3 at the surface. A sharp peak at 1035 cm−1 is characteri-
stic of these species [70–72].
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ca. 1337 cm−1. The nitrate signature is strongly enhanced and shows that adsorp-
tion does not take place by the aromatic ring. TNT and DNT have been detected 
down to 1 ppb level in concentration (1 fg or 4.4 × 10−18 mol, the attomole level) 
by SERS detectors used in the fi eld [71]. Interference from the background in 
fi eld tests was not signifi cant [72].

The surface-enhanced Raman substrate consists of metallic (gold, sliver, copper) 
micro- to nanospherical or ellipsoidal particulates (or roughened surfaces with 
micro- or nanofacets) upon which analyte substrates are adsorbed. SERS is capa-
ble of 1012–1014 enhancement of detection limits [72]. The wavelength of the 
excitation laser matches the resonance of the surface plasmon of the metal 
nanoparticles. For the detection of TNT, wavelength in the near-IR (785 nm) 
provided the probing beam. The metal plasmon is tunable by adjusting the size, 
shape, and orientation of the metal nano or microparticles with respect to the 
probing radiation [73]. The SERS surface is oriented towards a commercial fi ber-
optic probe. A small fan directs the ambient vapor over the substrate [72]. SERS 
requires no sample preparation and with regard to spectral acquisition, sample 
evaluation takes place in ca. 30 s. SERS is also able to detect many kinds of suspected 
chemical agents as long as a diagnostic peak exists for that material.

Cyanide found in drinking water is also detectable by SERS. Cyanide has a 
very strong Raman band at ca. 2200 cm−1 and levels down to 2 ppb have been 
recorded. The detection of cyanide has been shown to be quantitative at ppm 
levels of concentration [72]. While SERS is perfect for chemical agents, resonant 
Raman spectroscopy (RRS) has shown utility for detecting biological species 
[72]. In this case ultraviolet radiation is used to excite biological molecules—
especially proteins and nucleotides. Because Raman signal intensity is propor-
tional to n 4 (e.g., the higher the energy of probing radiation, the more intense 
the Raman signal), nucleotides at concentrations on the order of 500 nM have 
been successfully detected [72]. This is a new area of national security study and 
there is still a way to go before a viable system is on the market.

Immunosensor Detection of TNT. Environmental detection and subsequent 
remediation of hazardous pollutants such as explosives is needed. On the detec-
tion front and in addition to SERS methods, portable fl uorescence immunoassay 
biosensors have been developed by the Naval Research Laboratory (NRL) to 
meet the need [74]. The biosensor is based on a competitive fl uoroimmunoassay 
in which a fl uorescent molecule similar in structure to the analyte competes 
with the analyte for binding sites on antibodies immobilized on the surface of an 
optical probe [74]. In other words, by this method, fl uorescent signal intensity 
is inversely proportional to the amount of analyte in the sample.

A fi ber-optic biosensor (FOB) makes use of molecular recognition and eva-
nescent wave sensing to detect many kinds of analytes. Optical fi bers are able to 
excite fl uorescent molecules that are near to the core of the fi ber. An evanescent 
wave, the electric fi eld generated from internally refl ected light, has a penetration 
depth of 125 nm. Fluorescent molecules that enter the evanescent wave (bound 
by the antibodies on the surface of the fi ber-optic probe) are excited and emit 
light at longer wavelengths (e.g., fl uoresce). A portion of the fl uorescence is 
transmitted by the fi ber to a detector. Molecules out of range of the evanescent 
wave are not detected. This is an example of a competition-type immunoassay. 
A schematic of a fi ber-optic detector is shown in Figure 14.9.
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A continuous fl ow immunosensor (CFI) also utilizes immobilized antibod-
ies and fl uorescent dye marked signal molecules. Signal molecules similar to the 
analyte are tagged with a fl uorophore (an organic dye). Analyte molecules are 
detected as they displace the fl uorophore, thereby reducing the fl uorescent 
signal. As opposed to the competitive type of immunoassay, the CFI technique 
is an example of a displacement-type immunoassay [74].

Chemical and Biological Agents and Nanomaterials. Chemical warfare nerve 
agents include VX (methylphosphonothiolic acid: LD-50 = 15 mg ⋅ kg−1 body 
weight), GB (sarin: LD-50 = 0.01 mg ⋅ kg−1 body weight; 26x more deadly than 
cyanide, 0.5 mg lethal dose for adults), GD (soman), GF (cyclosarin), and GA 
(tabun). Blister or vesicant agents include HD (sulfur mustard yperite), HN (nitro-
gen mustard), L (lewisite), and CX (phosgene oxamine). Choking agents include 
CG and DP (phosgene and diphosgene), Cl (chlorine), and PS (chloropicrin). 
Blister agents like mustard gas irreversibly alkylate selected amines in proteins, 
enzymes, and DNA that leads to cell dysfunction and eventual death, depending 
on the level, of the organism [75]. Most nerve agents are based on phosphonic 
acid. Nerve gases bind to active centers of phosphatase enzymes such as acetyl-
cholinesterase that are necessary for nerve impulse transmission [75]. Selected 
chemical structures are shown in Figure 14.10.

Successful mitigation of chemical agents requires the following: (1) that forma-
tion of nontoxic by-products, (2) that decontamination is accomplished quickly, 
(3) that proce dures and materials are applied easily, (4) that detox materials are not 
corrosive or hurtful to nearby surfaces, (5) that mitigation be accomplished quickly, 
and (6) that waste products be disposed of safely and effi ciently [75]. Mitigation 
proceeds by physical methods such as adsorption or catalytic reactions that involve 
hydrolysis or oxidation.

FIG. 14.9

A fi ber-optic biosensor is depicted. The detection is based on a competitive immunoassay 
mechanism. The detection limits in the laboratory were shown to be less than 5 ppb 
(5 ng ⋅ mL−1) for TNT. In the fi eld, detection limits were an order of magnitude higher: 
5–20 ppb in groundwater and 50–100 ppb in soil—certainly impressive nonetheless.
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Source: Image courtesy of Naval Research Laboratory.
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Traditionally, activated carbons adsorb warfare agents quite well although 
the adsorbate remains in a toxic form. Engineered nanoparticles offer the same 
surface advantage as do activated carbons but in addition are able to neutralize 
the toxins via chemical action. VX, GB, DP, and HD have been shown to hydrolyze 
at room temperature after contact with nanosized Al2O3 [76]. The by-products of 
the alumina-catalyzed reaction are harmless surface-bound nontoxic phosphonates 
or aluminophosphonates like Al[OP(O)(CH3)OR]3 [76].

Magnesium oxide nanoparticles possess basic sites that interact with HD by 
hydrohalogen elimination.

Nerve gases like VX can be neutralized by nanosized MgO to form hydrolysis 
products. Technological challenges facing catalytic procedures involve keeping 
the catalyst surface from clogging and aggregation of the catalyst. Aluminas pos-
sess a high level of Lewis acid sites that enhance hydrolytic processes. In this case 
however, the surface of the alumina can be eroded by the chemical agents during 
reaction. The erosion behavior keeps the surface fresh and active, and this is one 
of the reasons nanoscale aluminas are expected to contribute favorably to warfare 
agent mitigation [75].

Biological warfare agents include botulin toxin (LD-50 = 0.001 mg ⋅ kg−1 body 
weight), diphtheria toxin (LD-50 = 0.10 mg ⋅ kg−1 body weight) and anthrax toxin 
(LD-50 = 0.004–0.02 mg ⋅ kg−1 body weight) [60]. Traditional methods to address 
biological toxins include disinfection with chlorine and bleach (chloramine 
solutions). These materials, however, are quite corrosive and quite toxic themselves. 
Oil-in-water emulsions containing antitoxins are effective against bacteria but are 
diffi cult to dispose and are ineffective against airborne pathogens [75].

One of the best ways to mitigate biological pathogens is by application of 
nanopowders like MgO, ZnO, and CaO [75]. Nanoparticles have incredibly 
high adsorption capacity toward potential bactericides like chlorine bromine, or 
iodine and are able to store them on the surface until required. Halogen-loaded 
MgO, for example, becomes positively charged in solution—a perfect scenario 
for attracting bacteria that are negatively charged [77]. Laser confocal microscopy 

FIG. 14.10 Chemical structures of various warfare agents.
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data showed that Br- and Cl-decorated MgO nanoparticles coagulate spontane-
ously with bacteria to form clumps [77]. In the case of anti-fungal treatment, 
halogen-coated nanoparticles are able to enter cells through holes developed in 
the membranes damaged by halogen-treated nanoparticles. Due to the basicity 
of many nanoparticle surfaces, the outermost layer of base-sensitive proteins of 
spores is partially or completely removed [75].

In summary, nanoparticles are able to destroy biological agents because 
they are physically abrasive, have acidic or basic sites, are oppositely charged to 
bacteria, and are able to support a large amount of oxidizers like chlorine and 
bromine [75].

Detection of Thermal Neutrons. Another national security risk is posed by 
dirty bombs—bombs that rely on traditional explosives but are laced with 
nuclear wastes. The LD-50 of radioactive plutonium is 1 mg ⋅ kg−1 body weight 
[60]. Conventional detectors like the 3He-tube can attain >80% effi ciency but 
are expensive to maintain and operate (>1000 V, leakage, expensive gas). Solid-
state scintillator detectors have diffi culty with discrimination, operate under 
high voltages, and longevity of the photomultiplier tube is questionable. 
Another kind of detector consists of polycrystalline boron nitride materials and 
is able to convert neutrons to alpha particles and generate an electrical signal. 
The problem is that it is not single crystalline. A recently developed detector 
employs 10B pillars embedded in silicon—P–I–N diode pillars (doped-p/intrin-
sic undoped layer/doped n-layer) that are 2-µm width and spacing and 50-µm 
in height [78]. Detector effi ciencies on the order of 65% have been reported 
and better results are expected with smaller features [78]. Advantages over other 
kinds of detectors are that the pillar detector is three-dimensional and that the 
interstitial converter material is in very close proximity. Theoretical effi ciency 
can be 70% with the current confi guration but better results can be obtained if 
the device geometry is rendered in the nanoscale [78].

14.0.6 The Nano Perspective

There are always positive factors associated with any technology. There are 
always negative factors. There are always factors that lie somewhere in between in 
the grey area. Positive impacts of nanotechnology are expected to be numerous 
and varied. According to T. Masciangoili et al. of the Environmental Protection 
Agency (EPA, 2004), nanodevices will require less material upfront, during pro-
duction and as a by-product of manufacturing processes [79]—the case for 
dematerialization (reduction of the need for raw and manufactured materials), 
minimization of industrial wastes and effl uents, and reduction of toxins entering 
the environment. Nanotechnology is expected to exert positive societal changes 
that benefi t the environment by enhancement of vehicular transportation 
systems, urban planning and development, and information management. 
A signifi cant impact of nanotechnology on the environment is expected to come 
in the form of green manufacturing, pollution prevention, treatment, mitigation 
and remediation, and the development of sensors [79].

Pollution can be mitigated a priori by a few general common sense practices: 
(1) source and resource reduction and conservation, for example, the less material 
one works with, the less potential there is for pollution; (2) process effi ciency, 
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for example, the more effi ciency that is built into a process with regard to water 
use, energy input, raw materials, etc., the less material is wasted or produced that 
is polluting in nature; (3) effective postprocess pollution mitigation, for example, 
highly sensitive and effi cient “end-of-pipe” means of reducing pollutants before 
they enter environmental conduits; and (4) substitution of toxic substances 
(i.e., substances that exert detrimental effects at low levels) with those that are 
benign to the environment, health, and safety. These factors are relevant for any 
kind of material regardless of size and any kind of technology regardless of kind. 
Two of the grand challenges issued by the National Nanotechnology Initiative 
(NNI, at nano.gov) involve environmental themes: (1) effi cient energy and storage, 
and (2) nanoscale processes for environmental improvement.

The Extreme Importance of Gold and Silver Nanoparticles. According to the 
American fi nancier Bernard M. Beruch, in the early 1900s

Gold has worked down from Alexander’s time. When something holds good for 
two thousand years I do not believe it can be so because of prejudice or mistaken 
history.

Although gold is a coveted commodity worldwide, its value in the nanoworld is 
ever increasing exponentially. Gold’s nanoscale properties have proven to be 
quite remarkable, especially in its application as a catalyst. David T. Thompson 
of the World Gold Council [51–53]

Many of the applications of gold are based on its unique properties, and this 
uniqueness can be rationalized in terms of the large relativistic contraction of its 
6s orbitals resulting in a very small atomic radius compared with that which 
might be expected from the position of gold in the periodic table…

Although we focus on environmental issues in this chapter, gold’s importance 
in all of nanotechnology cannot be understated. Christopher W. Corti, consultant 
to the World Council, states that [53]

The gold industry wants to see increasing demand for gold in industrial and 
medical applications and has recognised that it must make a commitment to 
new science and its exploitation if that objective is to be achieved. We also live 
in an age where protection of the environment and the deleterious impact of 
global warming are issues of international importance. These two issues are cen-
tral to the gold mining industry’s aim to develop important new industrial 
applications for gold.

And guess what? Much of this new science is centered on the applications of 
nanogold. Gold is yet again proving that it is one of the most remarkable (and 
valuable) of materials—whether in bulk or nanophase! Nanosilver materials 
have made major environmental impacts in air purifi cation, disinfection, and 
odor mitigation technology. The importance of nanosilver will be discussed in 
more detail later on in the text.

Nanotechnology Impact on the Environment. We are beginning to realize how 
nanotechnology and nanomaterials will be able to mitigate environmental 
insults and reduce the amount of industrial materials, but what of the nanoma-
terials themselves? New technologies bring along new benefi ts and new conse-
quences. Nanotechnology is no different. Research must stay ahead of potential 
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negative environmental impacts of nanotechnology—especially with regard to 
human health and safety where a few parts per million could exert toxic or even 
lethal effects. We must understand the transport, transformation, and fate of 
nanomaterials in various environmental media. We must learn from the impacts 
of earlier technologies and understand how nanomaterials would be different 
with regard to environmental mobility, reactivity, and accumulation from earlier 
technological materials [80].

Nanomaterials are smaller and are therefore able to penetrate regions other-
wise forbidden to larger particles and are quite reactive due to enhanced surface-
to-volume ratio. Many nanomaterials, for example, are able to penetrate skin. 
The size and surface (and surface chemistry) of nanomaterials allow for 
facilitated  transport, reactivity, and bio-uptake (e.g., endocytosis, membrane 
penetration, or transmembrane channels) [80]. Nanomaterials can be hydrophilic 
or hydrophobic.

Environmental transport of nanomaterials may occur in air, surface water, 
groundwater, or soils. Gravity, inertial forces, and buoyant forces (like tur-
bulence) affect the dispersion of large particles (>100 nm). The transport of 
nanoparticles, on the other hand, may occur primarily due to diffusion pro-
cesses [81]. Nanomaterials, therefore, can mix and disperse quite rapidly and 
be subjected to the movement of air and water. It also must be kept in mind 
that smaller particles are subject to forces originating from electrical charge, 
van der Waals attraction, and diffusion (as stated before). Agglomeration is 
always a possibility with nanomaterials. Fullerenes like C60, typically insoluble 
in water, form colloids that remain suspended in water, and therefore are able 
to persist [82].

14.1  WATER AND SOIL QUALITY, 
MONITORING, AND MITIGATION

Water covers over 70% of the Earth’s surface of which 0.3% is fresh [83]. Seventy 
percent of the fresh water is used for agricultural purposes. Energy demand 
contributes to ca. 50% of the cost of desalination. There is nothing more critical 
to maintain life processes than water. The percent of water in our bodies ranges 
from 60% to 80% depending on our age. We get our daily requirement, at a 
level that varies greatly from person to person, from water directly, from foods 
and from drinks like tea, coffee, and juices. Where do we get our water? Well, we 
get it from the environment—from rivers, rainwater, snow, groundwater, lakes, 
and the oceans. All these sources are susceptible to pollution from human 
activity.

Pollution (from the Latin pollutionem “defi lement” based on the Greek lyma 
“fi lth, dirt, disgrace,” lymax “rubbish, refuse”) is the introduction of materials 
into the environment that cause harm to human health, other living organisms, 
and the environment itself. Pollution occurs when substances exceed natural 
levels and have detrimental effects—in the form of aesthetics, and health and 
sustainability of ecosystems. Water pollution comes in many forms. Pollutants 
arise from industrial processes, mining, agricultural runoff, domestic sources, 
hospitals and just about every other anthropogenic source. Pollution also arises 
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from natural sources like volcanic eruptions, fl oods, windstorms, and biological 
phenomena. Pollutants take the form of metal cations, particulates, viruses, 
organic chemicals, radiation sources, or other species that simply do not belong 
in natural or treated water supplies. Once in water, pollutants are exposed to 
great environmental mobility, depending on their size, concentration, solubility, 
and chemical characteristics.

So long as populations were relatively disperse, water pollution was not an 
issue. With the onset of civilization, pollution soon followed wherever cities 
were founded. Accumulation of sewage was one of the fi rst water pollution con-
cerns to confront humanity. Some cultures dealt with it effi ciently like the Hindus 
and Israelis (due to adherence to strict religious codes) and the Romans (due to 
effi cient engineering capability). Indus River valley civilizations developed city-
wide sanitation and codes of hygiene as early as 2500 B.C. The Romans built 
cloaca maxima (the great sewer) in 500 B.C. Pollution from waterborne heavy 
metal contaminants were known to the ancient Romans. In 1388, the British 
Parliament passed an act forbidding the disposal of garbage into ditches and 
rivers. In 1690, Paris becomes the fi rst city to install an extensive sewer system. 
Before the advent of carbon nanotube water fi lters [83,84], humans resorted to 
less sophisticated methods to cleanse their water.

14.1.1 Traditional Water Treatment

Understanding the factors involved in drinking water quality was not well 
understood by the ancients although there is evidence that water treatment in 
the form of fi ltering through charcoal, exposure to sunlight, and boiling and 
straining were accomplished by ancient Sanskrit cultures 6000 years ago and the 
ancient Greeks [85]. The driving force behind water treatment in early times was 
to reduce the level of turbidity. Although the historical record shows that aes-
thetic issues such as water odor, appearance, and taste have been noted, the 
notion of water quality took thousands of years to develop [85]. The Egyptians 
used alum hydrated aluminum potassium sulfate, KAl(SO4)2 ⋅ 12H2O to force 
suspension of solids from solution. The practice of fi ltration reemerged in the 
1700s and 1800s and it was not uncommon to fi lter water slowly through sand 
[85]. Fine sand can be 60 µm or less in diameter—not quite a nanomaterial. The 
link between disease and waterborne microbes was made in the mid-1800s, and 
it was not until Louis Pasteur linked germs to disease that major sanitation 
operations were launched. Filtration was used to reduce turbidity and microbial 
contaminants such as cholera, typhoid, and dysentery [85].

In 1908, chlorine was used as a disinfectant in New Jersey as was ozone in 
Europe. The U.S. Public Health Service set drinking water standards in 1914. By 
1974, the Safe Drinking Water Act was passed by Congress but new kinds of 
pollutants made the scene by the 1960s: industrial, agricultural, and synthetic 
chemicals and new treatments that involved aeration, fl occulation, and activated 
carbon adsorption were reinvigorated. More than 800 organic and inorganic 
chemical species originating from industrial, agricultural, and municipal discharge 
have been identifi ed in common drinking water [86]. Other estimates raise the 
level to 1500 or more [86]. Modern techniques designed to remove chemical 
species, many of them carcinogenic, include aeration, fl occulation (coagulation 
and sedimentation), ion exchange, and activated carbon fi ltration. Application 
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of activated carbon is the “best broad spectrum control technology available 
today” [86]. Figure 14.11 illustrates a generalized scheme of water purifi cation 
adopted by most municipalities in the United States.

The Clean Water Act. The Clean Water Act (CWA) of 1972 established guide-
lines to clean up America’s waterways. The CWA (and specifi cally the Federal 
Water Pollution Control Amendments of 1972) is the primary federal law that 
regulates the quality of water in the United States. The act identifi ed point 
sources such as industrial facilities, municipalities, and agriculture as targets for 
regulation. It set the standards for levels of toxic substances with the goal of 
eliminating additional water pollution by 1985. Over the years, several modifi -
cations to CWA were passed by a number of congressional sessions.

FIG. 14.11
Traditional water treatment process is shown. Nanomaterials have already contributed to 
such methods. In the future, more solutions are expected to emerge from nanotechnology.

Water source

Coagulation and mixing
Alum and other chemicals form floc
(flakes) to attract dirt particulates

Sedimentation
Flocculants settle leaving

clear nonturbid water

Filtration
Water filtered through layers
of sand, gravel, and charcoal

                       Nanoscale considerations of water treatment

Colloid chemistry plays a major role in the coagulation and mixing
phase of water purification. Flocculation is a process by which particles
of sub-micron-sized clay aggregate into larger macrosized particles.
Flocculation occurs as a result of a chemical reaction between the clay
particles (the dirt) and flocculants (e.g., salt water or alum). Flocculants
cause colloids, otherwise too small to be filtered, to aggregate. Flocculants
usually contain multivalent cations—aluminum sulfate, calcium oxide,
iron(II) sulfate, iron(III) chloride, sodium silicate, sodium aluminate, and
aluminum chlorohydrate—or can be found in the form of polymers.
Under the appropriate pH, temperature, and salinity conditions, positively
charged flocculants, interact with negatively charged colloids thereby
removing electrostatic barriers to aggregation. Flocculation (reversible
aggregation?), coagulation (irreversible aggregation?), and aggregation
are terms that are often used interchangeably. Van der Waals and stronger
electrostatic forces play major roles in the flocculation process.
According to Malvern Instruments, Ltd., suspended colloids in a stable
colloidal phase can be removed from water by flocculation, coagulation
(aggregation), sedimentation, and finally phase separation—in that order.

Nanomaterials play a role in the filtration process. Sand particles range
in size from submicron to several micron dimensions. Sand particles
may be coated with a monolayer to enhance separation properties.
Charcoal consists of a porous structure of micro-, meso-, and/or
macropores. Die to its special surface chemistry, charcoal has a  natural
affinity for organic materials and is able to remove them from aqueous
media. Activated charcoal (or activated carbon) is usually reserved for the
next level of water purification—found in the home or laboratory. GACs
and PACs (granular and powered activated carbons, respectively) are
effective at removing particulates and organics from water. PAC can be
removed from water by coagulation, flocculation, and sedimentation.
Removal or organics such as p-chlorophenol occurs via adsorption and
diffusion into pores and onto surfaces of activated carbons mentioned
earlier [87].

Disinfection
Chlorine or ozone is added to kill

bacteria and microorganisms.
Ultraviolet light is also effective

Storage
Water is stored to allow time for

effective disinfection
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14.1.2  Nanomaterial Contamination in Aqueous 
Environments

Groundwater is water found beneath the surface of the Earth. Approximately 
one-third of all freshwater supplies originated from some form of groundwater 
in the United States. In Asia, the level of use is increased to over 50%, and in 
Europe the percentage is even higher. Groundwater sources are usually cleaner 
than surface water sources. Aquifers, the source of water for much of agricultural 
use, are replenished as part of the hydrologic cycles: rainfall, percolation, or 
directly by surface water recharging. Seepage from landfi lls, septic tanks, under-
ground fuel storage tanks, road salts (ice melt), hazardous waste sites (over 
200,000 abandoned sites in the U.S. alone), mine runoffs, agricultural runoffs, 
and poorly managed municipal treatment sites all combine to contaminate 
groundwaters. What are the contaminants? We are quite familiar with most of 
them by now in this section: VOCs, SOCs (synthetic organic compounds), 
HOCs (halogenated organic compounds), heavy metals, inorganic salts (anions 
and cations), radioactive materials, particulates and biological pathogens like 
bacteria, protozoans, and viruses, and associated biological toxins.

Natural Nanoparticles in Soil and Water. Natural soils consist of aggregations 
of particles composed of silicates (sand and silt), aluminosilicates (zeolites and 
clays), iron oxides, organics, and an assortment of biological materials—a veritable 
plethora of nanomaterials, aggregates, and conglomerations. Nanophase materials 
found in the soil are responsible for water percolation, purifi cation, and water 
content in general. What happens to the natural nanomaterials in soils as we 
introduce synthetic ones?

Synthetic C60 and Carbon-Based Nanoparticles. According to researchers at Purdue 
University, C60 nanoparticles have little impact on the structure and function of 
the soil microbial community [88]. Naturally occurring oil samples were treated 
with 1 µg C60 ⋅ g−1 soil in aqueous suspension or 1000 µg C60 ⋅ g−1 soil in granular 
form and incubated for 180 days. Soil respiration byproducts and soil community 
structure were monitored [88]. Neither the fullerene or the application solvent 
caused any measurable decrease in the amount of organisms found in the soil. 
Neither were the levels of oxygen and enzyme activity affected, that is, under 
laboratory conditions [88]. In real world waterways and soils, exposure pathways 
may affect toxicity [88].

John D. Fortner et al. at Georgia Tech have compiled signifi cant level of 
research concerning C60 and carbon nanotube effects in soils and water [89–93]. 
They showed that fullerenes tend to form a stable clump (as rectangular solids—
Fig. 14.12) with the size of the clump in the range of 25–500 nm (called nano-C60) 
and recommended further environmental modeling be conducted on not only 
C60 but the C60 aggregates as well. The size of the clumps is affected by pH, rate of 
addition to water, and the level of dissolved salts (that cause C60 to form a solid 
mass that settles on the bottom) [89].

Fortner et al. also found that aggregates inhibited prokaryote growth and decrea-
sed aerobic respiration [89]. In subsequent studies with Escherichia coli (Gram-
negative) and Bacillus subtilis (Gram-positive) bacteria, they demonstrated that 
C60 associated strongly with both kinds of bacteria and displayed antimicrobial 
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behavior [90]. As before, higher salt concentration inhibited or eliminated the 
antimicrobial properties of C60 [90].

Aggregation dissolution occurs with the formation of fullerene oxides—to 
the tune of an average of 29 oxygens per fullerene molecule arranged in repeating 
hydroxyl-hemiketal moieties [93]. C60 in aqueous phase was also shown to pro-
duce reactive singlet oxygen in the presence of UV irradiation [91]. These results 
suggest that such aqueous phase reactivity to a strong oxidizer and ultraviolet 
radiation found in the environment should be considered when studying the 
transport, fate, and risk analysis of C60 materials [93]. Studies of the behavior of 
multiwalled carbon nanotubes in the presence of natural organic matter (NOM) 
revealed that MWNTs are readily dispersed. The individually dispersed MWNTs 
remained stable for over a month [92]. The authors concluded that the dispersal 
of carbon-based nanomaterials in natural, aqueous environments occurs better 
than expected and that this too must be considered when future transport, fate, 
and risk analyses are conducted [92].

Silver Nanoparticles. The effects of silver nanoparticles in soils and waterways 
are relatively unknown although nanosilver is a proven bactericide that is found 
in more and more consumer products—food packages, odor-resistant socks and 
clothing, household appliances, and now in wound dressings like Band-Aid 
[94]. Certain heavy metals in colloidal form and metal salts are known to be 
toxic to humans and environmentally hazardous to benefi cial soil species and 

FIG. 14.12 Agglomerated C60 in water-soil samples.

Source: Reprinted with permission from Georgia Institute of Technology: Professor Joseph Hughes, 
Dr. John Fortner, Rice University: Dr. Joshua Falkner and Professor Vicki Colvin.
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organisms such as fi sh, algae, crustaceans, some plants, fungi, and bacteria [95–99]. 
Silver nanoparticles are currently used in combination with TiO2 (nanosilver-
titanium dioxide coating, NS-TDC) in an effort to disinfect surfaces at train stations 
in Hong Kong—escalators, handrails, machines, elevator buttons, etc. [100]. Its 
manufacturers claim that the NS-TDC spray kills a variety of bacteria, mold, and 
viruses like the H1N1 fl u virus [100]. It is not known how much silver is introduced 
into waterways due to application and erosion of NSTDC materials.

A new kind of energy-effi cient washing machine, manufactured by Samsung, 
was introduced to Swedes in 2005. The machine makes use of silver nanoparti-
cles at low water temperatures [94]. However, the Swedish version of the EPA is 
concerned that nanosilver will cause damage to water organisms and that it will 
be costly to remove silver particles from wastewater effl uents. The Stockholm 
Water Authority claims that the washing machines are expected to dump two to 
three times more silver into waterways than the current level. Another potential 
problem facing the use of silver nanoparticles is that they may destroy essential 
bacteria required to treat sewage.

14.1.3  Activated Carbon—A Simple Traditional 
Nanotechnology

Activated carbon is a nanomaterial—a material with an enormous surface area 
per gram—on the order of 400–2000 m2 ⋅ g−1. Activated carbon is composed 
of an “amorphous material” with microcrystalline structure—quasi-graphitic 
parti culates—that consists of highly developed porosity and extended inter-
particulate surface area [86]. Quasi-graphite consists of stacked graphene sheets 
cross-linked in a random manner. The irregular arrangement generates intersti-
tial spaces that give rise to a network of polydisperse pores of nonuniform size 
and shape [86]. The interlayer d-spacing between individual graphene sheets is 
larger (ca. 0.35 nm) than that of graphite (0.335 nm). ESR analysis revealed that 
the aromatic structures in activated carbon contain free-radical elements, and 
hence unpaired electrons at unsaturated edge carbons. The material, although 
stabilized by the resonance structure typical of graphene materials, renders the 
material reactive to heteroatoms such as hydrogen, oxygen, nitrogen, and sulfur. 
Therefore, typical activated carbons contain 88% C, 0.5% H, 0.5% N, 1% S, and 
∼7% O and the rest inorganic ash residues [86]. E.G. Furuya et al. showed the 
action of interparticle mass transport of phenol in activated carbons [87].

Activated carbon is manufactured by a two-step process: (1) pyrolysis of carbon-
containing materials at 600–900°C in the absence of oxygen and (2) activation 
by oxidation in CO2, O2, or H2O at 600–1200°C or higher. Pyrolysis of organic 
materials above 1800°C forms turbostratic graphite. Turbostratic graphite possesses 
only short-range order on the scale of a few to tens of nanometers. Activation by 
chemical means also occurs—in acids, bases, or materials like ZnCl2 at 450–900°C. 
Activation in acidic media produces carbons with affi nity for heavy metals but 
minimally so for chlorinated hydrocarbons—that are preferred if activation 
takes place in basic media (and heavy metals are not favored). Materials most often 
adsorbed in water industrial and municipal treatment facilities are free available 
chlorines (FACs), halogenated organics (HOCs like DDT, endrin, lindane, TCE 
and others), aromatics (benzene, toluene, dioxins, PCBs, and plasticizers), heavy 
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metals (Pb, Cd, Hg as dissolved ions, colloidal oxides, or carbonates), and taste 
and odor compounds (T&O) produced by microbes [99].

Nanosized pores and pockets are formed in carbon particles that contribute 
to its tremendous overall surface area. The pores, spaces, or cavities depending 
on pretreatment conditions range from less than 2 nm (micropores that com-
prise ∼95% of the surface area) to mesopores with diameter <50 nm and to 
macropores, in which the pore diameter is greater than 50 nm. Powdered acti-
vated carbon (PAC) is ca. 40 µm in diameter. Granulated activated carbon (GAC) 
is 400–600 µm in size.

Activated carbon, due to the small size of its features, adsorbs organic pollut-
ants by means of van der Waals forces—a characteristic of nanomaterials and 
due to the random interactions of electron clouds and unsaturated valencies 
with target contaminants. X-ray studies have shown that heteroatoms are most 
likely found adsorbed onto edge sites [86]. The overall reactivity and catalytic 
properties of activated carbons are directly related to their nanostructure 
(adsorption capacity) and chemical nature (adsorptive species). Active sites, 
active centers, and attached heteroatoms determine the material’s propensity for 
polar or non-polar adsorption. Regeneration of activated carbon is energy 
intensive.

Adsorption of contaminants takes place by two well-known processes—
physisorption (van der Waals, 10–20 kJ ⋅ mol−1) and chemisorption (sharing or 
exchange of electrons, 40–400 kJ ⋅ mol−1). The adsorption profi le is described by 
traditional isotherm formulae: Langmuir, Freundlich, or linear. In drinking 
water treatment, the most commonly used isotherm application is the Freundlich 
isotherm—a Type I isotherm in which only surface adsorption is considered 
and there is no interaction between one adsorbed molecule with another (e.g., 
no capillary condensation like in BET analysis).

 
−

= ⋅
1

equil( )nK Cq  (14.2)

where
K and n are empirical, experimentally determined constants (usually with 

0 < n < 1)
Cequil is the equilibrium concentration of the solute (equal to pequil if in 

gaseous form at solid–gas interface)
q is a measure of surface coverage in terms of

 = solute adsorbant/m mq  (14.3)

where
msolute is the mass of solute adsorbed
madsorbant is the mass of the adsorbing material

If n = 1, then q = K ⋅ Cequil; if n → ∞, then q →1 as the limits. Plots of log q versus 
log Cequil yield a linear relationship. In soil analysis, the values of K and n are 
dependent on soil properties such as pH, organic matter content, clays, aluminum, 
and iron oxides.

Adsorption capacities can be determined by preparing identical bottles of 
powdered activated carbon suspended in water. Different levels of a potential 
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contaminant are added to the bottles and mixed until equilibrium is achieved. 
The aqueous adsorbent–solute mixtures are fi ltered and the concentration of 
remaining unadsorbed contaminant is determined. A plot of log q versus 
log Cequil is then derived. The average line is the Freundlich isotherm. The Freundlich 
isotherm for a specifi c contaminant is then applied to determine the amount of 
contaminant adsorbed in terms of mg ⋅ g−1 of activated carbon. By convention, 

Data were collected from different bottles of granular activated carbon (GAC). Varying concentrations of 
trichloroethylene (TCE) were added to each, Cequil. After fi ltering, the remaining TCE, the unadsorbed con-
centration was calculated and the adsorbed amount was determined in mg ⋅ g−1 carbon capacity. The result-
ing data is shown in Table 14.4 below. Derive a Freundlich plot (Fig. 14.13). Is it economically reasonable 
to remove TCE from water using GAC adsorbents?

TABLE 14.4 Isotherm Data

1 2 3 4 5 6
Cequil TCE (mg ⋅ L−1) 0.0010 0.0030 0.030 0.30 0.50 1.0
log Cequil −3.00 −2.52 −1.52 −0.523 −0.301 0.00
q, Capacity (mg ⋅ g−1) 0.40 0.75 3.4 15 20 30
log q −0.400 −0.125 0.531 1.18 1.30 1.48

FIG. 14.13 Freundlich isotherm derived from data in Table 14.4.
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TCE is much better adsorbed than is chloroform. Therefore, TCE can be removed economically from water 
streams by GAC adsorbents [99].

EXAMPLE 14.1 Freundlich Isotherm Adventures
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capacity values (mg ⋅ g−1) corresponding to 1.0 mg ⋅ L−1 are used to compare 
adsorptions of different contaminants [101].

In industry practice, chloroform is one of the least absorbable materials by 
activated carbons (2.6 mg ⋅ g−1 @ 1.0 mg ⋅ L−1). Therefore, any material with a 
Freundlich isotherm value less than that of chloroform is considered to be 
unadsorbable by activated carbon [101]. In industrial practice, activated carbons 
are used as prefi lters in many applications, specifi cally in reverse osmosis.

14.1.4 Membranes and Separation Technology

Water purifi cation, desalination in particular, is accomplished by a few tried and 
true techniques—reverse osmosis (RO), electrodialysis, and distillation. Before we 
describe reverse osmosis, let us describe the phenomenon of osmosis fi rst. Osmotic 
pressure is a colligative property of a solution and is a function of the number 
of solute particles per unit volume. Osmotic pressure, however, is independent of 
the molecular composition or shape of the solute. Osmotic pressure is often used 
to determine the molecular weight of macromolecules. Osmosis is the diffusion 
of water through a cell membrane or semipermeable membrane (only allows 
water to transport) from a solution of low solute concentration to that of a 
higher solute concentration [102]. Osmotic pressure is the hydrostatic pressure 
that is generated by differential concentrations across a semipermeable 
membrane [102,103]. The process of osmosis is pressure driven. Osmotic pressure 
Π is defi ned (in the ideal limiting case) as

 ∏ = iMRT  (14.4)

where
i is the van’t Hoff factor (the number of moles of solute in solution)
M is the molarity (concentration) of the solute
R is the gas constant equal to 0.082 L ⋅ atm ⋅ mol−1 ⋅ K−1

T is temperature in Kelvin

In cells, isotonic solutions have Πsln = Πcell; in hypertonic solutions, Πsln > Πcell 
(e.g., cells shrink), and in hypotonic solutions, Πsln < Πcell (cells swell). Another 
form of this equation is often used

 
∏ = solute

osmosis

n RT

V
 (14.5)

The molecular weight of macromolecules like proteins and polymers can be 
determined from osmotic pressure measurements (osmometry) and applying

 
=

ΠsoluteMW
RT

c  (14.6)

where
MWsolute is the molecular weight of the solute in g ⋅ mol−1

c is the concentration in g ⋅ L−1.
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Reverse Osmosis. Reverse osmosis (RO) is a process by which water is purifi ed 
(e.g., increasing the concentration of solute on one side) against the natural 
chemical potential of the solvent/solute system. It requires energy to do so 
[104]. The nanotechnology involved in RO processes is confi ned to the chem-
istry and structure of the semipermeable membrane. Some RO membranes 
make use of specially coated 20-nm polyamide nodules (with polysulfone as 
a porous layer support) under high pressure to overcome natural osmotic 
pressure. Although adapted by industry to treat waters with a wide range of 
salinity and brackishness, the process is energy intensive and RO membranes 
have relatively low throughput. Reverse osmosis processes require signifi cant 
energy, on the order of 1.5–2.5 kW-h of electricity to produce one cubic meter 
of fresh water. Electrodialysis employs an electric potential to force ions through 
a highly resistive membrane but does not work well with seawater substrates. 
Distillation, the most energy-intensive method, is one we are all quite familiar 
(1000 kW ⋅ AF−1 to separate H2O from its salts and 800,000 kW ⋅ AF−1 just to 
overcome the heat of vaporization, AF = acre ⋅ foot, 326,000 gallons). When 
measured in terms of MJ ⋅ cm−3 (not considering distillation which has 
prohibitively high energy demand), desalinating water with 20,000 ppm salt 
content requires ∼20 MJ ⋅ cm−3 by electrodialysis and ∼15 MJ ⋅ cm−3 by RO. An 
optimal level of energy use considered to be is in the neighborhood of 
∼10 MJ ⋅ cm−3.

Mass transport of a solvent through a semipermeable membrane driven 
by a difference in chemical potential on either side of the membrane is called 
osmosis (from the French endosmose “inward passage” on the Greek osmo 
“pushing”). The chemical potential of a solvent decreases with solute but 
increases with pressure. The process of osmosis strives to create a balance 
between the two. The solvent fl ows from the solution with the lower solute 
concentration (greater mslv) into the one with the higher solute concentration 
(lesser mslv).

 

( )∂
∂

⎛ ⎞ ⎛ ⎞
= = −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

solute

solute
solvent solvent B

solvent solventT,P,

,o

n

G n
T P k T

n n
m m  (14.7)

In reverse osmosis, the solvent is forced to fl ow from the solution with higher 
solute concentration into the solution with low or no solute concentration. 
A reverse osmosis confi guration is shown in Figure 14.14.

RO is a separation process in which solutes are retained and concentrated on 
one side of a semipermeable membrane while fresh water is forced through the 
membrane on the other side. Problems associated with RO membranes in addi-
tion to energy demand and low throughput include fouling by bacteria and 
colloidal particles; compaction due to exposure to high pressure that rearranges 
the polymeric elements; and chemical decomposition, membrane defects and 
poor sealing, and oxidation and degradation of matrix elements—polyamide by 
Cl− and cellulose acetate from pH below 3.5 or higher than 7.5. Categories of RO 
systems depend on pore size and composition: particle fi ltration removes parti-
cles >1 µm, microfi ltration for particles >50 nm, ultrafi ltration for particles >3 nm, 
nanofi ltration for particles >1 nm, and fi nally hyperfi ltration for the removal of 
sub-nanometer particles [104].
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RO and Nanoparticles, Proteins, and Colloids. Oncotic pressure is a form of 
osmotic pressure and is a characteristic of the circulatory system. The walls of 
capillaries in the circulatory system are semipermeable—permeable to water but 
not to plasma proteins. Therefore, an osmotic pressure is generated. There is 
also a tendency for proteins (mostly negatively charged) to attract cations (the 

FIG. 14.14

A reverse osmosis cell is depicted above. High pressure is applied 
to the solute side on the order of 2–17 atm (30–250 psi) for 
brackish water and from 40–70 atm (600–1000 psi) for seawater. 
The semipermeable membrane keeps the solute from transiting 
through the membrane that allows only water to fl ow.

Semipermeable
nanocomposite

membrane

Pressure

Purified
water

Saline
solution

What pressure is required to desalinate water with sodium chloride concentration of 0.08 M at 25°C?

Solution:
Apply p = iMRT
Sodium chloride dissociates into sodium cations and chloride anions in solution

 
+ −→ +NaCl Na Cl

Therefore, i = 2.

Concentration is equal to 0.08 M, T = 298 K, and R = 0.082 L ⋅ atm ⋅ mol−1 ⋅ K−1.

p = iMRT = (2)(0.08 M)(0.082 L ⋅ atm ⋅ mol−1 ⋅ K−1)(298 K) = 3.9 atm pressure required to purify water with 
NaCl concentration of 0.08 M.

EXAMPLE 14.2 Desalination and Reverse Osmosis
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Gibbs–Donnan effect) that contributes to the osmotic gradient between the 
plasma and the interstitial fl uids. Because of these two effects, water is drawn 
from the interstitial regions into the plasma. The resulting pressure is called 
colloid oncotic pressure. The pressure is proportional to the difference in protein 
concentration between the plasma and the interstitial fl uid. The hydrostatic pres-
sure in the capillary causes fl uid to leave the plasma (e.g., fl ow) and the oncotic 
pressure tends to pull it back into the capillary.

Semipermeable Nanocomposite Membranes. A new semipermeable nanocom-
posite membrane developed by Erik M.V. Hoek et al. of UCLA is capable of 
producing highly purifi ed water by high-pressure reverse osmosis [105]. The 
membrane is comprised of specially synthesized nanoparticles dispersed through-
out a porous polymeric matrix. The membrane is designed to enhance water 
fl ow at the expense of contaminants such as dissolved salts, organics, and bacteria. 
The surfaces of the nanoparticles are rendered hydrophilic. Repelling organic 
materials and bacteria prevent clogging of the membrane, a problem associated 
with current technology.

Carbon Nanotube Water Filters. Researchers at Lawrence Livermore National 
Laboratory have developed a membrane on a silicon chip that is the size of a 
quarter that has potential applications in the areas of desalination, deminerali-
zation, and purifi cation of water [83,84]. The membrane consists of single- and 
double-walled carbon nanotubes 1–2-nm in diameter and a silicon chip 
(Fig. 14.15). Flow of contaminants is restricted through the hollow pipeline of 
the nanotube while the fl ow of liquids and gases is allowed. Molecular dynamic 
simulations have predicted that fast fl ow through carbon nanotubes is likely 
[83]. According to Olgica Bakajin and Alexandr Noy, membranes containing 
millions of aligned carbon nanotubes, formed by chemical vapor deposition 
(CVD) on a silicon chip, have incredibly smooth interior walls [83]. The chal-
lenge lies in the fabrication of the membrane—specifi cally, to fi ll the gaps 
between the carbon nanotubes so that seepage is prevented. In order to over-
come this obstacle, the nanotubes were coated with silicon nitride. Gap-free 
membranes were produced. Excess silicon nitride was removed and ends opened 
by reactive ion etching.

The performance of the membrane showed promise—the membrane was 
able to block ingress of 2-nm diameter gold nanoparticles while water was 
allowed through the nanotubes. This is a nano-example of a size-exclusion 
process. Remarkably, measured gas fl ow exceeds predictions of a Knudsen 
diffusion model by ca. 100x [83,84]. And more remarkably, water fl ow 
exceeds values calculated by continuum hydrodynamic models by three to 
four orders of magnitude—comparable to fl ow rates calculated by molecular 
dynamic simulations [83,84]. The membranes also outperformed commer-
cially available polycarbonate membranes by several orders of magnitude 
despite having pore channels an order of magnitude less in diameter [83,84]. 
Enhanced water fl ow is explained by few theories: (1) the hydrophilic–
hydrophobic relationship between the water molecules and the internal 
walls of the carbon nanotube results in frictionless fl ow and (2) confi ne-
ment-induced ordering that results in the formation of “water wires of 
extremely long length” [83].
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Carbon nanotube fi lters are expected to reduce the consumption of energy by 
as much as 75% compared to reverse osmosis [106]. H.G. Park et al. at the 
Lawrence Livermore National Laboratory also have developed an ion-exclusion 
method to purify water using carbon nanotubes that should offer high through-
put along with cost-effective manufacturing [107]. The principal mechanism of 
synthesis is similar to the size-exclusion system described above in which open 
carbon nanotubes were fi xed within a silicon nitride matrix except that in 
this case, the openings of the carbon nanotubes were modifi ed chemically—
functionalized with negative chemical moieties that repel anions but allow cations 
to pass. The permeability of such membranes has been shown to exceed that of 
a conventional RO membrane by a factor of 100x [107].

Chemically Modifi ed Silica Particles. Peter Majewski and Chiu Ping Chan of the 
Ian Wark Research Institute at the University of Southern Australia have developed 
a water purifi cation system based on specially coated silica nanoparticles, 
e.g., functionalized self-assembled monolayers, nanometers in thickness. The 
active nanometer coatings were shown to eliminate biological molecules, 
viruses, oocysts, proteins, bacteria, and waterborne parasites like Cryptosporidium 
parvum [108]. The pathogenic agents were removed at the pH of drinking water 

FIG. 14.15

Carbon nanotube water fi lter membrane is depicted. Carbon 
nanotubes are shown at the top left. The diameter distribution 
of single-walled carbon nanotubes is shown in the bottom left. 
The membrane with fi ller is shown in the center of the image.

20 nm

Source: J. K. Holt, H. G. Park, Y. Wang, M. Stadermann, A. B. Artyukhin, C. P. Grigoropoulos, P. Costas, 
A. Noy, and O. Bakajin, Science, 312, 1034–1037 (2006). With permission.
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by electrostatic attraction and subsequent immobilization between the surface-
engineered-silica (SES) and the pathogens. Stirring for 1 h and fi ltration remove 
the pathogen–silica complexes from the water [108,109].

Bacteria and Nanofi lters. Bioremediation is the process of water purifi cation 
by bacterial action. Treated water is fi ltered through a porous membrane with 
pore size ranging from 10 µm–1 nm [110,111]. N. Hilal et al. reported in 2008 
that the new bioremediation membranes can be cleaned without removal from 
the medium and the waste products used for fuel—a defi nite improvement over 
conventional membranes that are easily fouled.

14.1.5 Oil Spills

There are many means of mitigating the effects of an oil spill via nanotechnolo-
gies. Bioremediation methods, a procedure that follows mechanical skimmers and 
other physical methods of cleanup, consist of “microbial cultures, enzyme addi-
tives, or nutrient additives” that are designed to operate in wetlands or shallow 
water [112]. The purpose of the additives is to boost the natural nanotechnology 
of the microbial community to decompose oil materials. Chemical dispersants 
made of surfactants and other supramolecular precursors keep oil from settling 
onto shores and sensitive habitats by emulsifying oil and rendering it soluble in 
water. The oil particulates remain afl oat in a dispersed state and are made available 
for accelerated biodegradation [112].

Another method that is gaining acceptance is the use of specially modifi ed 
aerogels decorated with hydrophobic moieties to enhance oil interaction. Such 
hydrophobic aerogels possess extremely high surface area, a property character-
istic of nanomaterials, and are therefore able to absorb sixteen times their 
weight of oil [113]. The inorganic–organic hybrid aerogels incorporate trifl uo-
romethylpropyl groups into the silicate backbone of the cross-linked aerogel 
during synthesis.

 + →3 4 3 2 2 3 3 2 2 3(CH O) Si CF CH CH Si(OCH ) aerogel CH CH CF_  (14.8)

Once the oil has been absorbed, the solid oil-soaked aerogel can be plucked 
from the surface. Synthesis of aerogels however is not cost-effective and alternatives 
that utilize charcoal are under consideration [113]. Magic sand, another surface-
modifi ed silica material, is synthesized from sand coated with an organosilane 
monolayer—trimethylsilane. In this case, the oil adsorbs to the hydrophobic 
surface and the sand-monolayer-oil particles sink to the bottom where the oil 
can be recovered by dredging [114]. Although the sand particle is on the order of 
microns in size, the monolayer, depending on the silane, is less than a nanometer 
to a few nanometers in thickness.

The use of nanoparticulates in conjunction with a self-assembled monolayer 
(SAM) material perhaps shows the most promise. Interface Scientifi c Corporation 
developed such a material in 2005 but details about its structure are not avail-
able. The developers claim that the nanoparticles absorb 40 times its weight in 
oil—a level that exceeds any method to date—and the oil can be recovered. The 
combination of the nanoparticle and SAM produces a hydrophobic environment 
that excludes all water. The properties can be altered by altering the length and 
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functional groups of the monolayer—and perhaps by the size of the nanoparticle—
typical techniques involved in nanochemistry.

14.1.6 Chemical and Biological Sensors and Detectors

We have introduced chemical and biological detectors in an earlier section but we 
reiterate at this time their importance in environmental mitigation strategies—
in order to mitigate a problem one needs to know how what kind and how 
much of a problem it is. Many kinds of pollutants exist in water supplies [6]: 
Pathogens that arise from human activity and natural sources; heavy metals like 
arsenic generated by geological conditions, mining runoff and industrial use; 
pesticides from aerial spraying and agricultural runoff; algal and bacterial 
sources of neurotoxins, hepatotoxins, and cytotoxins that originate in waters 
with high levels of nutrients (due to synthetic chemical fertilizers); nitrates from 
natural and agricultural sources; fl uorides from water supply purifi cation prac-
tices and geological sources; and organic compounds and halogenated organic 
materials from industry and transportation. There are many kinds of waterborne 
pollution that are toxic to living things—quite the challenge for nanotechnolo-
gists developing sensors to help detect them!

14.2  AIR QUALITY, MONITORING, AND 
MITIGATION

Several factors and sources affect global and local air quality. Many sources are 
anthropogenic; others are naturally occurring. The U.S. Clean Air Act (CAA) was 
passed in 1963 followed by the Air Quality Act in 1967, the Clean Air Act 
Extension of 1970, and the Clean Air Act amendments in 1977 and 1990 [115]. 
The 1990 revision added statutes concerning emissions trading, acid rain, ozone 
depletion, and newly classifi ed toxic air pollutants [115]. The CAA sets stan-
dards for emission of fi ne particulates and regulates hazardous chemicals such 
as volatiles and heavy metal vapors. The EPA’s Offi ce of Air and Radiation is cur-
rently assessing the impact of engineered nanomaterials and is in the process of 
determining whether or not nanomaterials should be classifi ed as “potential 
criteria pollutants” under CAA Section 110, as “potential hazardous air pollut-
ants” under section 112 or pursue other implications [116–118].

The U.S. Toxic Substances Control Act (TSCA) was originally passed in 1976 
and is administered by the U.S. EPA. The law authorizes the EPA to secure infor-
mation on new chemical substances—nanotechnology; however, it is not spe-
cifi cally a chemical substance in the traditional sense. According to the American 
Bar Association meeting in May 2007, TSCA needs to address the following 
[116–118]:

What guidance should EPA provide to nanomaterial manufacturers • 
to determine if a nanomaterial is a new chemical under TSCA?
What regulatory alternatives are there for nanomaterials that do not • 
qualify as new chemicals?
Should EPA amend its regulations to address nanomaterials • 
specifi cally?
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What materials should manufacturers provide to the EPA to help it • 
conduct risk assessments?
How does TSCA relate to international standards for nanomaterials?• 

Atmospheric Nanoparticles. Particles found in the atmosphere come in a variety of 
sizes—ranging from particles as large as 10 µm to 1 nm with the most common sizes 
detected near 5, 50, and 300 nm [119]. Both natural and synthetic processes are 
responsible for the production of atmospheric nanoparticles, but anthropogenic 
sources contribute signifi cantly more to fi ne particle fractions [120]. Combustion 
processes produce fl y ash. Atmospheric particles impact air quality by reducing vis-
ibility, and catalyzing cloud formation and radiation forcing—a process that affects 
the ratio of absorbed and refl ected sunlight. The impact of nanoparticles is both 
mitigated and acerbated, depending on your local and the prevailing winds, by 
traveling long distances from one con tinent to another [119]. Particles are removed 
from the atmosphere by gravity (via coalescence), diffusion, and rain but residence 
times can last from minutes to days or longer.

Nanoparticles are capable of reacting chemically or catalyzing chemical reac-
tions while airborne, e.g., the conversion of SO2 and NO2 gases into sulfuric and 
nitric acids, respectively, or depleting ozone by catalyzing the formation of 
chlorine compounds [119].

14.2.1 Gas Separation: Advanced Membrane Technology

Membrane-based gas transport and separation are accomplished by several kinds of 
membranes that possess altered chemistry and geometric confi guration. Depending 
on the prevailing pressure (from vacuum to high pressure), mean free path factors 
determine the different types of mass transport through membranes.

Viscous Flow. Viscous fl ow occurs when the mean-free path lmpf of the gas atom or 
molecule is signifi cantly less than the diameter of the pore channel. Flow patterns 
are determined by the collisions of the molecules. No effective separation occurs in 
this scenario and bulk fl ow of gas proceeds very much like it does for a liquid (tur-
bulent or laminar), relatively unimpeded through pore channels. The pressure 
domain characteristic of viscous fl ow is between 10−1 and 103 torr. In molecular 
(Fickian) diffusion, the mean-free path is much less than 0.01 dpore and follows 
Fick’s law of diffusion and the pressure domain lies between 10−6 and 10−3 torr. 
The transport diffusivity relates the macroscopic fl ux of the gas species to the 
concentration gradient. This type of diffusion is like Brownian motion in which the 
movement of the gas molecules is random and not a function of its previous motion.

Knudsen (or Transition) Flow. This is based on the inverse square root ratio of 
molecular weights of gas species—in this case, the mean-free path of the gas 
molecules is greater than 1/100th of the diameter of the pore (0.01 dpore < lmpf 
< 1.00 dpore). Collisions with the pore wall occur frequently. Knudsen fl ow dom-
inates when the pore diameter is between ca. 2 and 50 nm. The Knudsen number 
Kn is the ratio of the mean-free path to the pore diameter

 
=

pore

Kn mfp

d

l
 (14.9)
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The transport equation of Knudsen diffusion of species i is given by Ji:
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where
e is the porosity (volume pores/volume membrane)
dmem is the thickness of the membrane
DK is the Knudsen diffusivity
R is the gas constant
T is the absolute temperature
∆P is the pressure differential across the membrane
t is the tortuosity
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where
rpore is the radius of the pore channel
Mi is the molecular weight of the gas in terms of g ⋅ mol−1

The enrichment factor of the mass transport between two gases is the ratio of the 
squares of their respective molecular masses.
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Ultra-Microporous Molecular Sieving. This depends on diffusion rates of mol-
ecules, for example, with small molecules diffusing quicker than larger ones, but 
also depends on specifi c adsorption differences between similar-sized molecules 
like O2 and N2. These membranes may have a tortuous but continuous network 
of channels.

Solution-Diffusion Separation. This mode of separation occurs through mem-
branes that are essentially solid (with no continuous passages—nonporous 
polymeric membranes like PDMS, PS, etc.) and is based on solubility and 
mobility factors of gas molecules [121]. Passage of gas through such membranes 
occurs due to thermally agitated motion of polymer chain segments that form 
transient penetrant-scale gaps—driven by diffusion phenomena [121]. Pressure 
and concentration gradients provide the driving force with working pressures in 
the neighborhood of 100 atm. Metallic membranes (Pd and Ag alloys) break 
down H2 on one side into H atoms that diffuse through the metal fi lm and 
reassemble on the other side.

Traditionally Established Industrial Methods. Gases in purifi ed form are desired 
for many applications in research and industry [121]. Separation of methane, 
propane, and other hydrocarbons from H2S, H2O, CO2, and N2 and other 

48031_C014.indd   72448031_C014.indd   724 10/29/2008   8:33:18 PM10/29/2008   8:33:18 PM



  Environmental Nanotechnology 725

impurities found in natural gas streams and biogas is required in order to tap 
new energy reserves. Compression of the gases for storage also requires energy 
investment. Recovered hydrogen from industrial product streams generated by 
steam reforming and other processes are required in ammonia synthesis and 
gasifi cation reactions of oil refi nery processes. High-purity hydrogen is required 
to power fuel cells. The effort to separate CO2 from air has gathered signifi cant 
momentum over the recent past in order to mitigate the ingress of greenhouse 
gases into the atmosphere. Traditional gas separation methods are energy intensive. 
These include cryogenic-distillation methods, amine absorption/regeneration, 
and pressure swing adsorption (PSA).

PSA is used to remove CO2 during the commercial synthesis of hydrogen for 
applications in oil refi neries, ammonia production, and to elevate methane 
content in biogas [122]. For example, a nitrogen purifi cation PSA process passes 
95%–99.5% pure N2 (at 6–8 atm.) over a sorbent material (activated carbon 
molecular sieve) that removes oxygen and water, the retentates, from the input 
gas stream by adsorption [123]. The purifi ed nitrogen raffi nate is not adsorbed 
and the product stream proceeds over the bed to collection (also energy inten-
sive) [123]. If higher purity is required, catalytic processes combine H2 with O2 
to produce water. Cooling or an additional adsorption process is applied to 
remove accumulated water [123]. Regeneration occurs by depressurization to 
atmospheric pressure. Oxygen PSA exploits alumina to remove water vapor. 
Zeolite molecular sieves are used to remove water, CO2, and other gases [123]. 
Application of PSA to capture CO2 produced by coal-fi red plants is currently 
under consideration [122]. Another version of PSA is adapted to provide carbon 
dioxide and humidity control to portable life support systems (PLSS) for 
NASA. A sorbent is coupled to the PSA system and is regenerated by exposure to 
vacuum in space during extravehicular activity (EVA) [124]. Such microporous 
membranes offer a nonenergy intensive alternative to gas separation—using the 
built-in vacuum of space to perform the purging function.

Zeolite Membranes. Zeolites are microporous materials (according to IUPAC 
convention) comprised of aluminosilicates. Zeolites are natural polymorphic 
minerals, but many synthetic versions have been developed for experimental 
and industrial use. Applications of zeolites fall into these major categories—
separation via sieving, ion-exchange, size-exclusion etc., and catalysis and tem-
plate synthesis. Zeolites are chemically resistant, can tolerate high temperatures 
and pressures, are able to form into pinhole-free membranes, and the porous 
structure can be tailor-made to suit end user criteria [125]. Low-cost facilitated 
synthesis, highly ordered structures, and fl exibility in design have made zeolites 
a leading nanomaterial for membrane separation technology. Pore, or channel, 
diameter in six and eight-member ring zeolites range from 0.3 to 0.4 nm; 
10-member ring zeolites have characteristic pore diameter ranging from 0.5 to 
0.6 nm; and larger pore zeolites having 12-member rings have pores 0.7–0.8 nm 
[125]. Membranes can be supported on alumina or silica substrates, called 
composite membranes, or fabricated as free-standing contiguous fi lms—limited 
in size to a few square centimeters. Membrane-based separation, as opposed to 
conventional techniques such as pressure swing adsorption, should reduce 
facility and equipment costs and energy consumption and allow for continuous 
operation [125].
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Hydrogen is a clean burning fuel and developmental efforts are underway to 
power cars, electrical devices, and household appliances with hydrogen. In order 
to reach these goals, one of the holy grails of renewable fuel development, in 
addition to effi cient production and storage, is to fi nd an effi cient way to sepa-
rate hydrogen from other light gas by-products of industrial processes like 
steam-reforming and gasifi cation reactions.

Kanna Aoki of the Nanoelectronics and Collaborative Research Center at the 
University of Tokyo and colleagues prepared a highly hydrophilic A-type zeolite 
by hydrothermal synthesis on the outer surface of a porous a-alumina tube [126]. 
The membrane possessed two types of pores: 0.4- to 0.43-nm zeolitic pores and 
nonzeolitic pores. Molecules such as ethylene were not able to penetrate the 
zeolitic pore system. Separation was dependent on the hydrophobic nature and 
molecular size of permeates, and affi nity to the pore walls by the permeate gases. 
Combinations of gases also affected the permeation rates. The presence of water 
molecules reduced the permeation character of hydrophobic gases [126].

14.2.2 CO2 Mitigation

Established industrial methods of removing CO2 from combustion fl ue gases 
include amine absorption recovery and PSA. Sequestration (capture and 
storage) or conversion of CO2 is desired for several reasons, topics upon which 
we shall not elaborate. Addition of a separation technology to fossil fuel conversion 
systems would help mitigate anthropogenic sources of CO2 from reaching the 
atmosphere. Experimental carbon-based membranes, functionalized mesopo-
rous oxide membranes, and sieving zeolitic membranes are members of a new 
family of regulated nanostructured materials that have all shown promise in 
selectively removing CO2 from complex gas streams.

Y. Ohta et al. utilized dynamic Monte Carlo simulations to estimate the 
permselectivity of a binary gas mixture consisting of CO2/N2 in zeolite-like 
porous membranes with seven-member ring structure and 0.34-nm pore 
diameter [127]. The separation factor and permeability of CO2 were shown to 
be superior, and simulation methods should prove to be useful in further 
investigations [127].

Kiochi Yamada, Shingo Kazama, and Katsunori Yogo of the Research Institute 
for Innovative Technology for the Earth (RITE) in Japan have developed several 
kinds of gas separation membranes.

T. Koutetsu et al. devised a dendrimer composite membrane on porous 
substrates for CO2 separation. Poly(amidoamine), or PAMAN, dendrimers 
demonstrated superior in situ CO2/N2 gas separation [128]. The surfaces of 
commercially available ultrafi ltration membranes were modifi ed to produce a 
gas-selective layer. Chitosan layer (200 nm) formed the base layer to attach 
PAMAN dendrimers (total thickness = ca. 300 nm with 20%–40% dendrimer). 
Separation char acteristics were determined under pressure differential of 
100 kPa and 40°C. The analyte mixture consisted of 5%-vol. CO2 and 95-vol% 
N2. The selectivity of CO2 over N2 was determined to be 400 and the permeance 
at 40°C was 1.6 × 10−7 m2 ⋅ s−1 ⋅ kPa−1 [128].

N. Hiyoshi et al. in 2005 reported that in the aminosilane-modifi ed mesoporous 
SBA-15 (a silaceous zeolite) membranes resulted in an increase in CO2 per 
nitrogen atom via aminosilane adsorption increased as the surface density of 
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the amine was increased [129]. The authors claim that amine pairs onto which 
CO2 adsorbed formed alkylammonium carbamates—making a case for a 
chemisorption mechanism. The adsorption also depended on the structure of 
the amine [129]. S. Duan et al. in 2006 also developed PANAM dendrimer com-
posite membrane for CO2 separation [130]. Under similar conditions, Duan et 
al. achieved better permeance but less selectivity: 230 CO2/N2 and 1.6 × 10−7 
m2 ⋅ s−1 ⋅ kPa−1, respectively [130]. Kovvali et al. also accomplished work with den-
drimers for CO2 separation [131].

There is great incentive to develop CO2 capture via innovative membranes 
with sub-nanoscale materials control [132]. Objectives include separating CO2 
from other gases present in fl ue gases or synthetic processes as is means of 
storing  CO2. The strategy is, in general, to develop low-cost polymeric and 
inorganic  membranes for the purposes of separation and storage. Current 
systems  that are not permselective enough require complex cascading structures 
to obtain pure streams of carbon dioxide.

14.2.3 Hydrogen Production and Purifi cation

From the environmental viewpoint, hydrogen is the premier fuel of combustion 
processes.

 
+ →2(g) 2(g) 2 (g)

1
2

H O H O  (14.13)

Catalytic reforming produces hydrogen with 40%–92% purity. The effl uent is chan-
neled into a PSA treatment system to achieve 99.95% grade hydrogen. Petrochemical 
off-gases produce 10%–20% pure hydrogen that is funneled into a cryogenic system 
to achieve 99.95% H2 that is separated from various hydrocarbon gases. Cryogenic 
separation is based on the difference in boiling point of H2 from feedstock 
impurities —the method is also used to recover CO and other gases. Refrigeration is 
accomplished by a process based on Joule–Thompson expansion. Water and carbon 
dioxide are usually removed before application of the cryogenic distillation process. 
Hydrogen with ∼40% purity is generated from petrochemical off-gases, but in this 
case the effl uent is channeled to membrane or PSA purifi cation processes [133].

Bifunctional PSA systems are able to produce H2 at purity levels 99.95%–
99.9999% from 40 to 90 + %H2 feedstock. An activated carbon layer (a great 
traditional nanomaterial) removes CO, CH4, CO2, H2O, and H2S. Molecular 
sieves (another traditional nanomaterial) remove N2, Ar, O2, and the remaining 
CH4 and CO [133]. PSA is widely used in H2 purifi cation for fuel cell applica-
tions and is the principal method for hydrogen purifi cation in use today [133]. 
Operational issues include extensive maintenance due to wear and tear of valves 
and their inherent complexity. Air Products and Chemicals, Inc. in 2006, pro-
duced over 1.75 million tons per year of hydrogen [133].

Polymeric membranes operate on the phenomena of partial pressure difference 
and the degree of gas–polymer interaction. The rate of diffusion is inversely 
proportional to the thickness of the membrane. Polymer membrane methods 
have the following issues: they require high feed pressures (20–200 atm) irreversible 
membrane damage occurs from impurities, physical defects like cracks that 
reduce effi ciency, and permeability to other gases. Polymeric membranes are 
therefore not used for purifi cation of hydrogen for fuel cell applications.
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14.2.4 Chemical Sensing and Detection

We continue again with a section on gas sensing to supplement previous 
material. Nanotechnology, of course, is expected to play a major role in this area.

Carbon Nanotube–Nanocomposite Gas Sensors. The detection capability of 
gas sensors (hydrogen, ammonia, and acetone in experiments) has been recently 
enhanced with the application of conductive polymers and single-walled 
carbon nanotubes [134,135]. One type of sensing material is a composite 
consisting of 1-wt% SWNTs in poly(3,3′-dialkyl-quarterthiophone). According 
to Sara Vieire et al. at the University of Cambridge, doping with gas at levels of 
10 ppb yielded exponential changes in the overall conductivity profi le of the 
nanocomposite sensors. Conducting polymers are good materials to use for 
sensing due to inherent physical properties such as conductivity, lightness, 
ease of manufacture, and cost-effectiveness. However, the materials lack speci-
fi city in distinguishing among different kinds of gases, for example, lack of 
selectivity. Semiconducting SWNTs, on the other hand, are highly selective but 
are expensive to manufacture. Just like for fi berglass, a composite material 
that outperforms either component by itself, the combination of conductive 
polymers with carbon nanotubes makes good sense. The device consists of 
a commercially available silicon-on-insulator complementary metal-oxide 
semiconductor (SOI-CMOS).

Gas Sensing by Thin Metal/Metal Oxide Films. Tin oxide (SnO2) is one of the 
most prevalent of gas-sensing materials. It is used to detect AsH3, H2S, NO, NO2, 
H2, NH3, CO, CCl4, C3H6, CH4, O2, MeOH, EtOH, CO2, and numerous other 
hydrocarbon gases. SnO2 is often supported on a wide variety of materials: alu-
mina, Pt, Pd, Ag, ZrO2, CuO, and La2O3.

The use of nanoparticles has signifi cantly enhanced the performance of 
gas-sensing devices [136]. H. Ogawa in 1982 showed that enhanced sensitivity 
was obtained with SnO2 nanoporous fi lms rather than dense nanoparticulate 
fi lms of the same material [137]. He explained his results by applying Hall 
measurements—specifi cally, that a space–charge region develops in the nano-
crystallite when its size is approximately twice the Debye length (the distance 
over which signifi cant charge separation can occur). This condition results in 
higher sensitivity to adsorbed gas species [6], and in concert with high, specifi c 
surface area of the porous fi lm (e ∼ 98% porosity), fast transport of the analyte 
gas adsorbing and desorbing species is enhanced. This explains why carrier 
mobility is strongly dependent on the concentration of the substrate in porous 
fi lms while no such dependence is found for dense thin fi lms [137].

One of the greatest challenges facing gas sensing is specifi city (e.g., 
selectivity)—a challenge where nanotechnology can certainly help.

14.3 ENERGY

The late Nobel laureate Richard E. Smalley toured the country in the early 2000s 
giving his “Our Energy Challenge” lectures [138]. These lectures summarized 
the state of humanity and listed the 10 most important challenges that our 
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species will face in the next 50 years! He also made signifi cant mention of 
nanotechnology and how many of the solutions will arise from that wondrous 
technology. We will summarize some of his points and discuss the ones relevant 
to environmental issues.

According to Smalley, humanity’s “top ten” problems for the next 50 years 
are [138]: (1) energy, (2) water, (3) food, (4) environment, (5) poverty, (6) 
terrorism and war, (7) disease, (8) education, (9) democracy, and (10) popu-
lation. You may wish to reorder this list to suit your priorities, but most will 
agree that it does cover some of the most critical issues that we as a species 
will face (and are already facing) in the coming years. Population is actually 
at the root of all of those issues and could easily displace energy as the 
No. 1 issue. For example, the global population is expected to exceed 10 billion 
by the year 2050 [138]. Energy consumption, however, does not scale linearly 
with population growth. Although human population has quadrupled 
over the twentieth century, energy consumption has increased by a factor of 
16 [138].

In 2004 (14.5 TW or 220 MBOE ⋅ day−1), oil contributed nearly 35% to our 
total energy resources; coal 25%, gas 20%, fi ssion 5%, biomass 10%, hydro-
electric 5%, and solar wind, and geothermal a mere 0.5%. In 2050 (expected 
30–60 TW or 450–900 MBOE ⋅ day−1), these ratios are expected to undergo a 
drastic change: oil <5%, coal ∼5%, gas >10%, fusion–fi ssion ∼15%, biomass 
>10%, hydroelectric ∼5%, and solar, wind, and geothermal ∼50%. The acronym 
MBOE ⋅ day−1 stands for “millions of barrels of oil equivalents per day.” “TW” is 
of course the terawatt. When reviewing the list of potential energy sources for 
the future, conservation effi ciency, hydroelectric (maxed out), biomass, wind, 
and wave and tide cannot possibly provide enough energy. Chemical sources 
such as natural gas and clean coal are faced with extraction and purifi cation 
costs. Nuclear sources and others such as geothermal, solar terrestrial, solar sat-
ellite, and lunar–solar are burdened with high cost, engineering diffi culties, and 
minimal potential or waste disposal issues.

The sun delivers 165,000 TW daily to the Earth—of which we can potentially 
capture 20 TW by placing six solar farm grids of 10,000 sq. mi. each on the 
continents [138]. By way of a proposed Distributed Store-Gen Grid, energy is 
transported by wire (rather than rail) on a continental scale that interconnects 
100 million local storage and generation sites, electricity can be provided to 
most of the civilized world. The network includes local storage and generation 
capability as well as a centralized power grid. Highways in the United States 
cover about 0.2% of the land area. If we were to cover that amount of area with 
solar cells that deliver 50% effi ciency, we would be able to generate 1 TW of 
electricity [139].

What can nanotech do to support this master plan? To begin with, the cost of 
photovoltaics could drop 10-fold due to the use of less material, lowered pro-
cessing costs, and revolutionary manufacturing breakthroughs. Nano-enhanced 
materials and devices would be capable of photocatalytic reduction of CO2 to 
methanol and direct photoconversion of H2O to H2 fuel sources. A likely 10- to 
100-fold improvement of batteries, supercapacitors, and fl ywheels for automo-
tive (plug-in hybrid vehicles) and Store-Gen Grid applications is expected. Power 
cables made of superconducting or quantum materials would enable worldwide 
transmission of electricity and replace aluminum and copper in electrical motors. 
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Carbon nanotube quantum wires would exhibit negligible current loss with 
one-sixth the weight of copper. Hydrogen storage on carbon nanotubes and 
other suitable nanomaterials and advanced materials for high-pressure storage 
of liquid hydrogen will be enabled by new nanomaterials. If the cost of revers-
ible, low temperature fuel cells were dropped 10- to 100-fold, widespread use of 
portable and reliable energy sources would become reality [138].

14.3.1 Solar Energy and Nano

In 1839, 19-year old French scientist Alexandre E. Becquerel discovered the pho-
toelectric effect while illuminating metal electrodes in an electrolyte. English 
engineer Willoughby Smith in 1873 was the fi rst to observe the phenomenon of 
photoconductivity while working with a new material with high resistance 
called selenium (that happened to be photoactive)—a material used to check 
for fl aws in transoceanic cables. In 1877, W.G. Adams and R.E. Day, Willoughby’s 
students, verifi ed that selenium produces a current when exposed to light. C.E. 
Fritts a few years later in 1883 constructed the fi rst photovoltaic cell consisting 
of a sandwich of Se between a gold leaf and a brass plate. In 1887, J. Moser 
described dye-sensitized solar cells. Albert Einstein described the photoelectric 
effect in 1904. In 1918, Polish scientist J. Czochralski devised a means of fabri-
cating monocrystalline Si and the fi rst Si solar cell was manufactured in 1941. 
PV cell effi ciency started out at 2%. In 1959 and 1960, 9% and 14% effi ciencies 
were achieved, respectively. In July 2007, 42.8% effi ciency was achieved with an 
experimental VHESC (yes, a “very high effi ciency solar cell”) multijunction by a 
University of Delaware team. In August 2008, NREL created a reliable solar cell 
with 40.8% effi ciency (www.NREL.gov/news/press/2008/625.html).

There are many kinds of solar cells, all of which have useful environmental 
potential with regard to effi ciency or reduced costs: multijunction concentrators 
(>40%), silicon cells (single crystal, polycrystalline, and thin fi lm with effi cien-
cies <30%, ∼20%, and ∼16%, respectively); thin-fi lm technologies such as 
Cu(In,Ga)Se2 or CIGS (∼18%), CdTe (∼16%) and amorphous stabilized Si:H 
(∼12%); and emerging PV materials such as dye-cells (∼14%) and organic cells 
(∼5%). An overview of solar cell effi ciency is presented in Figure 14.16.

Nanotechnology offers numerous advantages to solar cell design and manu-
facture: (1) large surface area collectors, (2) antennae consisting of quantum 
dots that are able to capture 90% or better of the solar spectrum, (3) tunable 
solar material interfaces that demonstrate enhanced effi ciency, (4) multielectron 
stimulation, and (5) reduced manufacturing costs due to revolutionary nano-
processes such as nano-imprint lithography that operate at lower temperatures 
with higher throughput.

The groundwork for a new solar plant, owned and operated by Nanosolar, 
Inc., was announced in 2006. The plant is expected to manufacture paper-thin 
fl exible solar materials that are expected to produce over 430 MW of power per 
year [140]. The solar active component of the thin-fi lm nanotechnology is a 
copper–indium–diselenide ink that absorbs light and converts it into energy. In 
December 2006, Boeing-Spectrolab developed a solar cell that is capable of 41% 
effi ciency and earlier in the year, researchers at Lawrence Berkeley National 
Laboratory developed a cell from a new semiconducting material made of zinc–
manganese–tellurium doped with a few atoms of oxygen that demonstrated 
45% effi ciency [141].
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Conventional solar cells are made of an encapsulant, a front contact grid, an 
antirefl ective coating, n-type-silicon, p-type-silicon, and a back electrical contact 
(Fig. 14.17).

During our description, think of ways that material components can be 
enhanced with nanotechnology. The encapsulating material serves to seal the cell 
and keep the external environment out. It is usually made of glass or clear plastic. 
The antirefl ective coating effectively channels photons into the matrix of the 
solar cell (reduces solar loss). A grid made of conducting material forms close 
contact with the n-doped silicon as is a metal contact with the p-doped silicon.

The ultimate goals of any photoelectric device is to generate free charge carri-
ers from interaction with photons and to separate the charge carriers to generate 
an electric current before the excited states can decay or recombine [142]. 
Electron charge carriers exist in the conduction band of the semiconductor—
electrons that were promoted due to energy input. The vacancies left by the excited 
electrons are called holes and are known as virtual charge carriers. The simulta-
neous process forms excitons and the basis for photovoltaic mechanisms. In the 

FIG. 14.16

The development of more effi cient solar cells from 1975 to the present is depicted. Effi ciency 
greater that 40% has been achieved by the National Renewable Energy Laboratory. The 
theoretical maximum effi ciency of photosynthesis is estimated to be 11%. The effi ciency of 
photosynthesis is limited by the wavelength range (400–700 nm). This range accounts for 
only 45% of the total solar spectrum available for photosynthesis. Then, there are issues 
with quantum effi ciency per CO2. Therefore, only 25% of the 45% is actually considered 
to be photosynthetically active radiation (PAR). Other reasons such as refl ection, respiration, 
and lack of optimal solar radiation levels also serve to reduce effi ciency. The comparison 
with the NREL cell is not direct due to variable circumstances.
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broadest sense, excitons are mobile combinations of an electron and a virtual 
particle called a hole in an excited semiconductor. In the narrower sense, exci-
tons are strongly coupled electrons and holes. Wannier excitons are typical of 
covalent semiconductors and insulators, are separated by a distance that exceeds 
the lattice spacing of the solid-state material, and move like unbound particles. 
Frenkel excitons occur in molecular crystals, are separated by a distance on the 
order of the lattice spacing, and are usually localized to one site.

Doping alters the electronic properties of semiconductors by introducing 
excess positive or negative charges. In most bulk silicon solar sells, a thin n-type 
Si layer is deposited on top of a much thicker p-type Si layer. The p/n junction 
interface establishes a bias that results in recombination of electrons and holes, 
for example, depleted zone of paired charges. When electromagnetic radiation 
is applied to the surface, a higher population of charge carriers is induced creat-
ing a stronger bias across the interface. Charge carriers then move towards their 
respective conducting electrode terminals and are made available to do work.

Effi ciency is the ratio of input to output energy. In 1961, W. Shockley and H.J. 
Queisser determined that a conventional PV cell is capable of ∼32% effi ciency, 
the Shockley–Queisser limit [143]. Only a small fraction of the solar spectrum 

FIG. 14.17
A generic silicon-based solar cell is depicted. The photocell has three major functions: 
(1) harvest a maximum amount of photons, (2) convert photons into electrical charge, and 
(3) generate electrical charge from the device.
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matches the bandgap of Si. Impinging photonic energy above or below the band-
gap, therefore, will produce heat in the semiconductor. The natural (theoretical) 
effi ciency of commonly used bulk solar materials ranges from ca. 23% to 30%.

There are inherent limits to solar collection effi ciency due to a variety of loss 
mechanisms: (1) spectral range of absorption limitations due to bandgap 
energy, (2) transformation of surplus light energy into heat, (3) optical losses 
due to refl ection and shadowing of the cell surface, and (4) losses due to electri-
cal resistance and other material factors (contamination, surface effects, crystal 
defects, etc.) [144]. In bulk semiconductors, one photon creates a single elec-
tron–hole pair regardless of photon energy—whether a high-energy photon or 
a low-energy photon.

Energy conversion effi ciency (ECE) hECE is a parameter used to measure the effi -
ciency of solar cells. ECE is the percentage or radiant power (incident irradiance 
Eo = W ⋅ m2) converted to electrical energy.

 
= max

ECE
cello

P
E A

h  (14.14)

where
Pmax is the maximum power output of the solar cell in watts (W)
Eo is the incident irradiance
Acell is area of the cell

Quantum effi ciency (QE), a subset of the greater category of quantum yield (the 
ratio of any quantum induced phenomena to input photons) should not be 
confused with energy conversion effi ciency. Quantum effi ciency is the percentage 
of photons of a select wavelength that produce electron–hole pairs. Good exam-
ples of devices that are measured by QE are charge-coupled devices (CCD, QE ≈ 
90%) and photographic fi lms (QE ≤ 10%) [145]. QE is often measured as a 
function of wavelength. If QE is integrated over the whole spectrum, the poten-
tial electric current that a certain cell produces can be estimated.
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where
Ne is the number of electrons
Np is the number of photons
fo and fdl are the incident optical power (radiant fl ux, in watts or J ⋅ s−1) and 

the absorbed optical power, respectively

Optical power is absorbed in the depletion layer. For solar cells, the external 
quantum effi ciency (EQE) is an important parameter. EQE is the current measured 
outside the solar cell device and represents effi ciency in both the absorption of 
photons as well as the collection of electrical charge.
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Quantum Dot Solar Cells. In cells that contain quantum dots, the number of 
charge carrier pairs produced depends on the energy of the photon. In 2001, 
14% effi ciencies were achieved by photocells fabricated from nanoparticles in 
conducting polymer fi lms [146]. The shape of the quantum dot also is expected 
to play a role in its operational effi ciency [147,148].

In 2006, I. Robel et al. at Notre Dame University fabricated solar cells based 
on CdSe quantum dots (QDs) tethered with the bifunctional surface linker 
HS-R-CO2H onto mesoscopic TiO2 fi lms [147]. The TiO2–CdSe QD composite 
(acting as the photoanode) was able to exhibit a photon-to-charge-carrier 
effi ciency of 12%. The function of the CdSe QDs (ca. 3 nm in diameter) was 
similar to that of a dye molecule. Following visible excitation, CdSe QDs inject 
electrons into TiO2 nanocrystals (ca. 40–50 nm in diameter). The process was 
verifi ed with femtosecond transient absorption as well as emission quenching 
experiments. In 2007, the research team found that the rate constant for electron 
transfer from the thermalized s-state of CdSe increased with decreasing particle 
size: 7.5-nm diameter particle (Eg = 1.92 eV) →107 s−1 and the 2.4-nm diameter 
particle (Eg = 2.4 eV) → 1010 s−1 [148]. The researchers claimed that the signifi cant 
level of electron loss was due to scattering, charge recombination at the 
TiO2/CdSe interface, and internal TiO2 grain boundaries [147]. If a liberated 
electron collides with a nearby atom, it loses energy by the creation of atomic 
vibrations that end up heating the semiconductor.

Due to the size dependence of absorption by quantum dots, the solar cell 
can be tuned to absorb wavelengths ranging from 650 to 400 nm by decreasing 
the diameter of the CdSe dot. In this way, a greater range of visible light can 
be harvested for energy conversion. The thickness of a photocell based on 
QDs is able to infl uence the degree of absorption of light energy. Tenfold 
increase in the thickness, from 0.2 to 2 µm, resulted in signifi cant darkening 
of the solar cell. This phenomenon is obviously due to the availability of 
more sites for CdSe binding with concomitant increase in effi ciency of the 
solar cell.

Quantum dots also have the ability to generate multiple charge carriers from 
a single photon, unlike bulk semiconductors that generate at the most one 
exciton pair when exposed to an energetic near ultraviolet photon [149–151]. 
The remainder of the photon energy is converted into heat. QDs are able to 
generate more electron–hole pairs by a process called impact ionization—a 
mechanism fi rst proposed by A.J. Nozik of the National Renewable Energy 
Laboratory in Golden Colorado [152–155]. Impact ionization is a process 
whereby high-energy charge carriers are able to distribute energy by the creation 
of more charge carriers. When in refi ned form, theoretical photon conversion 
effi ciencies greater than 100% are possible [149].

In 2004, researchers at the Los Alamos National Laboratory discovered that 
three excitons each were generated when 5-nm lead selenide quantum dots were 
exposed to high-energy blue light [150,151]. In these experiments, in which 
quantum dots consisting of 1000 atoms were mixed in a liquid and sealed inside 
a glass sheath, laser pulses over a wide range of energies were directed at the 
mixture. Recently, 8-nm diameter quantum dots made of lead sulfi de were 
shown to release seven electrons per dot when exposed to ultraviolet radiation 
[150,151]. This apparent leap in photon conversion effi ciency should be able 
to benefi t other types of solar conversions systems such as water splitters that 
produce hydrogen for fuel cells [150,151].

48031_C014.indd   73448031_C014.indd   734 10/29/2008   8:33:24 PM10/29/2008   8:33:24 PM



  Environmental Nanotechnology 735

Organic Solar Cells. The photoactive elements of organic photovoltaics (OPVs) 
are made of polymers and/or nanocrystalline phases. Most OPVs are called 
bulk heterojunction devices in which p-type (electron donating) and n-type 
(electron accepting) organic materials are blended into a polymer matrix [156]. 
Power effi ciencies (h) near 3% have been achieved with conjugated organic 
polymers like PCBM (phenylbutyric acid methyl ester) with electron-accepting 
substituted fullerenes [60] and soluble donors like polythiophene or 
poly(phenylenevinylene) derivatives [157]. Organic heterojunctions are defi ned 
by four processes: absorption, exciton diffusion, charge transfer, and charge col-
lection. Charge transfer and collection are highly effi cient processes with hEXE → 
100%. The major difference among OPVs is the efficiency of absorption 
(hA → 50%, optical absorption path ∼100 nm) and exciton diffusion (hED → 10%, 
diffusion length ∼5 nm, HOMO–HOMO, LUMO–LUMO). Since absorption 
and exciton diffusion are limiting, the overall effi ciency of the heterojunction 
OPV is expected to be around 10%.

C.W. Tang in 1975 conducted some of the fi rst investigations to duplicate 
nature’s ultimate solar cell—the one that exploits the amazing properties of 
chlorophyll-a in photosynthesis [158]. Tang also created a chlorophyll-a-PV cell 
in 1975. Monomers of chlorophyll-a were prepared on a chromium electrode 
by electrodeposition to form a microcrystalline array. The structure has a strong 
absorption band in the far red range of the spectrum at 740–745 nm [158]. The 
power conversion effi ciency of the sandwich structure (Cr-Chl-a-Hg) was 
reported to be 0.01%—the highest for an organic PV cell of the day. [158]. Later 
on in 1986, he developed one of the fi rst organic photocells, called the Tang cell 
[159]. Via lessons learned from nature, a new generation of solar cell develop-
ment will most likely be modeled on biological materials like chlorophyll.

Advantages of organic solar materials are multifold: (1) the solar “cell” materi-
als can be applied by painting on roofs, walls, or other surfaces that are targeted 
for solar collection—a incredibly low-tech solution to a high tech problem, 
(2) offer great potential for facilitated upscale (high throughput and can cover 
large areas), (3) are fl exible and lightweight, (4) offer an economical solution as 
the cost-to-effi ciency ratio for silicon is teetering towards the former, (5) can be 
applied on any kind of surface, especially large area fl exible plastic surfaces [160], 
(6) ultra-fast optoelectronic response and charge carrier generation at organic 
donor–acceptor interface, (7) continuous tunability of optical energy bandgaps 
via molecular design, synthesis, and processing steps, and (8) integrability into 
textiles, packaging, and consumer products [161]. Underlying these advantages is 
the ability to synthesize organic molecules with great fl exibility—fl exibility that 
allows for tunability for adoption to specifi c applications. The major disadvantage 
is that OPVs promise, at best, only moderate solar conversion effi ciencies. Low 
effi ciencies are due to photon loss, exciton loss, and carrier loss.

Photoreactive polymers serve as the basis of OPV technology. In standard 
solar cells, both the donor and acceptors are basically the same material—doped 
silicons. On the other hand, in OPVs the donor material may not be anything 
like the acceptor material. To start, donor and acceptor molecules must be able to 
absorb light. Many donors contain conjugated molecules with a electron-donating 
character. Acceptor molecules need to be able to stabilize electrons originating 
from the donor molecules. Stabilizing molecules include electron-withdrawing 
groups. Carbon nanotubes and fullerenes, for example, are known for their 
electron stabilization ability.
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C.W. Tang’s fi rst cell consisted thin fi lms of copper-phthalocyanine (Cu-PC) 
donor and perylene tetracarboxylic acid derivative acceptor [159]. Cu-Pc is a 
porphyrin-like ring that hosts a Cu cation. A power conversion effi ciency of 1% 
was achieved with this cell. In this new concept, bias voltage does not control 
the charge-separation effi ciency, and therefore cells with fi ll-factor up to 65% 
can be achieved. In addition, the interface between the two organic materials 
and not the organic material–electrode contact is the primary factor that deter-
mines the PV properties of the cell [159].

In 2006, Klaus Müllen et al. of the Max Planck Institute for Polymer Research 
in Mainz, Germany developed a bulk heterojunction cell consisting of poly(2,
7-carbazole) (PCz) and perylene tetracarboxydiimide dye (PDI) donor–acceptor 
pair for organic solar cell applications [156]. PCz, in a highly soluble state, 
served as the electron donor material and the PDI was the electron acceptor 
material. The pair demonstrated complementarity within a broad range of the 
solar spectrum. The reported EQE effi ciency was 16% and the power effi ciency 
was 0.6% under solar conditions. The bandgap of PCz is ∼3 eV, well into the 
ultraviolet range of the spectrum. To make this material practical in solar cells, 
it must be paired with a material that has a lower characteristic bandgap—enter 
PDI (bandgap ∼2 eV). Previously, the Müllen group has shown that PDI in com-
bination with discotic liquid crystalline hexa-peri-hexabenzocoronone (HBC) 
displayed a maximum external quantum effi ciency (EQE) of 34% with h = 
1.95% at 490 nm [162]. Müllen et al. stated that photoinduced charge transfer 
occurred between the HBC and the perylene complement in addition to effi cient 
charge transport through vertically segregated perylene and HBC p-systems—all 
constructed with simple bottom-up nanofabrication solution techniques [162]. 
The cell is shown in Figure 14.18.

Müllen et al. showed that conjugated polymers with high bandgap can be 
used for solar applications if a proper electron acceptor is selected [156]. Cyclic 
voltammetry (Ag/Ag+, calibrated against ferrocene) of PCz/PDI on ITO revealed 
that the HOMO of PDI was −5.8 eV, below that of PCz (−5.6 eV). The estimated 
LUMOs of each, determined by bandgap calculations from absorption spectra, 
were −2.6 eV for PCz and −3.8 eV for PDI. According to Müllen, PDI are able to 
form excitons, and hole migration from excited PDI states to PCz is driven by 
the 0.2 eV difference in HOMO energies. With regard to the corresponding 
LUMO energies, the 0.8 eV difference in energy is able to drive electron migration 
from PCz to PDI. The group is working on mixing PCz with other dyes that have 
broader absorption spectra [156].

Fullerene-modifi ed polymers are increasingly popular for use in OPVs. In 
such cells, charge separation mechanisms in bulk heterojunction PV cells are 
based on electron transfer from an absorbing polymer to a fullerene-modifi ed 
material such as (6,6)-phenyl-C61-butyric acid methyl ester (PCBM). Liu et al. 
have shown that resonant energy transfer from a red-emitting organic chromo-
phore (Nile red) to PCBM

Tae Wan Kim and his group of the Department of Physics at Hongik 
University is Seoul, South Korea studied the photovoltaic effects of the Cu-Pc 
layer thickness—10- to 50-nm [163]. The group studied ITO/Cu-Pc/Al and ITO/
CuPc/C60/BCP/Al cells. P. Peumans et al. in 2001 developed an ITO/Cu-Pc/C60/
BCP/Al with power conversion effi ciency of 3.6% at the AM-1.5 solar spectrum 
[164]. Excitons generated in OPV semiconductors are characterized by excitons 
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with higher binding energy than those found in inorganic material counter-
parts. Therefore, an electric fi eld is applied to help separate the excitons into 
holes and electrons. The exciton diffusion length is approximately 10 nm in 
organic PV materials, therefore, according to the authors, the photoactive layer 
thickness should impact the effi ciency of the cell [163].

A 5-mm wide strip of ITO (sheet resistance = 15 Ω ⋅ sq−1) was fabricated with 
selective etching in an HCl:HNO3 (3:1) solution and placed on a glass support. 

FIG. 14.18

The PCz-PDI organic solar cell is shown. Thin fi lms of PDI and PCz were prepared by a 
spin-coating application onto activated (oxygen plasma) ITO surface. A thin layer of silver 
(100 nm) was evaporated through a mask to form the cathode. Monochromatic light rang-
ing from 300 to 800 nm was supplied with a maximum intensity of 6 W ⋅ M−2 at 600 nm. 
Solar light at 100 W ⋅ m−2 was supplied by a solar simulator. The PDI fi lms yielded a 
charge-carrier mobility of 0.2 cm2 ⋅ V−1 ⋅ s−1 in its crystalline phase. PCz was synthesized 
from 2,7-dibromocarbazole by alkylating with 2-decyltetradecylbromide (R = decyltet-
radecyl) and subsequent polymerization with bis-(1,5-cyclooctadiene)Ni, a.k.a. Ni(COD)2. 
Chara cterization by electrochemistry was conducted with a voltammeter, a three-elec-
trode cell with a working electrode of ITO, a silver quasi-reference electrode (AgQRE cali-
brated against Fc/Fc+ redox couple with Eo = −4.8 eV), and a Pt counter electrode. The 
electrolyte was 0.1. M tetrabutylammonium perchlorate. Independently, PDI showed 
absorption maxima at 490 and 530 nm, PCz at 395 and 270 nm. When blended, a broad 
absorption between 300 and 600 nm was displayed—perfect for a solar cell application.

Electron accepting:
Perylene tetracarboxydiimide
n-Type material
~2 eV bandgap

Electron donating:
Poly(2,7-carbozole)
p-type material
~3 eV bandgap

Protective glass support

Protective glass support

Transparent-conducting indium–tin oxide (ITO)

Silver electrode

+

−

Photoactive organic materials

R

n O O

O O

N

N

Source: Image courtesy of Klaus Müllen, Max–Planck Institute for Polymer Research in Mainz. With permission.
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Cu-Pc was deposited by thermal evaporation to thicknesses ranging from 10- to 
50-nm in samples. In other specimens, C60 and BCP and then a 150-nm thick 
layer of aluminum were also deposited via thermal evaporation—quite simple 
straightforward processes [163]. Under dark conditions, nonlinear current den-
sity-voltage behavior was noted as Cu-Pc layers became thicker. Rectifying 
behavior was exhibited by fi lms thicker than 30 nm indicating that exciton dif-
fusion length is a factor in OPV materials—a trait desirable in solar cells. 
Therefore, layers of Cu-Pc less than 30 nm in thickness are not suitable for OPV 
cells. Open-current voltage (VOC, the voltage measured without the presence of 
current) depends on the Fermi energy difference between the electrodes and the 
energy levels (HOMO/LUMO) of the organic materials.

The current fl ow in ITO/Cu-Pc(20 nm)/C60(20 nm)/BCP(15 nm)/Al exhibited 
more than 100x the current fl ow measured in single layer cells [163]. The group 
demonstrated that the effi ciencies of heterojunction cells outperformed those of 
the single-layered Cu-Pc materials. The multilayered cells were more stable and 
yielded higher effi ciencies [163]. The cell chemistry is shown in Figure 14.19.

Carbon Nanotube Materials in Solar Cells. In standard TiO2 cells, electrons 
undergo a circuitous path, jumping from TiO2 nanoparticles until they reach the 
electrode. Many do not achieve this goal, and thereby effectively reduce the effi -
ciency of the cell. Researchers at the University of Notre Dame, P.V. Kamat et al., 

FIG. 14.19
Copper-complexing organic compounds used in the T.W. Kim 
study are shown. BCP forms tetrahedrally bonded copper com-
plexes with Cu1+ and not with the “more stable” Cu2+ cations.
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Source: S. W. Hur, T. W. Kim, and J. W. Park, Journal of Korean Physics Society, 45, 627–629 (2004). 
With permission.
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have adapted single-walled carbon nanotubes to solar cells [165–169]. P.V. Kamat 
et al. have developed a cell that utilizes single-walled carbon nanotubes 
as conduits for electrons between the tethered TiO2 and the electrode [165]. 
The SWNT-enhanced cells demonstrated twice the effi ciency over cells com-
prised only of TiO2 nanoparticles. An ultraviolet light lamp served as the source 
of the radiation. Carbon nanotubes are known to be good electron acceptors. 
A shift of approximately 100 mV of SWNT-TiO2 system when compared to 
unsupported TiO2 suggests that Fermi level equilibrium between the two sys-
tems was achieved [165].

The effi ciency of solar cells using SWNTs decorated with TiO2 can be enhanced 
if a one-molecule thick layer of organic dyes is adsorbed onto the semiconduc-
tor surface (as before). The dyes are able to expand the range of adsorption by 
the cell into the visible region of the solar spectrum. Another strategy involves 
the tethering quantum dots to the ends of the SWNTs. In this case, not only 
would the cell be able to convert visible range energy into electricity but also the 
ability to convert high-energy photons into multiple excitons.

Double-Walled Carbon Nanotube Solar Cells. J. Wei et al. in 2007 showed 
how double-walled carbon nanotubes (DWNTs) can be applied to solar cell 
technology [170]. The DWNTs served as both photogeneration sites and elec-
tron collection-charge carriers. A semitransparent layer of DWNTs was applied 
on an n-type crystalline Si substrate to create high-density p–n heterojunctions 
in which charge separation takes place by means of electron extraction by the 
n-Si and holes through nanotubes [170]. A power conversion effi ciency of 
>1% was achieved by these cells [170]. The main difference from other cells 
that use organic PV materials and CNTs is that in those cells the conjugated 
polymers generate the excitons and the CNTs act as a conduit for electrons. In 
this cell, the CNTs play a role in charge separation [170].

Ultimate Black Materials—The Super Black Object. Ideal absorbers absorb all 
wavelengths without refl ection (e.g., like blackbody cavities)—as even graphite 
and black paint refl ect 5%–10% at the air–dielectric interface [171]. The major 
roadblock to developing such a material has been the inability to reduce the 
material’s index of refraction to unity, so that optical refl ection is totally eliminated. 
[171]. According to the authors, simulations do predict low index of refraction 
(1.01 < n < 1.10) by low-density, vertically aligned, multiwalled carbon nanotubes 
(VA-CNTs, 8–11 nm in diameter) in an array (e.g., a structure with high aspect 
ratio). The thickness of the CNT layer was between 10–800 µm and spacing 
between tubes was ca. 50 nm. These CNTs showed low refractive index, super 
low refl ectance, diffuse refl ection, birefringence, and strong absorption in the 
visible range of light [171]. The optical properties of such a surface is tunable by 
varying nanotube diameter, spacing, and length—all pretty standard features of 
nanotechnological engineering. Applications of such materials could impact 
pyrolytic detectors and solar energy conversion [171].

14.3.2 Batteries

The battery is one of the most important inventions. Benjamin Franklin in 1748 
called an array of charged glass plates a battery. Luigi Galvani determined that 
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electricity was involved in the mechanism of nerve impulses. Alessandro Volta 
invented the fi rst real wet-cell battery in 1800—the voltaic pile—and found a 
means to conduct the charge over some distance. The Daniel cell (a cell that 
employs two electrolytes) was developed in 1836 by J.F. Daniels. In 1839, the 
fi rst fuel cell was developed by W.R. Grove by combining oxygen and hydrogen. 
Frenchman G. Leclanche in 1866 invented the fundamental lead acid battery. 
The fi rst commercially available dry cell was invented by C. Gassner in 1881. The 
alkaline storage battery was developed in 1901 by T.A. Edison. 1n 1954, the fi rst 
solar battery was developed by G. Pearson, C. Fuller, and D. Chapin. Of course, 
there are many scientists and inventors who have made significant contri-
butions but were left off this list. Nanomaterials should be able to provide bat-
tery technology with several advantages that include enhanced surface area, 
high electrical conductivity, electrical conducting networks, and perhaps even 
fl exibility [172].

Some battery terms are listed and defi ned in this paragraph. A primary battery 
is not rechargeable. In other words, the electrochemical reaction that powers 
the cell is not reversible and the battery is usually discarded after it is drained. 
A dry cell alkaline battery is an example of a primary battery. A secondary 
battery is a battery that can be recharged (its electrochemical reaction is revers-
ible) by passing a current through the battery opposite in direction to that of 
discharge during use. The lead acid battery found in most cars is an example 
of a secondary battery. An ampere-hour (A ⋅ h) is equal to a current of one 
ampere over an hour’s time. Battery capacity is measured in terms of A ⋅ h. 
Specifi c battery capacity is measured in terms of A ⋅ h ⋅ g−1 (or more appropri-
ately, mA ⋅ h ⋅ g−1). The anode in a battery is the site of electron release; the 
cathode, the site of electron absorption. More electrolyte and more electrode 
material translate into greater capacity for a battery. Smaller cells made of the 
same material as a larger cell, therefore, have less capacity although generating 
the same voltage [173]. The specifi c capacity of standard AAA through D bat-
teries is ca. 100–140 mA ⋅ h ⋅ g−1. The standard graphite anode battery is capable 
of ca. 372 mA ⋅ h ⋅ g−1 capacity [174].

New enhanced batteries are expected to power automobiles that can operate 
for 200 miles without the need for recharging—or more modestly, at least be 
able to run for 24 h without having to plug into a power supply.

Next Generation Batteries. Desirable characteristics of the next generation of 
batteries include large discharge capacity at potentials near that of Li, mainte-
nance of high currents, and facile reversability to ensure rechargeability. Silicon 
actually has one of the highest theoretical capacity because it can store more ions 
(∼4200 mA ⋅ h ⋅ g−1), but during Li insertion and extraction, Si-based insertion 
anodes (materials with highest known intercalation ability and low discharge 
potential) undergo a 400% change in volume for Li-ion secondary cells. The 
swelling results in decrepitation, pulverization, and subsequent loss of electrical 
contact [175]. Si nanowires, rather than bulk materials, improved strain relaxation 
(without pulverization) and conductivity. Si nanowires were grown directly on 
the current collector substrates. Improvement was due to good electrical 
conduction between Si nanowires and the current collector, short Li-insertion 
distances, high interfacial contact area with electrolyte, good electrical conductivity  
along the nanowires, and good material durability [176]. Discharge capacities 
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75% of the maximum were achieved with little diminishment during recycling 
[176].

High-Capacity Lithium Ion Batteries with Germanium Nanowires. Maximum 
lithium capacity germanium–lithium (Ge4.4Li) batteries are expected to deliver 
1600 mA ⋅ h ⋅ g−1 with 370% volume change. Because the room temperature dif-
fusion of Li in Ge is 400x better than that in Si, Ge is attractive as an anode 
component in cells that intend to deliver high power rate ratios [175]. C.K. 
Chan et al. fabricated Ge nanowires by vapor–liquid–solid growth on metallic 
current collector substrates. An initial discharge capacity of 1140 mAh ⋅ g−1 was 
shown to be stable over 20 cycles [174]. Fabrication of Ge nanowire anodes is 
straightforward. Ge nanowires 50- to 100-nm diameter, 20- to 50-µm long are 
formed by VLS (vapor–liquid–solid) growth with CVD of GeH4 from gold cata-
lysts on a metal substrate (the electrical collector, usually a stainless steel foil). 
The nanowires were single crystalline and required no further processing—a 
one-step nanotechnology fabrication method [174]. The electrode is shown in 
Figure 14.20.

Carbon Nanotube Based Batteries. Batteries have been recently fabricated from 
a random network of carbon nanotubes that serve as charge carriers at the 
interface with active components [172]. Highly purifi ed SWNTs formed by laser 
synthesis were applied as anode materials for thin-fi lm lithium ion batteries. 
The specifi c surface area and lithium capacity was compared to other traditional 
carbon materials like graphite, carbon black, and MWNTs [177]. BET-specifi c 
surface was found to be 915 m2 ⋅ g−1, much greater than the other carbonaceous 
materials mentioned. The discharge capacity of the SWNT-Li ion battery was 
1300 mA ⋅ h ⋅ g−1 after 30 charge–discharge cycles with a current density of 
20 µA ⋅ cm−2 [177]. Lithium-ion battery anodes made of SWNT paper showed 

FIG. 14.20

Germanium nanowire electrodes on a stainless steel substrate 
are depicted. The Ge alloys with the SS following an annealing 
procedure provide good contact with the electrical connector. 
The purple dots represent gold catalyst nanoparticles.

Source: C. K. Chan, X. F. Zhang, and Y. Cui, Nano Letters, 8, 307–309 (2008). With permission.
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lower overall weight due to lack of a binder material and extremely simple prep-
aration [178]. The performance of the paper anode battery was slightly less than 
the performance of conventional SWNT electrodes [178].

Researchers at Rensselaer Polytechnic Institute (RPI) and MIT have developed 
a new fully fl exible and robust material that eliminates the need for bulky multi-
layered batteries (e.g., the kind you fi nd in your cell phone). The electrodes, sepa-
rator, and electrolyte were integrated into a single, fl exible nanocomposite unit 
made of nanoporous cellulose paper embedded with aligned carbon nanotubes 
and electrolyte [179]. The team grew carbon nanotubes on a Si substrate and 
plugged the gaps between the tubes with cellulose, thereby making a fl exible 
membrane. Two of these sheets were abutted with the cellulose sides placed 
inward and saturated in electrolyte to form a supercapacitor material. A 100 g sheet 
of the paper battery demonstrated 1300 mAh discharge capacity (130 mAh ⋅ g−1) 
[179]. The use of room temperature ionic liquid (RTIL) electrolytes like 1-butyl,
3-methylimidazolium chloride is able to dissolve cellulose with the assistance of 
microwave energy and allows for its use as an electrolyte in potential superca-
pacitor applications [179]. Potential applications of this technology include its 
use in Li-ion batteries, supercapacitors, and hybrids [179].

SnO2 Electrodes in Lithium Batteries. Tin oxide nanoparticles ranging in size 
from 3 to 8 nm were tested for battery capacity and cyclability. The 3-nm diam-
eter particles showed the best characteristics of the group—ca. 740 mAh ⋅ g−1 
with negligible capacity fading [180].

14.3.3 Hydrogen Production and Storage

Photocatalysis. Splitting water into hydrogen and oxygen is accomplished reg-
ularly and for over 3.5 billion years by photosynthetic organisms. However, how 
can we accomplish such a fundamental ancient task? In 1972, A. Fujishima and 
K. Honda achieved the photoelectrolysis of water with a TiO2 photoanode with 
a platinum counter electrode. The chemical reactions involved with the photo-
catalytic splitting of water are given below [181]. The cell of Honda and Fujishima 
is shown in Figure 14.21.

 ν − ++ → +2TiO 2 2 2h e h  (14.17)

 
+ ++ → +2 2(g)

1
2

H O 2 O 2Hh  (14.18)

 
+ −+ → 2(g)2H 2 He  (14.19)

 
ν+ → +2 2(g) 2(g)

1
2

H O 2 O Hh  (14.20)

not including the expression for the photocatalyst in the overall equation and 
where hn = ultraviolet light applied to the photocatalyst.

Other Methods to Manufacture Hydrogen. There are many chemical and electro-
chemical means to produce hydrogen. The process of steam methane reforming 
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(SMR) at ca. 800°C is currently the most economic process to synthesize hydrogen. 
By an ancillary process of chemical shift, carbon monoxide and water react to 
form more hydrogen [183].

 + → +4 2 2CH H O 3H CO  (14.21)

 + → +2 2 2CO H O H CO  (14.22)

The process of partial catalytic oxidation (POX) of methane, natural gas, landfi ll 
gas, industrial wastes, solvents, oils, biomass, agricultural wastes, sewage sludge, 
kerosene, biodiesel, and other hydrocarbon sources proceeds at high temperatures 
(1100–1350°C) and can achieve ca. 50% conversion effi ciency. Gasifi cation 
occurs with the addition of steam and subsequent desulfurization to produce 
syngas. Shift reactions and purifi cation results in the production of H2 and CO2 
[183]. Coal gasifi cation proceeds at 48% effi ciency and exploits coal, biomass, 

FIG. 14.21

The original ultraviolet (<415 nm) photoelectrochemical cell devised by A. Fujishima and 
K. Honda in 1972 is depicted [181,182]. Water is electrolyzed without the application of 
an external voltage. The photoanode consisted of an n-type TiO2 semiconductor material. 
The cathode was made of platinum. Modern day cells have reached an effi ciency of 24% 
[182]. Charge separation is possible due to the presence of a potential that is provided 
ultimately from solar energy. In photosynthesis, such a gradient is established by the presence 
of a 5-nm thick lipid membrane that separates two different aqueous solutions in 
chloroplasts. 
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and residual oil resources. Pure oxygen is required and the fuel must be in a 
pulverized state. The operating temperature is problematic: 1100–1300°C [183]. 
Nuclear-powered H2 production is capable of driving thermochemical splitting 
of water but the specter of nuclear wastes and the dropping costs of advanced 
technologies make the nuclear option less attractive [183].

DOE goals include the development of novel synthetic techniques to 
achieve >40% effi ciency at modest cost, development of materials to generate 
10% effi ciency solar to stored hydrogen energy, enhance nanocatalyst design 
to be more effi cient, development of carbon-resistant reforming catalysts, 
better electrolysis catalysts, better photocatalysts, CO-resistant anode materi-
als for fuel cell membranes, better cathode materials with lower overpotentials 
for fuel cells, and development of hydrogen activation catalysts that depend 
less on noble metals [183]. With regard to complex hydrides, DOE priorities 
include development of nanophase structures, transition metal dopants, a 
new class of hybrid hydrogen storage, and storage of hydrogen at various tem-
peratures and pressures. More will be said about the last item in the next 
section.

Photosystem II Mimetics by Water Photolysis. Researchers at Penn State University 
have recently developed a solar cell that mimics photosynthesis [184]. The proto-
type is ineffi cient (∼1%) but is able to make hydrogen directly from splitting 
water. The process mimics natural photosynthesis. The mechanism of the cell is 
similar to that of the Grätzel cell [185] discussed in chapter 12 except that elec-
trons in dye molecules that have undergone photoexcitation are transferred 
onto iridium oxide nanoparticles that catalyze the splitting of water into oxygen 
and hydrogen ions (rather than generate electrons for electricity). The technolo-
gical challenge is to prevent electrons from recombining with the dye and from 
hydrogen and oxygen from recombining into their most stable state—water. A 
catalyst must be found that promotes water splitting but does not promote 
recombination of hydrogen and oxygen. T.E. Mallouk and W.J. Youngblood 
recently presented their results at the American Association for the Advancement 
of Science Annual Meeting, at Boston in February 2008 [184].

Iridium oxide nanoparticles in direct contact with orange-red dye molecules 
(absorb in blue range, a high energy domain) formed clusters approximately 
2 nm in diameter—the catalyst and the dye molecule were approximately the 
same size. The catalyst was impregnated into a TiO2 anode. Pt served as the 
cathode. The electrodes were immersed in separate compartments in a salt 
solution. Each surface Ir complex is able to convert water into O2 when receiv-
ing an excited electron from a dye molecule. The researchers claim that each 
surface iridium atom is able to catalyze the water-splitting reaction approxi-
mately 50 times per second—a level comparable to the turnover rate exhibited by 
PSII in green plants.

Tunability can be achieved according to Mallouk by improving the effi ciency 
of the dye, improving the catalyst, and making adjustments to the geometry of 
the system [184]. The distance between molecules is one parameter that may be 
adjusted to direct electrons better—lengthening some paths and shortening 
others [184]. Mallouk et al. also reported about the ability of trivalent rhodium 
hydroxide nanoparticles on semiconducting layered calcium niobate for cata-
lytic hydrogen evolution [186].
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Hydrogen Storage (and a Real Scientifi c Debate). Hydrogen is the most abun-
dant element in the universe and is the cleanest burning fuel. The combustion 
of hydrogen is straightforward with no detrimental by-products.

 
+ →2(g) 2(g) 2

1
2

H O H O  (14.23)

What could be better than producing water from a combustion product or use 
of hydrogen in a fuel cell that also produces water? Hydrogen is easily manu-
factured from renewable energy sources [187], plentiful, and is lightweight. This 
is the perfect scenario, right? The only problem with the use of hydrogen is fi nd-
ing a safe, effi cient, compact, and economical way to store it [188]. There are 
two issues facing both compression and liquefaction scenarios—two traditional 
methods to store hydrogen. First, hydrogen is explosive and will ignite at rela-
tively low concentrations, for example, recall the fates of the Hindenburg airship 
that used compressed hydrogen or the space shuttle Challenger that used liquid 
hydrogen. Most hydrogen storage requires “hydrogen boil-off,” venting that is 
most certainly a potential safety hazard. Second, compressing or cooling hydro-
gen is an energy-intensive process—not desirable from an economic perspective. 
Development of materials strong enough for use in storage canister walls would 
also present technological challenges. Quantum Technologies has developed 
storage canister equipped with composite fi ber walls capable of withstanding 
10,000 psi.

Other traditional methods of storing hydrogen are by gas-on-solid adsorption 
(using activated carbon or zeolites) and chemical/metal hydride materials (pure 
or alloyed metals react with H2 to store ca. 2–10 wt%) [183].

Scientists are in general agreement that alternative methods of storing hydro-
gen by materials such as activated carbons and metal hydrides have not lived up 
to the goals established by the Department of Energy’s FreedomCar Program 
roadmap—that on-board mobile hydrogen storage system should provide 
6.5 wt% of H2 in order to be effective as a transportation fuel [189]. The 
FreedomCar roadmap, by 2010, asks for onboard hydrogen storage systems to 
achieve 2 kWh ⋅ kg−1 (6 wt%), 1.5 kWh ⋅ L−1, and $4/kWh. By 2015, the bar is 
raised to 3 kWh ⋅ kg−1 (9 wt%), 2.7 kWh ⋅ L−1, and $2/kWh [189]. On carbon nan-
otubes or graphite, one hydrogen molecule per carbon atom yields 14 wt% of 
hydrogen. Other ways to store hydrogen need to be developed if the Freedom 
(from oil?) Car is to become a reality. Will the solution(s) come through 
nanotechnology?

Hydrogen Storage with Carbon Nanotubes? In 1997, Dillon et al. at the National 
Renewable Energy Laboratory (NREL) in Golden, Colorado claimed that single-
walled carbon nanotubes were able to store hydrogen gas (at high density) inside 
the channels of the tubes by a condensation capillary mechanism [190]. The 
NREL group reported that single-walled carbon nanotubes, found in arc-produced 
soots, were able to store 8 wt% by weight of hydrogen at room temperature and 
moderate pressures [190]. The paper generated an incredible level of interna-
tional interest and a whirlwind of controversy over the next decade (and now 
beyond). For example, a group at the Max Planck Institute in Germany, led by 
Michael Hirscher, disputed the claim by reporting that SWNTs adsorb less than 
1 wt% H2. Hirscher et al. reported that the metal alloy contaminants found in 
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the arc-generated soot were responsible for H2 adsorption reported by Dillon 
et al. [191].

Most scientists agreed in the years following that a physisorption mechanism 
mediated by the outside walls (e.g., interstitially between nanotubes that make 
up a bundle) of the tubes were able to attract H2 to nanotubes—and that the 
mechanism of adsorption was not based on capillarity or condensation inside 
the tubes. Computational methods have since demonstrated that simple phy-
sisorption mechanisms cannot account for 6 wt% of hydrogen storage on 
pristine nanotubes [192]. According to J. Karl Johnson of the University of 
Pittsburgh, the fact that physisorption by itself is not able to account for the 
adsorption of hydrogen does not rule out other mechanisms [193]. Johnson 
showed that only 1–2 wt% hydrogen storage is possible on simulated pristine 
nanotubes at room temperature and reasonable pressures [188].

The shape of the thermally programmed desorption curve (TPD) also presented 
a forum for controversy. The curve obtained initially resembled that of a tita-
nium alloy. As it turned out, an ultrasonication system utilized a Ti alloy (Al and 
V) during a “cutting” process [188]. Cutting is a process by which nanotube caps 
can be opened with the intent of allowing ingress of gas during exposure to 
H2. From further study it was determined that the Ti alloys were able to adsorb 
2.5–3.4wt% H2 on their own.

Most recently, researchers at the Stanford Synchrotron Radiation Laboratory 
(SSRL) demonstrated that >7-wt% H2 storage is possible with saturated (chemi-
cally modifi ed with hydrogen) carbon nanotubes [194–196]. Theoretical analy-
ses and total energy density functional theory (DFT) calculations predict that 
7.7wt% storage is possible by chemisorption mechanisms by saturation of the 
carbon–carbon double bonds of the nanotube (Fig. 14.22) [197]. The mechanism 
of hydrogen adsorption is by the chemisorption process while the contribution 
from physisorption mechanisms was shown to be negligible at room temperature 
[194–196]. One likely problem associated with hydrogen storage on saturated 
carbon nanotube is the potential for slow kinetics during desorption due to the 
strength of the C–H bond [197].

A. Nikitin et al. claim that chemisorbed hydrogen can be desorbed and 
recombined at temperatures as low as 200–300°C, not entirely an unreason-
able temperature in an automobile system [194–196]. The desorption tem-
perature would be controlled by the desorption kinetics and the nanotube 
diameter—a characteristic that can be manipulated to tune the strength of the 
C–H bond—a true nanotechnology in action! The challenge then is to fi nd an 
economic and effi cient means of hydrogenating the SWNTs with molecular 
hydrogen. The spillover process is one such way [198]. H2 molecules dissociate 
over the surface of a catalysts deposited on carbon nanotubes. Upon break-
down, hydrogen radicals spill over from the catalyst particle to the carbon 
nanotube and add across the double bonds to form C–H bonds—one nano-
technology helping out another [194–196]. Y.-W. Lee et al. have shown that Pt 
nanoparticles inside carbon nanotubes enhance the uptake of hydrogen fi ve-
fold [198].

Another aspect of the Stanford technology is that non-bundled nanotubes of 
the same diameter are required to provide maximum adsorption. Nanotubes, as 
we know so well by now, prefer to exist in a bundled state due to strong van 
der Waals attractions, and to date, no one has been able to fabricate nanotubes 
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with the same diameter, electrical properties, and chirality without extensive 
postsynthesis separation.

Meanwhile, the investigation into Ti-decorated carbon nanotubes continues 
[200]. Recent theoretical calculations showed that light transition metal atoms 
that decorate one- and two-dimensional carbon-based nanostructures (carbon 
linear chain, graphene and nanotubes) were capable of hydrogen uptake. 
Interestingly, the researchers claim that even graphene would serve as a poten-
tial high-capacity H2 storage material [200].

In October 2006, the DOE Hydrogen Program decided to pull the plug on 
research funding to continue work with pure, undoped, single-walled carbon 
nanotubes for vehicular hydrogen storage. The decision was based on the inability 
of pure SWNTs to store 6wt% hydrogen at close to room temperature and low 
pressure—experimental data show that adsorption of 0.6wt% hydrogen—an 
order of magnitude less than required. At cryogenic temperatures (77°C), only 
3–6wt% was achievable at 20-bar pressure. The DOE report, however, affi rms 
that certain areas of carbon nanotube research with metal-doped hybrid materi-
als may warrant further investment by DOE [201]. The NREL group, for exam-
ple, has achieved 3wt% storage at room temperature and nominal pressure on 
metal-doped SWNTs [202]. Perhaps the Ti-alloy impurity is promoting a spillover 
process that feeds hydrogen radicals to the nanotubes. Regardless of current 

FIG. 14.22

An illustration of the partial hydrogenation of single-wall carbon nanotubes. Hydrogenation 
proceeds by exposing the nanotubes to atomic hydrogen and the hydrogen radicals add to 
the double bond of the SWNT. The hydrogenation process is reversible at 500–600°C 
[199]. Others claim reversibility at lower temperatures [194–196]. Smaller SWNTs are 
less stable against hydrogenation than larger tubes. Following hydrogenation, SWNTs 
undergo structural deformations, reduced electrical conductance, and increased semicon-
ductor behavior [199]. The diameter of SWNTs increased from 1.0 to 1.3 nm or from 1.8 
to 2.1 nm, depending on the starting material, following hydrogenation.
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Source: G. Zhang, P. Qi, X. Wang, Y. Liu, D. Mann, X. Li, and H. Dai, Journal of the American Chemical Society, 128, 
6026–6027(2006).
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obstacles, it seems likely that hydrogen storage by saturated or metal-doped 
nanotubes is not too far off in the future.

Storage with Single-Walled Carbon Nanohorns. David B. Geohegan et al. at 
Oak Ridge National Laboratory have a different approach to hydrogen storage 
and catalyst-assisted hydrogen storage—by application of single-walled carbon 
nanohorns (SWCNHs) with tunable pore size [203,204]. The SWCNHs can be 
therefore optimized, by control of synthesis parameters and postprocess treat-
ment, for hydrogen adsorption and metal-catalyzed spillover. SWCNHs are 
formed by a high-temperature laser ablation procedure capable of generating 
9 g ⋅ h−1 of nanohorns. The highest measured surface area of SWCNHs is equal 
to 1892 m2 ⋅ g−1. Levels of hydrogen storage of 2.5 wt% were achieved with 
opened-Pt decorated SWCNHs [203,204]. Charging SWCNHs in an electric fi eld 
is expected to signifi cantly increase the storage capacity of hydrogen. Studies 
with C82 fullerenes revealed that a charge of 6e− was able to increase the capacity 
of hydrogen storage to 8 wt% [205]. Single metal atoms and organic molecules 
inside fullerenes are able to generate suffi cient electric fi elds to enhance 
hydrogen storage [205].

14.3.4 Fuel Cells

The fuel cell offers one of the panaceas to the energy challenge posed by Professor 
Smalley. Fuel cells are best described as a renewable electrochemical battery (or 
better, a reusable battery). The technology is developed enough so that potential 
consumer goods are likely on a large scale—products in the form of battery 
replacement devices, remote power generators, and automobile power. The fuel 
cell is based on the electrochemical conversion of hydrogen and oxygen to pro-
duce water. The result of the electrochemical process results in maximum 1.2 V 
and 1 W ⋅ cm−2 of power [206]. Nanostructured catalysts and membranes are 
integral in the design and operation of a fuel cell. A generic fuel cell is depicted 
on Figure 14.23 [206].

Sir William Grove conceived the concept of the fuel cells as early as 1839. 
Grove thought that by reversing the process of electrolysis, in which hydrogen 
and oxygen are generated from the electrolysis of water, electricity could be 
produced. His fi rst fuel cell was called the “gas voltaic battery.” Ludwig Mond 
and Charles Langer coined the term fuel cell later on before the turn of the 
century. There are many kinds of fuel cells—the polymer exchange membrane 
(the one we focus on in this section), solid oxide fuel cell (high operating 
temperatures—generates heat and electricity), the alkaline fuel cell (requires 
pure oxygen and hydrogen and used in the space program), and the direct 
methanol fuel cell among others. The effi ciency of a fuel cell powered by pure 
hydrogen can be as high as 80%—when converted into mechanical power, the 
overall effi ciency is still quite high at 64%. The primary reactions of each are 
shown in Table 14.5.

The polymer (or proton) electrolyte membrane (PEM) serves as a conduction 
medium for protons. Nafi on is a sulfonated tetrafl uoroethylene copolymer ion-
omeric membrane invented by Du Pont in the 1960s and developed in the 
1970s. Nafi on is able to operate at relatively low temperatures—ca. 85°C. Nafi on 
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FIG. 14.23
A generic rendition of a fuel cell is depicted on the top. Below, a detailed description of 
the active region is shown.
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possesses excellent thermal properties like Tefl on (up to 190°C), conductive 
properties, and chemical resistance and durability (does not release fragments). 
The vehicles for electrical conduction are protons on the sulfonate groups as 
they hop from one acid site to the next [207]. Only cations (and protons) are 
allowed to migrate through the porous matrix as anions and electrons are 
blocked. It is known as a super-acid catalyst because the sulfonic groups attached 
to the fl uorinated (electron withdrawing) backbone and the stabilizing effect of 
the extended polymer matrix make Nafi on a strong proton donor (pKa < 0). The 
membrane is highly selective and permeable to water and the degree of hydration 
of the membrane impacts its electrical properties. Nafi on is a nanomaterial—
consisting of a network of interconnected clusters similar in form to inverted 
micelles. The pore channels are on the order of 4 nm in diameter although the 
exact structure is diffi cult to determine [207]. Nafi on is also used in ion-exchange 
membranes used to produce Cl2 gas and NaOH during the electrolysis of water, 
in drying or humidifying applications, and as a super-acid catalyst in the produc-
tion of fi ne chemicals [208].

Hydrogen is fi rst circulated through channels made of solid graphite and 
then passed into a porous mesh layer called the “gas diffusion media” [206]. 
Once well into the media, the hydrogen gas contacts graphitic nanoparticle sup-
ported platinum catalyst and is stripped of electrons. The electrons are swept 
into a current emanating from the anode. Meanwhile, the remaining protons 
make their way through the PEM to the cathode and encounter another layer of 
carbon-supported platinum catalysts. The protons interact with oxygen and 

TABLE 14.5 Types of Fuel Cells and Anode/Cathode Reactions

Type of fuel cell Anode Cathode Ion
Alkaline fuel cell (AFC) H2 + 2(OH)− → 2H2O + 2e− 1/2O2 + H2O + 2e− → 2(OH)− OH−

Operating temperature: 80–100°C; Effi ciency: 60%; 
Electrolyte: Potassium hydroxide

Direct methanol fuel cell 
(DMFC)

MeOH + H2O → CO2 + 6H+ + 6e− 1/2O2 + 2H+ + 2e− → H2O H+

Operating temperature: 60–90°C; Effi ciency: 25%
Molten carbonate fuel cell 
(MCFC)

H2 + CO3
2− → CO2 + H2O + 2e− CO2 + 1/2O2 + 2e− → CO3

2− CO3
2−

Operating temperature: 600–650°C; Effi ciency: 45%–60% 
Electrolyte: Carbonate melt

Phosphoric acid fuel cell 
(PAFC)

H2 → 2H+ + 2e− 1/2O2 + 2H+ + 2e− → H2O H+

Operating temperature: 200–220∞C; Effi ciency : 40%–45%
Electrolyte: Phosphoric acid

Proton exchange membrane 
fuel cell (PEMFC)

H2 Æ 2H+ + 2e− 1/2O2 + 2H+ + 2e− Æ H2O H+

Operating temperature: 70–80°C; Effi ciency: 35%–45%
Electrolyte: Hydrogen conducting membrane

Solid oxide fuel cell (SOFC) H2 + 2O2− → H2O + 2e− 1/2O2 + 2e− → O2− O2−

Operating temperature: 800–1000°C; Effi ciency: 50%–65%
Electrolyte: Solid oxide

Note: The proton exchange fuel cell system is in bold in the table.

48031_C014.indd   75048031_C014.indd   750 10/29/2008   8:33:31 PM10/29/2008   8:33:31 PM



  Environmental Nanotechnology 751

incoming electrons from the external circuit to form liquid water that is drained 
from the system [206].

14.3.5 Solar Heating and Power Generation

Although not as exciting, exotic, or sophisticated as its photovoltaic cousins, 
solar heating systems, as a general rule, are able to convert 25%–40% of solar 
radiation into usable heat [144]. For a small hot water heating system (50 L per 
person at 45°C per day), the recommended dimensions of a solar collector are on 
the order of 1.2–1.5 m2 [144]. The principle of solar heating is straightforward. 
The process is based on a material that absorbs sunlight energy and releases it in 
the form of heat whether directly to a water source or to a heat exchange element 
(heat pump). There are two general types of solar collectors: the fl at plate collector 
in which solar energy absorbing coated pipes are enclosed within a glass pan-
eled box, and a solar water heater that employs a batch collector that combines 
the collection and storage systems within one device. Any material that is able 
to enhance surface area or absorption properties are sure to benefi t this aspect 
of the solar energy applications—enter nanotechnology.

Solar Concentration. The effi ciency of solar cells can be increased by external 
means as well—by the use of concentrating solar collectors that apply Fresnel 
lenses and parabolic mirrors to concentrate and focus solar energy onto solar 
cells. Advantages include the use of smaller areas for solar cells and increasing 
the level of solar fl ux impinging on the cells. Another advantage is afforded by 
the installation of solar tracking systems [209].

Concentrating solar energy for heating by an array of refl ective mirrors is a 
means of providing heat to power a generator that is used to create electricity. 
Such systems require a large amount of space and generous helpings of direct 
sunlight. Parabolic trough collectors consist of a parabolic mirror with an 
absorber tube placed at its center, thereby heating the liquid within the tube. 
The heated effl uent is used to boil water that consequently produces steam to 
run a generator.

Geothermal Energy. Nanotechnology contributions to extracting energy by 
geothermal mechanisms include development of new materials that exhibit 
enhanced thermal conductivity or corrosion resistance [210]. Nanoscale mate-
rials are expected to better manage geothermal reservoirs, acquire subsurface 
information, and enhance thermoelectric materials that can detect small ther-
mal gradients. Transport of thermal energy (100–200°C) to within 1 km is 
practical if geothermal energy sources are to prove useful. Strength enhance-
ment of geothermal drilling materials is also required as higher temperatures 
are encountered.

14.4 EPILOGUE

We have reached the end of our adventure in nanotechnology with this last 
chapter—the discussions about the environmental aspects. What we have observed 
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over the course of this book, and perhaps from Introduction to Nanoscience as 
well, is that nanotechnology is causing a paradigm shift with regard to proper-
ties, capability, and fabrication and applications. For example, the micro-age 
was based on lithography. Although lithography is still a viable and thriving top 
down, not much mention was made of this technique in the latter chapters—
rather emphasis was placed on bottom-up self-assembly methods. The shift of 
fabrication techniques from the engineer to the chemist is in full sway as more 
amazing and incredible devices are created. Another trend in nanotechnology is 
also making itself known—the relationship between nature and a new genera-
tion of devices. Nature also makes things from the bottom up—from the basic 
amino acids, carbohydrates, and lipids.

New methods to clean water and store hydrogen, among many other proj-
ects, are constantly under development [211–224]. We take No. 1 and 2 from 
Smalley’s list of the grand challenges that face humanity and add a few more 
examples to take with you: that of the bottom-up assembly of materials that 
remove heavy metals to purify water (by SAMMS) and the storage of hydrogen 
with metal organic frameworks (MOFs)—both examples of true chemical syn-
thesis bottom-up nanotechnology.

14.4.1 SAMMS

SAMMS are self-assembled monolayers on mesoporous supports—the combi-
nation of organic and inorganic materials to form a device. SAMMS serve as the 
perfect example of where nanotechnology will take us—better detection, sens-
ing and overall capability, higher throughput, and ultimately more economical 
and environmental sense.

SAMMS. Self-assembled monolayers on mesoporous supports (SAMMS) provide 
a new generation of SAM technology applied to removal of waterborne contam-
inants—a pure and true nanotechnology! Novel nanocomposite sorbents based 
on copper ferrocyanide immobilized within a mesoporous ceramic matrix have 
shown great promise in removing Cs from water streams—complete removal of 
Cs in the presence of competing metal ions under a variety of conditions for 
solutions in which the [Cs] = 2 ppm [211–213]. The Pacifi c Northwest Laboratory 
group reported loading capacities of more than 1.35 mmol Cs ⋅ g−1 adsorbent 
[211–213]. The system displayed fast binding kinetics that was due to the rigid 
pore structure and the extremely high surface area of the ceramic sorbent mate-
rial. DOE has put into place some goals designed to promote the reduction of 
vitrifi ed wastes—specifi cally that just the radionuclide-laden SAMMS need to be 
vitrifi ed and not the whole volume of all solid wastes [211–213]. Since actinides 
and other heavy metals form insoluble hydroxides, separation methods usually 
require alteration of pH to less than 4—a process that doubles the waste volume 
[211–213]. SAMMS, on the other hand, display solution-solid rations of ca. 100 
(and even higher)—a process that actually reduces the amount of vitrifi ed waste 
by a factor of 50 [211–213]. An image depicting a SAMMS molecular sponge 
adsorbent is shown in Figure 14.24.

SAMMS technology is based on three generations of self-assembled mono-
layer work. First, the development of surfactant molecules to create micellular 
templates was accomplished; second, aggregation of silica-coated micelles into 
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a mesostructured material occurred with high surface area (∼1000 m2 ⋅ g−1); and 
fi nally, self-assembly of silanes into an ordered monolayer on the surface of the 
silicate pore structure with a high concentration of binding groups [211–213]. 
Many kinds of SAMMS can be prepared, for example, glycinyl-urea (Gly-UR) 
and salicyclamide (Fig. 14.25).

14.4.2 One More Pass at Hydrogen Storage

We bring up hydrogen storage one more time because it is one of the most 
important challenges facing modern nanotechnology. Carbon nanotubes 
(inconsistency) and metal hydride (cost, low specifi c uptake, unfavorable kinet-
ics and contamination) storage systems have signifi cant limitations [214]. Metal-
organic frameworks (MOFs) provide for a new medium of hydrogen storage 
[214–217]. Dissociative methods of storing hydrogen (discussed earlier) are 
hindered by large H–H bond dissociation thresholds. Associated adsorption, 
the case in which H2 is adsorbed as a molecule, does not suffer from such an 
impediment [217]. MOFs are crystalline solids composed of metal clusters and 
organic ligands. A 7.5wt% level of storage was demonstrated with a type of 
MOF called MOF-177 at 60 bar and 77 K—conditions that are not particularly 
practical [217]. Recently, by molecular simulation methods, it was demonstrated 
that Li-doped MOF (called Li-MOF-C30) showed signifi cantly improved results 
at much higher H2 saturation temperatures of −30°C @ 100-bar [217]. The 
Li-doped material was able to adsorb 6.0wt% H2. One of the DOE FreedomCar 

FIG. 14.24

A nanostructured adsorbant SAMMS is depicted. Starting with micelles that served as the 
original template material, a silaceous gel was generated. Upon high-temperature treat-
ment, the organic component was removed leaving the silica skeleton—a highly porous, 
uniform, and interconnected system. After activation of the silica surface, monolayers 
were attached by application of specially modifi ed silanes or other linking groups. Quite a 
bit of bottom–up nanotechnology is involved in its fabrication and operation. Depending 
on the functional groups, the size, and confi guration of the pore channels, a wide range 
of selectivity can be achieved.

Source: Image courtesy of Pacifi c Northwest National Laboratory. With permission.
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criteria is to make H2 storage practical between −30 and 80°C. This material, 
therefore, shows high compatibility for hydrogen storage.

Highly porous metal-organic frameworks (Fig. 14.26) have uniform-sized 
cavities within a crystalline-metal-organic frame consisting of [OZn4] conjoined 
in an octahedral array by [O2C–C6H4–CO2]2− (a.k.a. 1.4–benzenedicarboxylate 
or BDC). Other kinds of ligands, for example, the tetrazolates, have four nitro-
gens at the disposal of metals wishing to become coordinated. The adsorption 

FIG. 14.26

Example of MOF cage structures. The yellow sphere represents the scope of the enclosed 
volume (and not hydrogens). The zinc oxide (blue tetrahedrons and orange dots respec-
tively) are linked with organic ligands. Black dots represent carbon atoms. Very clever—
very nano! 

Source: N. L. Rosi, J. Eckert, M. Eddaoudi, D. T. Vodak, J. Kim, M. O’Keefde, and O. M. Yaghi, Science, 300, 1127–1129 (2003). 
With permission.

FIG. 14.25

Various types of SAMMS ligands are depicted. Depending on the end group, a high level 
of versatility can be achieved to targets specifi c materials. HOPOs are hydroxy pyridinones. 
Thiol-derivatized SAMMS are good for cleaning up Pd, Ag, Cd, Pt, Au, Hg, Tl, and Pb; 
Cu-FC-EDAs are tailor made to extract Cs; CU-EDAs target V, Cr, Mo, Tc, Ge, As, Se, Br, 
and I (EDA, ethylene diamines form a system of three bidentate ligands to bind Cu2+; HOPOS 
and Prop-phos work for Th, Pa, U, Np, Pu, and Am mitigation) [211–213].
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enthalpy of this MOF was as low as 10 kJ ⋅ mol−1 and an adsorption capability of 
6.9 wt% (60 g ⋅ L−1) at 77 K and 90 bar—one of the best demonstrated so far—
this according to Professor Jeffery R. Long of the Department of Chemistry at 
U.C. Berkeley (alchemy.cchem.berkeley.edu/hydrogen.html).

14.4.3 Concluding Thoughts

We explored, among many things, the mechanisms, materials, and devices of 
organic photocells [218], practical applications of bimetallic nanoparticles for 
groundwater treatment [219], the mechanisms of activated carbon [220], how 
cadmium chalcogenide quantum dots are anchored onto stable oxide semicon-
ductors to make QD-sensitized solar cells [221,222], how to make SAMMS for 
specifi c environmental remediation of heavy metals [223], and fabrication of 
ordered SAMs onto gold for the purposes of sensing [224]. There is so much 
more. Sadly, it is impossible to cover all of nanotechnology in a single textbook. 
The purpose of the book is to expose the student to broad aspects of this won-
drous new area and perhaps, hopefully, inspire that student to apply his or her 
newly acquired knowledge to help protect our environment.

Please keep in mind Smalley’s ten grand challenges and how you, perhaps, 
could be the scientist that discovers ways to mitigate them. As the late Richard 
Everett Smalley stated “Be a scientist. Save the World!” Best of luck to all of you.
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Problems
14.1 Reorder the list generated by Richard 

Smalley to suit your perspective of the 
10 most pressing challenges facing our 
species over the next 50 years.

14.2 What are some advantages of solar cells 
that employ quantum dots? List some 
disadvantages.

14.3 Why do you think groundwater would 
require less treatment than surface water? 
What kinds of contaminants would you 
expect to fi nd in groundwater?

14.4 Why do you think natural groundwaters 
(or spring waters) taste so clean and 
fresh? Do you believe wetlands play a 
role in water purifi cation?

14.5 Is single molecule detection important 
in environmental analysis?

14.6 List some important differences between 
fuel cells and photovoltaic cells. Which 
one is an electrolytic cell? Which one a 
voltaic cell? Which on uses batteries to 
store energy? Which one was designed to 
replace batteries?

14.7 What are the challenges affecting the 
widespread use of photovoltaic cells and 
that of fuel cells?

14.8 How many other means can you devise to 
measure the levels of glucose (hint: think 
of all aspects of the glucose reaction)?

14.9 Why do you think that C60-agglomerated 
structures look rectangular?

14.10 The equation for osmotic pressure is sim-
ilar to the gas law PV = nRT. Show how 
this is so.

14.11 What is the osmotic pressure of 10 g of 
sucrose in 100 mL of solution (MW = 
180.16 g ⋅ mol−1)?

14.12 (a) 2.00 g of an unknown polymer are 
placed in 100 mL of solution. The mea-
sured osmotic pressure Π is 5.0 × 10−3 
atm at 25°C. Find its molecular weight 
(MW). (b) Calculate MW for a 1% solu-
tion of a protein (ideal, isoelectric) that 
gives an osmotic pressure of 55 mm H2O 
at 0°C. (Hint: pressure is in terms of mm 
H2O and not mm Hg).

14.13 Are 10-nm diameter Au nanoparticles 
in solution able to cause osmotic 
pressure?

14.14 Why is a semipermeable membrane neces-
sary for osmosis to occur? What about 
osmotic pressure? Is a semipermeable mem-
brane necessary for osmotic pressure?

14.15 Calculate the total surface area of an elec-
trode containing Ge nanowires that are 
20 nm in diameter and 50 µm in length. 
The electrode surface area is 25 cm2 and 
the wire surface density is 80%.

48031_C014.indd   76748031_C014.indd   767 10/29/2008   8:33:33 PM10/29/2008   8:33:33 PM



48031_C014.indd   76848031_C014.indd   768 10/29/2008   8:33:34 PM10/29/2008   8:33:34 PM



Index

A
Adaptive immune system, 486

antibodies in, 487–488
white blood cells of, 489

Adenosine–cocaine systems, 691
Adenosine triphosphate (ATP), 572
Adsorption process

of hydrogen onto nickel surface, 392
Langmuir’s precepts and, 392–393
metal–oxygen bond strength and, 391
surface reactions (see Surface reactions)
surface site infl uence on, 395

Advanced Measurement Laboratory (AML), 29
Advanced Technology Program (ATP), 9
Agglomerated C60, 712
Aggregation dissolution, 712
Air quality

mitigation
atmospheric nanoparticles, 723
CO2, removing methods, 726
membrane-based gas transport and separation, 723

monitoring
carbon nanotube–nanocomposite gas sensors, 728
gas-sensing materials, 728
hydrogen production and purifi cation, 727

γ-Alumina fi llers, 457
Alumina, mechanical properties of, 461
American National Standards Institute (ANSI), 101
American Society for Testing and Materials (ASTM), 100
Amplitude squeezing, 75
Analysis of variance (ANOVA), 66
Anisotropic crystals, 193
Antibodies

in adaptive immune system, 488
biomolecular specifi city of, 487
in molecular recognition sensors, 490
monoclonal (see Monoclonal antibodies)
production of, 490
as selection tools for biosensors, 491–492

Anti-Brownian electrokinetic (ABEL) trap, 93
Antiferromagnets, 206–207
Anti-fungal treatment, for halogen-coated 

nanoparticles, 706
Aspirin, 532–536

Atmospheric plasma spray (APS), 319
Atmospheric pressure CVD (APCVD), 312
Atomic clocks, 74, 79–84
Avalanche photodiodes (APD), 169

B
Bacillus subtilis, 711
Band gap, see Energy bandgap; Photonic bandgap (PBG)
Band structure, 130–131
Barker potentials, 243–245
Beer–Lambert law, 172
Bioengineering, 524
Biognosis, 525
Biological immune system, see Immune system
Biologically based materials, 414
Biological pathogens mitigation

nanomaterial contamination, 711
nanopowders, application of, 705

Biological warfare agents, 705
Biomechanics, 523–524
Biomedical nanotechnology, 484
Biomimetic moieties, sensors based on, 582–583
Biomimetic nanoengineering

artifi cial muscles, 568–571
photosynthesis, 572–582
viral energy storage, 571–572

Biomimetic nanomaterials, 540–541
based on wood nanostructure, 545–546
future opportunities for, 564–565
gecko glue and other nanoadhesives, 554–565
mineral nanoparticles, 541–542
modeled on shell, 544–545
for nanocontrol of surfaces, 551–554
nanoengineering bone, 546–548
self-organizing power of proteins to make, 545
sponge fi ber photonics, 548–550

Biomimetics nanotechnology
applications in

design and discovery of drugs, 529–530
design of molecules, 528–529
discovering nanoscale effects, 536
insecticides, 538

composites for artifi cial bone, 547

48031_C015.indd   76948031_C015.indd   769 10/29/2008   4:26:10 PM10/29/2008   4:26:10 PM



770 Fundamentals of Nanotechnology

control of crystal growth, 541
food and nutrition science, 568
macroscopic, 526–527
membranes and nanocapsules, 565–567
methods of molecular synthesis, 539–540
microscopic, 527
molecular, 527, 540
molecular nanoengines, 583–586
photonics, 581
problem solving methodologies in, 586
silica nanofabrication processes, 550–551
synthesis and surface modifi cation of natural materials, 

553–554
synthesis of novel inorganic crystalline structures, 541
targeting with magic bullets, 530–532
tribology, 557
water harvesting, 567–568

Biomimicry, 525
Biomolecular nanotechnology, 483

biochips, integration of cells, 512
carbon nanofi bers, inserting DNA into cells, 

512–513
dielectrophoresis, 507–508

applications of, 508–510
electrophoresis, 507

lab on a chip, 512
micro- and nanofl uidics

ballistic injection, 510
electrospray ionization, 511
ink-jet printing, 510

optical trapping, 507
optical tweezers, 506–507

Bio-nanotechnology, 483, 524
Bionics, 523, 526
Biophysics, 524, 526, 559
Bioremediation

methods, 721
water purifi cation, 721

Biosensors
aptamer-based sensors, 690
calorimetric, 692
molecular recognition, 689
optical, 692
oxidoreductase enzyme-based, 690
piezoelectric, 692
potentiometric, 692

Biosynthetic nerve implant (BNI), 631
Black materials, 739
Bloch oscillations, 86
Bohr magneton, 208
Boron nitride, 463

fi bers, 464
Bovine serum albumin (BSA), 505
Brownian motion, 93, 583
Brownian motion-driven self-assembly, 110
Buckingham potential, 242
Bulk material

mechanical properties of, 418
loss modulus, 421
Poisson’s ratio, 421, 423
stress and strain, 419

tensile strength, 420
Young’s modulus, 420–421

Bulk micromachining, 274–276
Bureau International des Poidset Mesures (BIPM), 65

C
Calcining, 399
Cancer cells, separation of, 508
Cantilevers

active sensors, 493
biomedical applications, 495–496
biotechnology applications

arrays of, 497
quartz crystal microbalance, 496–497

defl ection, 495
passive sensors, 493–494
physical parameters, 492
sensor for cancer screening, 496
steric effects, 494–495
surface effects, on nanocantilevers, 494
surface forces, 496
surface free energy, 495

Carbon composite materials, performance of, 438
Carbon fi ber reinforced concrete (CFRC), 465
Carbon fi ber reinforced plastic (CFRP) composites, 411
Carbon fi bers, 437
Carbon materials

coeffi cients of thermal expansion of, 428–429
electrical conductivity of, 433
thermal conductivity of, 431
Young’s modulus of, 422

Carbon monoxide
hydrogenation of, 397

iron as catalyst in, 398
Carbon nanocages, 701
Carbon nanofi bers (CNFs), 437

modifi cation of, 460
Carbon nanotube fi eld-effect transistors (CNT-FET), 700
Carbon nanotubes (CNTs), 162, 437, 701

applications of
cellular foams, 451
nanotube composite fi bers, 449–450
nanotube yarns, 450–451

biocompatibility issues with, 632
chemical modifi cation of

covalent bonding, 446–447
noncovalent functionalization methods, 447

chemical stability of, 433–434
electrical properties of, 100
enhanced cell adhesion surfaces, 631
fabrication

methods, 441–443
under pyrolytic conditions, 443

fi lters, 720
mechanical properties of, 268, 270–272, 438

elastic modulus, 439–440
stiffness and strength, 441

sheets as neuron growth support, 632
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structure of, 266–268
thermal conductivity in, 441
water fi lters, 719–720

Catalysts
bulk characterization techniques for

high-resolution transmission electron microscopy, 
403–404

inductively coupled plasma, 402
x-ray diffraction, 402–403

functionalities of, 388
for hydrogenation, 399
importance of, 387
lifetime of, 401
surface characterization techniques for, 404–405
synthesis requirements, 398
synthetic technique

impregnation, 399
support surface, 400

Catalytic converter, constituents of, 398
Cathode dark space, 337
Cathodic arc evaporation (CAE), 294, 314, 316–317
Cathodoluminescence, 186
Cellular foams, 451
Center for Integrated Nanotechnologies (CINT), 

29, 42
model of integrated building, 33

Center for Responsible Nanotechnology (CRN), 45
Ceramic honeycomb, 398
Ceramic-polymer nanocomposites, 462
Ceramics, 412

CTE of, 428–429
Cermets, 464

tensile strength of, 465
Charge carriers, 137

Coulombic repulsion of, 86
Charge-coupled devices (CCD), 733
Chemically modifi ed silica particles, 720
Chemical mechanical planarization (CMP), 93
Chemical stabilization, of nanomaterials, 432
Chemical vapor deposition (CVD), 311–314

on silicon chip, 719
Chloroplatinic acid, 400
Clay nanocomposite materials

confi guration of, 469
halloysite nanotube clay composites (see Halloysite 

nanotube clay composites)
interfacial area in, 470
montmorillonite clay nanocomposites, 

469–470
polypropylene–clay nanocomposites, 467

surface modifi cation, 468
Clean Water Act (CWA) of 1972, 710
Closed-fi eld unbalanced magnetron 

sputtering (CFUBMS), 326
Coeffi cient of friction (COF) values

of Cr1-xAlxN fi lms, 372–373, 378–379
Coeffi cient of thermal expansion, 428

of common materials, 429–430
Columnar grains, 375
Complementary metal oxide semiconductors (CMOS), 

126, 282

Composite materials, 408
classifi cation based on

compositional variables, 414–415
type and inclusion size, 415

constituents of, 410
mechanical properties of, 416

dependence on geometric confi guration, 423–424
methods for analysis of, 424

natural, 411–412
physical properties of, 416
synthetic, 410–411

Composite researchers, objective of, 409
Concrete

constituents of, 465
methods to improve performance of, 466

Continuous fl ow immunosensor (CFI), 704
Continuous stiffness measurement (CSM) method, 273
Coordinated Universal Time (UTC), 79
Copper-complexing organic compounds, 738
Core-gateway model, 33
Coulomb attraction, 205
Coulomb blockade, 154
Coulombic energy, 86
Coulomb interaction, 245
Coulomb oscillations, 152
CrAlN ternary compound fi lm

with aluminum, 370
COF and wear rate of, 372–373
GIXRD patterns for, 371
hardness and Young’s modulus of, 371–372
SEM photomicrographs of, 371

deposited at asynchronous pulsing conditions
COF values and wear rate of, 378
edge dislocations in, 376–377
hardness and Young’s modulus of, 377–378
29N2

+ energies, 373–374
SAED patterns of, 375
surface roughness and morphology of, 

374–375
TEM micrographs of, 376

Cryogenic current comparators (CCC), 85
Cryogenic distillation process, 727
Cryogenic temperatures, 75
Crystallites, in Ti–B–C–N fi lms, 366
Curie temperature, 222
Cycloaddition, 447

D
de Broglie model, for electronic wave propagation, 197
de Broglie wavelength, 77
Deep reactive ion etching (DRIE), 276
Density functional theory (DFT) calculations, 746
Diamagnetism, 205
Dielectric elastomers, 570
Dielectric polarization, 72
Digital light processing (DLP) technology, 283
Digital micromirror device (DMD), 283
2,4-Dinitrotoluene, schematic representation of, 702
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Dispersion
defi nition of, 398–399
for nanocatalyst particles, 399

E
Edge dislocations, in Cr–Al–N fi lms, 376–377
Edge overshoot, 91
Elastic deformation, 420
Electrically erasable programmable read-only memory 

(EEPROM), 228
Electrochemical nanoprobe, advantages of, 499–500
Electrochemical sensor probe, 499
Electroluminescence, 186
Electromagnetic fi eld (EMF) shielding, 38
Electromagnetic interference (EMI), 36
Electron beam, 90

evaporation, 314–316
Electron charge carriers, 731
Electron gas, 131
Electron holography, 63
Electronic absorption, phenomena of, 172
Electronically conducting polymers, 570
Electronic band structure, 137
Electronic devices, kinds of, 126–129
Electronic materials, types of, 124–126
Electronic structure, of atoms and molecules, 131
Electron sea, see Electron gas
Electrospinning, 442–443
Electrospray ionization, 511
Embedded atom potential (EAM), 245
Energetic enhanced deposition, 339–347

using substrate bias and pulsed plasma, 343–347
Energy

batteries
carbon nanotube, 741
high-capacity lithium ion, 741
next generation of, 740–741
primary battery, 740
secondary battery, rechargeable, 740
tin oxide nanoparticles, 742

carbon nanotube quantum wires, 730
fuel cell

anode/cathode reactions, 750
generic rendition of, 749
polymer electrolyte membrane (PEM), 748
renewable electrochemical battery, 748

geothermal energy, 751
hydrogen production

methods of, 742–744
mimics photosynthesis, 744
photocatalysis, 742
ultraviolet photoelectrochemical cell devised, 743

hydrogen storage
carbon nanotubes, 745–746
DOE priorities, 744
metal-organic frameworks (MOFs), 753
methods of, 745
single-walled carbon nanohorns (SWCNHs), 748

iridium oxide nanoparticles, 744
nanotechnology, role of, 729–730
power generation, 751
resources of, 729
solar concentration, 751
solar energy

black materials, 739
nanotechnology advantages, 730
photoelectric device, 731
silicon-based solar cell (see Solar cells)

solar heating systems, 751
Energy bandgap, 132, 184
Energy conversion effi ciency (ECE), 733
Engineering materials

classes of, 412
biologically based materials, 414
ceramics, 412
inorganic carbon, 414
metals, 412–413
nanometals, 413
polymers, 413–414
semiconductors, 413

Enhanced polymer nanocomposites
fl exible electronic applications of, 461
interfacial friction damping

interfacial shear, 457
interfacial sliding in, 458

interfacial slip measurements in, 
459–460

SWNT-polycarbonate nanocomposites, 458
SWNT-PS nanocomposites, 461
toughening mechanisms, 460

Environmental analysis
sensors, application of, 688

biosensors, 688–693
inorganic electrochemical sensors, 693
mass sensors, 693–695
optical sensors, 695

Environmental contaminants
detecting methods, 686
measurement techniques, 687

Environmental mitigation
catalysts, application of, 697
catalytic gold, 698
photocatalysts, 698
types of, 696
using nanotechnology, 697

Environmental Protection Agency (EPA), 685
elements of green building, 32–33

Environmental sensors, types of, 687–695
Enzyme-linked immunosorbent 

assays (ELISA), 693
Equivalence ratios, 444
Escherichia coli, 711
Evanescent waves, 192
Excitons, 184
External quantum effi ciency (EQE), 736
Extra or extremely low frequency (ELF), 36
Extravehicular activity (EVA), 725
Extreme ultraviolet (EUV), 151
Extrinsic semiconductors, 139
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F
Fano effect, 72
Faraday dark space, 338; see also Cathode dark space
Fermi–Dirac distribution, 133
Fermi energy, 133, 152
Fermi level, 222
Ferrimagnets, 207
Ferrofl uids, 214–215, 620
Ferromagnetic shape-memory (FSM) alloy, 319
Fiber-optic biosensor (FOB), 703–704
Fiber-optic chemical sensors, 501
Field effect transistors (FET), 127
Field emission display (FED), 190
Finite element analysis (FEM), 96
Fisher–Tropsch synthesis, 398
Flame synthesis, of SWNTs, 444
Fluorescein, see Fluorescent isothiocyanate (FITC)
Fluorescent isothiocyanate (FITC), 188
Fluorophores, 187–190
Foresight Institute, 45
Formic acid, thermal decomposition of, 387–388
Fossil fuel exploration, effects of, 686
Fourier fi ltering, 92
Free-electron lasers (FEL), 94
Free electrons, 143
Functionalized cantilever cesium cations, 696
Functionalized electrochemical cell, 694

G
Gas sensors

based on biomimetic moieties, 582
sensing and detection capabilities of, 728
silicon diatom model for, 582–583

Gas separation
advanced membrane technology

Knudsen fl ow, 723–724
solution-diffusion separation, 724
traditionally established industrial methods, 

724–725
viscous fl ow, 723
zeolite membranes, 725–726

Giant magnetoresistance (GMR), 209
biosensing polarization diversity, 506

Glass transition temperature (Tg), 425, 427
Gold

nanoparticles, 698
nanoscale properties of, 707
nanowires, 261–262
particles, 390

Grain boundary
hardening, 302
sliding, 302

Granular activated carbon (GAC), 714–715
Grätzel cells, 578–581
Ground states, 75, 79
Guided-mode resonance sensors, 504

H
Hall effect, 219
Halloysite nanotube clay composites

formation of, 470
natural, 471
as reinforcing elements, 471–472

Hall–Petch relationship, 302–303
Hall plateau number, 88
Hall potential, 84
Hall voltage, 87
Halogenated organic compounds (HOCs), 711
Halogenation, 447
Hamilton’s equations of motion, 248
Hard coatings, 370
Hardness testing, 424–425
Harmonic approximation, 247, 251
Heating, ventilation, and air conditioning 

(HVAC), 38
Heisenberg uncertainty principle, 68–71, 173
H/E values, of Ti–Si–B–C–N coatings, 368
Hexa-peri-hexabenzocoronone (HBC), 736
High-aspect-ratio vertical structures, 276
High-effi ciency particulate air (HEPA) fi lters, 36, 40
High-power pulsed DC magnetron sputtering 

(HPPMS), 325, 331
High-resolution transmission electron microscopy 

(HRTEM), 403
HiPco process, 444–445
Homeostasis, 607
Hydrogenation, 447
Hydrophobic aerogels possess, 721
Hyper fi ltration, subnanometer particles of, 717

I
Immune system, 484

adaptive, 486–487
antibodies in, 487–488

discovery of, 485
innate, 486
molecular recognition mechanism, 485
white blood cells (see White blood cells)

Impregnation, 399
Inclusion fraction, 416
Indium–tin oxide (ITO), 693
Induced dipole moment, 179
Inductively coupled plasma (ICP), 402
Injection plasma processing (IPP), 319
Ink-jet-like spray techniques, 511
Innate immune system, 486
Inorganic carbons, 414
Inorganic nanofi bers

boron nitride, 463–464
silicon carbide, 463

Inorganic–organic hybrid materials, 106–107
Institute of Electrical and Electronics 

Engineers (IEEE), 36, 99
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Insulatorbased dielectrophoresis (iDEP), 509
Interband transitions, 134
Interfacial area

in clay–polymer nanocomposites, 470
composite matrix, 454, 456
nanotubes, 458

Interfacial shear, 457
Interfacial slip measurement

applied tension, slippage due to, 460
Veeco probe in, 459

Interfacial slippage, 457–458
Interference lithography, 103
Intergranular residual damage, 375–376
Intermolecular interactions, 433
Internal Revenue Service (IRS), 19
International Organization for Standardization 

(ISO), 101
International Technology Roadmap for 

Semiconductors (ITRS), 91
Intraband transitions, 134
Intrinsic semiconductors, 139
Ion-assisted deposition, effect of, 340–343
Ion beam sputtering (IBS), 314, 322–324
Ion current density (ICD), 325
Ion energy distributions (IED), 345
Ionic polymers, 570
Ion-selective electrodes (ISE), 695
ISO-14644 clean room standards, 34–36
Isoelectric point (IEP), defi nition of, 400

J
Johnson–Kendall–Roberts method (JKR), 98
Josephson constant, 87
Josephson “superconductor–insulator–superconductor” 

junction, 88

K
Klitzing constant, 65

L
Laminate composites, 414
Langmuir–Hinshelwood mechanism, 395
Langmuir isotherm equation, 393
Langmuir’s precepts, 392–393
Lattice mechanics, 250–253
Leadership in Environmental Design (LEED), 33
Lennard–Jones potential, 242

for two argon atoms, 246
Leukocytes, see White blood cells
Light emitting ceilings (LECs), 31
Light emitting walls (LEWs), 31
Light, interactions with matter, 169–172
Limited Liability Company (LLC), 18

Linear elastic materials, 255–256
crystalline materials, 256–257
orthotropic and isotropic materials, 256

Linear strain, 419
Liquid phase chemical vapor deposition (LPCVD), 39
Lithography masks, 102
Loss modulus, 421
Lotus effect, self-cleaning surfaces, 552
Luminescence, in semiconductors, 186–187

M
Mach–Zehnder interferometers, 74
Magnesium oxide nanoparticles, 705
Magnetic anisotropy, and domains in small particles, 211
Magnetic dipole–dipole interactions, 215
Magnetic fl ux, 205
Magnetic nanomaterials, see Nanomagnetic materials
Magnetic–nonmagnetic composite systems, 221
Magnetic random access memory (MRAM), 228
Magnetic resonance imaging (MRI), 223
Magnetic tunnel junction (MTJ), 228
Magnetite, mechanical properties of, 461
Magnetoelastic materials, 498
Magnetostatic demagnetizing energy, 220
Major histocompatibility complex (MHC), 488
Mass sensors, cantilever detection, 695
Mast cells, 489
Maxwell’s equations, 197
Maxwell stress, 570
Mechanical testing, at nanoscale, 427–428
Medical nanoscience, 611–612
Medical nanotechnology, 616–617

medicine and medical nanoscience, 607–608
Melt spinning, 442
Metal crystallites, on support surface, 391
Metal–metal tunnel junction, 88
Metal nanocomposites

metal alloys, 462
metal-matrix composites, 462–463

Metal-organic frameworks (MOFs)
cage structures, 754
hydrogen storage, 753

Micro-and nanosensors
biomedical cantilever applications, 495–496
biotechnology applications, of cantilevers, 496–497
cantilever sensor, for cancer screening, 496
electrochemical sensors

carbon fi ber nanoelectrode, 500
convert chemical reaction energy 

into current, 498
free radicals, detection of, 499
nanoscale, 500

surface acoustic waves (SAW), 497–498
Microchip cantilevers, 493
Micro-contact printing, 105
Microelectromechanical systems (MEMS), 75

devices and applications, 282–284
fabrication techniques in, 274–279
motion dynamics, 280–282
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Microelectronics, 130
current state of, 150–151

Microscopic cantilevers, 493
Mie Scattering, 180–181
Mie theory, 179
Modifi ed carbon nanofi bers (MCNFs), 460
Molecular dynamics

applications of, 261–264
Nordsieck/Gear predictor–corrector methods, 259–261
Verlet algorithms, 258–259

Molecular electronics, 169
Molecular manufacturing, 61
Molecular orbital theory, 131
Molecular scale assembly lines, 107–112
Molecular wires, 157–159

polyphenylene, 159–162
Monoclonal antibodies, 490–491
Montmorillonite clay nanocomposites, 469–470
Moore’s law, 151
Morse potential, 245
Multilens Combinatorial Adhesion Tester (MCAT), 98
Multiple layer adsorption, 395
Multiuser MEMS processes (MUMPs), 276
Multiwall carbon nanotubes (MWCNTs)

fi llers, use of, 443
mechanical properties of, 268–269
NOM, 712
sheets, 450
synthesis of, 443

by fl ame technology, 444
woven nanotube yarns from, 449

twist-induced reinforcement of strength of, 
450–451

N
Nacre

constituents of, 435
vs. mineralized bone, 436

Nano-biosensor devices, 492
Nanobiotechnology, defi nition of, 482
NanoBusiness Alliance (NBA), 44
Nanocatalysts, 697

catalytic properties of, 388–389
commercial, 389
synthetic techniques, 401

Nanocomposites, 418
cements, 466
constituents of, 408
mechanical properties, 461–462
nanofi llers, 457
natural (see Natural nanocomposites)
types of, 415–416

Nano-dumplings, 566
Nanoelectromechanical systems (NEMS), 75

devices and applications, 284–285
fabrication techniques for, 279–280
motion dynamics, 280–282

Nanoelectronics, IEEE roadmap for, 101–102
Nanoelements, 61

Nanoencapsulation
drug delivery to tumors, for, 620–621
insulin delivery, for, 623–626
penetration of blood–brain barrier, for, 621–622
protection of implants from immune system, for, 

626–627
Nanofabrication, 61

with direct manipulation, 105–106
with soft lithography, 105

Nanofi bers, synthesis methods of, 437
Nanoguides, for neural growth and repair, 627–634
Nanohardness

Cr–Al–N fi lms, of, 378
Ti–Al–Si–N coatings, of, 363–364
Ti–Si–B–C–N coatings, of, 367–368

Nanoindentation, 96
defi nition of, 272–274
hardness of Cr1-xAlxN fi lms, 371–372
tests, 425

Nanomachines, defi nition of, 264–265
Nanomagnetic materials

characteristics of, 211
classifi cation of, 212–218
physical properties of

magnetic moments, 221–223
magnetoresistivity, 221
oscillatory exchange coupling, 220
spin-polarized tunneling, 220–221
substrate effects, 220

sample preparation for, 223
Nanomagnetism

applications of, 223–226
biomedical, 230–233

characteristics of, 208–211
phenomena of, 205–207
in reduced dimensional systems

one-dimensional system, 219
two-dimensional system, 218–219
zero-dimensional system, 219–220

Nanomanipulators and grippers, 103–105
Nanomanufacturing, 61

bottom-up chemical methods of, 105–107
challenges facing, 63–64
and molecular assembly, 102–103
standards for, 98–102

Nanomaterials, 417
chemical properties of

carbon nanotubes, 433–434
chemical modifi cation, 432
intermolecular interactions, 433

electronic properties of, 430
conductivity, 432
resistance, 431

fundamental types of, 124–126
optical properties of, 170
use of, 685

Nanomechanical behavior, computer modeling of, 98
Nanomechanical oscillators, 75–76
Nanomechanics

dynamic motion, 248–249
external forces, 247
interaction potentials, 241–246

48031_C015.indd   77548031_C015.indd   775 10/29/2008   4:26:10 PM10/29/2008   4:26:10 PM



776 Fundamentals of Nanotechnology

lattice mechanics (see Lattice mechanics)
measurement techniques and applications, 269–270

AFM measurements, 270–272
nanoindentation, 272–274

three-atom chain mechanics, 249–250
two-atom chain mechanics, 240–241

Nanomedicine, 612
neuronal stimulation and monitoring, for, 634–635
neuroprosthetics, for, 636

ear, 653–657
pain and nervous disorders, for, 635–636
research programs in, 613
vision prosthetics, for, 658–662

Nanometals, 413
Nanometrology

challenges facing, 63–64
defi nition of, 58–59
electron beam and atomic force tools, 90–93
general groups of, 65
history of, 57–58
nanomechanical tools, 96–98
spectroscopic tools, 93–96
standards for, 98–102
uncertainty in, 66–68

Heisenberg uncertainty principle, 68–71
Nano-optics, optical phenomena and techniques, 172
Nano-oscillators, 75
Nano-oxide layer (NOL), 227
Nanoparticles

color generation from, 181–182
environmental transport of, 708
environment, impact on, 708
gold and silver, importance of, 707
inhalation therapy, for, 625–626
insulin delivery, for, 623–626
medical imaging, for, 618–619
strength of cement and concrete, 466
targeting cancer cells, for, 619–620

Nanophotonics
crystal fabrication, 199–200
development of, 194
structures in living systems, 195

Nanoplasmonics, applications of, 182–184
Nanorobotics, 104
Nanoscale

biomimetic temperature sensors, 583
bioreactors, 567
cantilevers, 493
ceramic materials, 412
defi nition of, 5
electromechanical resonator magnetometers, 

649–650
electronics, 150
mechanical force and fl uid transport at, 33
optical resonance grids, 503

Nanoscale Science, Engineering, and 
Technology (NSET), 5

Nanoscience, defi nition of, 5
Nanosilver-titanium dioxide coating (NSTDC), 713
Nanosized semiconductors, 413
Nanosphere lithography, 106

Nanostructured coatings
applications for tribological, 370
characteristics of, 309
classifi cation of

functionally graded, 300–301
nanocomposite, 296–300
nanoscale multilayer, 294–296

design models for, 294
Nanostructured inorganic framework, 436
Nanostructured super-hard coatings, 301–303

nanoscale multilayer, 303–304
single-layer nanocomposite, 304–306

Nanostructured super-tough coatings
functionally graded multilayer, 306–307
functionally graded nanocomposite, 308–309

Nanostructures
color generation from, 181–182
magnetization and, 212–218
of natural muscle, 568–569

Nanosurfaces, control of surface interactions by, 552
Nanosystems, thermal stability of, 262–264
Nanotechnology

advantages of, 12
buildings associated with

architecture and construction of, 29–30
environmental aspects of, 30–33

business prospects of, 10–11
companies associated with, 12–13
process for establishing company, 14–16

companies associated with
business structures for, 16–18
exit process for, 22–23
fi nancing of, 20
foundation of, 14–16
management of, 20–21
marketing strategies of, 22
partnership agreement (PA) of, 17
process for registration of, 19

defi nition of, 6
development in United States, 9–10
education and workforce development in, 23–24

programs associated with, 27
state of, 25–26
technological revolutions, 24–25

facilities supporting, 39–42
impacts of, 706–708
international organizations and institutes for, 46–47
lotus effect, 552
national and international infrastructure for, 42–43

economic development organizations, 44
organizations centered on societal implications, 

44–45
research and development organizations, 43–44

news service, 45–46
planning and potential career paths for, 28–29
product and process development using, 21
products, 47–48
revolution/evolution of, 6–8
role in

environmental related issues, 684
industrial sectors, 684
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sources of inventions in, 13–14
standards for, 99–100
strategies

molecular wires (see Molecular wires)
single-electron tunneling, 151–156

workforce for, 27–28
Nanotechnology-based sensors, 31
Nanotechnology Institute (NTI), programs 

developed by, 27
Nanotribological biomimetics, 557
Nanotribology, 108–110

and surface properties, 97
National Institute of Standards Advanced Measurement 

Laboratory, 39–41
National Institute of Standards and Technology (NIST), 

9, 100–101
National Nanotechnology Coordination Offi ce 

(NNCO), 45
National Nanotechnology Infrastructure Network 

(NNIN), 43
National Nanotechnology Initiative (NNI), 9, 707
National Renewable Energy Laboratory (NREL), 745
National Science Foundation (NSF), 61
National Science Research Centers (NSRC), 43–44
National security and defense

chemical and biological agents nanomaterials, 704–706
immunosensor detection, of TNT, 703–704
nanomaterials toxic agents, 701
nanosensors, 700–701
surface-enhanced Raman spectroscopy, 701–703
thermal neutrons, detection of, 706

Natural adhesives, amyloid fi brils in, 564
Natural biological sensors, 492
Natural composites, 411–412
Natural killer cells (NK cells), 489
Natural nanocomposites

hard, 434
comparison of, 435–436
nacre and silk, 435

sea cucumber, 434
Natural nanoparticles, in soil and water, 711
Natural resonance frequency, 80
Naval Research Laboratory (NRL), 703
Near-fi eld microscopies

application of, 193–194
diffraction limits of, 191–192

Nerve conduction velocity (NCV), 633
Net primary production (NPP), 686
Nonhomologous end joining (NHEJ), 614
Nonsteroidal antiinfl ammatory drugs (NSAIDs), 534
Non-wovens, 439
n-Type semiconductor, 139–140

O
Oncotic pressure, 718
One-third octave band velocity spectra, 37
Optical emission spectrometer (OES), 322
Optical laser interferometer technology, 62

Optical material, intrinsic absorption of, 172
Optical nanosensors

applications of, 505–506
guided-mode resonance (GMR), 503–504
leaky-mode resonance sensor, 505
photonic resonance, 504
photonic sensors

antibody detection, 501
report biochemical reaction events, 500

plasmon sensors
charge density wave, 501
dual polarization interferometry (DPI), 502
plasmon waveguide resonance (PWR), 503

Optical photonic crystals, 169
Optical waveguides, 169
Organic photovoltaics (OPVs), photoactive 

elements of, 735
Organic polymers

brief history of, 452
nanocomposites, 451
polymerization of, 452–453
structure of, 454

Organic solar materials, advantages of, 735
Orthotropic and isotropic materials, 256
Oscillating clock, 79
Osmotic pressure measurements, 716
Oxy-fuel inverse diffusion fl ame, 444–445

P
Palladium nanocrystallites, on silica support, 390–391
Partial catalytic oxidation (POX), process of, 743
Particle fi ltration, 717
Pauli exclusion principle, 131, 133
PCz-PDI organic solar cells, 737
Peel tests, 98
Pentachlorophenol degradation, 700
Phase separation, 442
Phase squeezing, 75
Photocatalysts, kinds of, 699
Photocatalytic activity, 698
Photocatalytic-driven reactions, 698
Photocatalytic effects, 699
Photoelectric effects, 72
Photoelectrochemical cells, 743
Photoluminescence, 186
Photonic bandgap (PBG), 195
Photonic crystals, characteristics of, 196
Photonic nanomaterials, 548
Photonics, history of, 169
Photoreactive polymers OPV technology, 735
Photoresists, 276
Photosynthesis

and artifi cial nano, 576–577
and development of natural photocells, 572
overview of, 573–575

Photosynthetically active radiation (PAR), 731
Physical vapor deposition, 314
Planck’s constant, 69, 84
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Plasma, defi nition of, 310–311
Plasma-enhanced chemical vapor deposition (PECVD), 

313, 320
Plasma spray coatings, 320
Plastic deformation, of crystalline materials, 301
Poisson’s ratio, 421, 423
Polyaromatic hydrocarbons (PAHs), 696
Polymerase chain reaction (PCR), 509
Polymer-based nanofi bers, 442
Polymerizable amphiphilic diacetylene (PDA), 436
Polymer matrices, inclusion confi gurations in, 416–417
Polymer nanocomposites, 436

defi nition of, 409
enhanced (see Enhanced polymer nanocomposites)
organic

interfacial area of, 454–456
monomers, 453

synthesis of, 436
Polymer nanostructures, 61
Polymers, classes of, 413
Polypropylene–clay nanocomposites, 467

surface modifi cation, 468
Polypropylene composite materials, Young’s modulus of, 

469–470
Poly(tetrafl uoroethylene) (PTFE), dry lubrication by, 427
Poly(vinyl alcohol) (PVA), 457, 472

matrix nanocomposites, 462
Portable life support systems (PLSS), 725
Powdered activated carbon (PAC), 714
Pressure sensors, 282–283
Pressure swing adsorption (PSA), 725
Protein–peptide complexes, 487
p-Type semiconductor, 140
Pulsed ion energy

advantages of, 379
effect on

fi lm surface morphology and microstructure, 
374–375

hardness of deposited fi lms, 377–378
thin fi lms, 347

Pulsed laser deposition (PLD), 314, 317–319
Pulsed magnetron sputtering, 379
Pulsed reactive magnetron deposition techniques, 294
PWR spectroscopy, 503
Pyrethrum daisy, 538–540

Q
Quantum bits, 78
Quantum communication, 75
Quantum computing, 77–78
Quantum dots (QDs), 173

applications of, 187–191
Bohr exciton radius, 184–185
energy gaps, 185–186
generate multiple charge carriers, 734
luminescence, 186–187

Quantum effects, 77
Quantum effi ciency (QE), 733

Quantum-entangled states, 81
Quantum entanglement

application of, 76–77
phenomenon of, 71

Quantum fl uorescence, colors due to, 182
Quantum Hall effect (QHE), 65, 83
Quantum Hall resistance (QHR), 85
Quantum interference, 78
Quantum lithography, 77
Quantum mechanical tunneling, 88
Quantum mechanics, 72, 168
Quantum metrology, 78–79
Quantum metrology triangle (QMT), 85, 89
Quantum projection noise (QPN), 74
Quantum triangle, 84–88
Quantum wells, for spin carriers, 219
Quartz crystal microbalance (QCM), 109, 692
Qubits, see Quantum bits

R
Radio frequency electromagnetic sources 

(RF shielding), 38
Rayleigh scattering, 179
Reactive ion etching (RIE), 276
Reactive sputtering deposition, process stability of, 

332–334
Recombinant DNA, 491
Rectifying junction, 126
Rensselaer Polytechnic Institute (RPI), 742
Research Institute for Innovative Technology for the Earth 

(RITE), 726
Retroviruses, 491
Reverse osmosis (RO), 716, 718
Reverse transcriptase, 491
Rheology, 425, 427
Rhodium metal nanocrystallites, 390
Room temperature ionic liquid (RTIL), 742
Root sum squares (RSS), 66
Rostral bone of whale, composition of, 436
Rule of mixtures (ROM), 424

S
Sauerbrey equation, 497
Scanning beam interference lithography 

(SBIL), 103
Scanning nano-Raman spectroscopy 

(SNRS), 94–95
Scanning probe microscopy (SPM), 60
Scatterometry, 95
Schommers potential, 245
Sciatic functional index (SFI), 633
Security programs, 700
Selected area electron diffraction (SAED) patterns, of 

Cr–Al–N fi lms, 375
Self-assembled monolayer (SAM) material, 721
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  Index 779

Self-assembled monolayers on mesoporous supports 
(SAMMS)

nanostructured adsorbant, 753
types of, 754
waterborne contaminants, removal of, 752

“Self-assemble” yarns, 450
Self-assembly, 106, 110, 158, 436, 442
Semiconducting quantum dots, see Quantum dots (QDs)
Semiconductors, 413

CTE of, 429
electronic properties of, 732
energy band model of, 137
Hall resistance of, 88
luminescence in, 186–187
phenomena of free-carrier absorption in, 172

Semiconductor transistors, 126
Semimetals, 139
Semipermeable nanocomposite membrane, 719
Sensors, 229–230
Shell-crosslinked knedels (SCKs), 566
Signal-to-noise ratio, 96
Silicon carbide, 463
Silicon-on-insulator complementary metal-oxide 

semiconductor (SOICMOS), 728
Silicon-on-insulator (SOI) substrate, 284
Silver nanoparticles, 712
Single-crystal-reactive etching and metallization 

(SCREAM), 276
Single-electron metrology, 85
Single-electron transistor (SET), 76, 88–89
Single-electron tunneling effects (SET), 85
Single-electron tunneling oscillations, 86
Single-electron tunneling (SET) transistors, 152
Single-wall carbon nanotubes (SWCNTs), 266

applications of, 448–449
chemical modifi cation of, 447–448
concrete reinforcement by, 466
inclusion/polycarbonate composites, temperature 

effects on, 458
mechanical properties of, 268–269
partial hydrogenation of, 747
polycarbonate nanocomposites, synthesis of, 

458–459
static mechanical measurement of Young’s 

modulus for, 441
synthesis by

HiPco process, 444–446
inverse diffusion fl ames, 444

Soil quality
mitigation strategies, silver nanoparticles, 712–713
monitoring

agglomerated C60, 712
C60 nanoparticles, 711
natural nanoparticles, 711

Solar cells
carbon nanotube materials, 738
development of, 731
doublewalled carbon nanotubes (DWNTs), 739
effi ciency of, 739
external quantum effi ciency (EQE), 733
kinds of, 730

photosynthesis, 744
quantum dots, 734

Solar collection effi ciency, 733
Solar spectrum, 699
Solid materials, types of, 131
Solid-solution (Ti, Al, Si)N crystallites, 

microstructure of, 363
Sound intensity level (SIL) decibel, 38
Spin-based electronics devices, current status of, 226–229
Spinneret, 442–443
Spin-polarized tunneling, 209
Spintronics, 225
Sputter deposition, 321–322

practical aspects of, 331–332
Sputtering glow discharges, 337–339
Stanford Synchrotron Radiation Laboratory (SSRL), 746
Stanford technology, 746
Statement of energy design intent (SEDI), 32
Stefan–Boltzmann law, 110
Structure zone models, 334
Superconducting single-electron transistor (SSET), 75
Super-hard coatings, 301
Superparamagnetic materials, 217–218
Supported platinum metal catalyst, 389
Support materials, constituents of, 389
Surface analysis, 322, 402
Surface-engineered silica (SES), 721
Surface-enhanced Raman spectroscopy (SERS), 

95, 179, 184
analytical tools, 701
for cyanide detection in drinking water, 703

Surface-enhanced resonance Raman scattering (SERRS) 
method, 685

Surface micromachining, 276–279
Surface plasmon, colors due to, 181–182
Surface plasmon resonance (SPR), 173–179, 501

waveguides based on, 183
Surface reactions

nickel as catalyst, 397
rate expression, 396
sequence on catalyst, 395

Surface sites (ST), 396
SWNT-PS nanocomposites, enhanced storage 

moduli of, 461
Synthetic composite materials

history of, 410–411
types of, 415

Synthetic organic compounds (SOCs), 711

T
Taxol, 536–538
Taylor expansion, 247
Template synthesis, 442
Tensile strain, 419
Tensile strength, 420
Thermal barrier coatings (TBC), 316
Thermal conductivity, 430
Thermal expansion, expression for, 428
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Thermally programmed desorption curve (TPD), 746
Thermal neutrons, detection of, 706
Thermal stability, 309
Thermoplastic polymers, 453
Thermoset polymers, 453
Thin-fi lms

deposition, 309
magnetism in, 218–219
nanotechnology, solar active component of, 730
nucleation and initial growth of, 334
resistance, 85
structure control of, 334–337
thermal plasma processing of, 319–321

Thioester proteins (TEPs), 561
Thornton model, for cathode and magnetron sputtering, 

335–337
Thylakoid membranes, 576
Ti–Al–Si–N coatings, 362

dark-fi eld TEM and SEM images of, 363
friction coeffi cients of, 364
nanohardness and Young’s modulus of, 363–364

Ti–B–C–N fi lm, x-ray diffraction patterns of, 365–366
Time-resolved x-ray diffraction, 94
Tip-enhanced Raman spectroscopy (TERS), 94
Ti–Si–B–C–N coating

chemical composition and bonding status of, 366–367
friction coeffi cients of, 369
H/E values of, 368
nanohardness of, 367–368
wear rates of, 369–370

Ti–Si–B–C–N fi lms, x-ray diffraction patterns of, 365–366
Toxic Substances Control Act (TSCA), 722
Traditional water treatment process, 710
Transistors, 149
Transition metal nitride thin fi lms, applications of, 370
Tribological behavior, 427
2,4,6-Trinitrotoluene, schematic representation of, 702
Tube-within-a-tube sliding, 458
Tubular fullerenes, see Carbon nanotubes (CNTs)
Tunnel junctions, 87
Two-photon microscopy, 77

U
Ultra-high molecular weight polyethylene (UHMWPE), 460
Ultra-low energy high brightness (ULEHB) lights, 31
Ultra-low penetration air (ULPA) fi lters, 36
Ultrasensitive microwave detector network, 76
Unloading stiffness measurement (USM) method, 273, 294
UV radiation, 698

V
Valence band (VB), 137
van der Waals force, 241
Venture capitalists (VCs), 20
Vibration criteria (VC) curves, 37
Vickers hardness test, 425–426

Virtual charge carriers, 731
von Klitzing constant, 85

W
Water pollution, 708–709
Water quality

mitigation strategies
bioremediation, 721
bioremediation methods, 721
carbon nanotube water fi lters, 719–720
chemical and biological detectors, 722
chemical and biological sensors, 722
reverse osmosis (RO), 716–718
semipermeable nanocomposite membranes, 719
silica nanoparticles, 720–721
silver nanoparticles, 712–713

monitoring
activated carbon, nanomaterial, 713–716
agglomerated C60, 712
carbon nanotube effects, 711
contaminants, adsorption of, 714
membranes separation, 716–721
nanomaterial contamination, 711–713
nanoscale considerations, 710
natural nanoparticles, 711
traditional water treatment, 709–710

Water treatment, 709–710
Clean Water Act (CWA), 710
nanoscale considerations of, 710

Wear track
Ti–Al–N fi lm, surface morphology of, 364–365
Ti–Al–Si(9 at%)–N fi lm, surface morphology of, 365

White blood cells, 488
innate, 489

X
X-ray diffraction (XRD)

of platinum particles on a silica support, 42–403
of Ti–B–C–N and Ti–Si–B–C–N fi lms, 365–366

X-ray photoelectron spectroscopy (XPS)
beam of x-rays, 404
of platinum nanoparticles, 404–405

Y
Young’s modulus, 420–421

of common materials, 422
Yttrium stabilized zirconia (YSZ), 333

Z
Zeptonewton range, 75
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