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Preface

This book is intended to provide students with a sound, basic coverage of most
of the topics dealt with in courses described as either ‘Sociolinguistics” or “The
Sociology of Language.” It assumes very little previous knowledge of linguistics,
anthropology, or sociology, and so should prove to be most useful in a first-level
course. It may also be used as a supplementary text in a higher-level course that
deals with a narrow range of topics but in which the instructor wants students
to become familiar with topics not treated in that course. Each of the sub-topics
covered here concludes with a ‘Discussion’ section. The material in these sections
is designed to encourage further discussion and research; it may also lead to
assignments of various kinds.

It is obvious that a book of this kind draws on a variety of sources. The
breadth of the published sources can be seen in the bibliographic information
that is included. I owe a considerable debt to the sources mentioned there.
During the many years I taught, my students also provided me with numerous
insights into what works in the classroom and what does not. My thanks go
once again to Judy Morris and Angie Camardi for all their secretarial assistance
with the first edition. For this edition, as for the previous editions, my thanks
go to all those who provided comments to me in various ways over the years.
It is certainly satisfying to see a fifth edition. I hope it continues to reflect what
is happening in this most interesting area of linguistics, one that seemed for a
time to be coming apart at the seams because of its rapid evolution and success.
However, any deeper examination shows that sociolinguistics is still clearly
unified through its concern with how people use language to create and express
identities, relate to one another in groups, and seek to resist, protect, or increase
various kinds of power.

R.W.
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1 Introduction

Any discussion of the relationship between language and society, or of the vari-
ous functions of language in society, should begin with some attempt to define
each of these terms. Let us say that a society is any group of people who are
drawn together for a certain purpose or purposes. By such a definition ‘society’
becomes a very comprehensive concept, but we will soon see how useful such
a comprehensive view is because of the very different kinds of societies we must
consider in the course of the various discussions that follow. We may attempt
an equally comprehensive definition of language: a language is what the mem-
bers of a particular society speak. However, as we will see, speech in almost
any society can take many very different forms, and just what forms we should
choose to discuss when we attempt to describe the language of a society may
prove to be a contentious matter. Sometimes too a society may be plurilingual;
that is, many speakers may use more than one language, however we define
language. We should also note that our definitions of language and society are
not independent: the definition of language includes in it a reference to society.
I will return to this matter from time to time.

Knowledge of Language

When two or more people communicate with each other in speech, we can call
the system of communication that they employ a code. In most cases that code
will be something we may also want to call a language. We should also note that
two speakers who are bilingual, that is, who have access to two codes, and who
for one reason or another shift back and forth between the two languages as
they converse by code-switching (see chapter 4) are actually using a third code,
one which draws on those two languages. The system (or the grammar, to use a
well-known technical term) is something that each speaker ‘knows,’ but two very
important issues for linguists are just what that knowledge is knowledge of and
how it may best be characterized.

In practice, linguists do not find it at all easy to write grammars because the
knowledge that people have of the languages they speak is extremely hard to
describe. It is certainly something different from, and is much more considerable
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than, the kinds of knowledge we see described in most of the grammars we find
on library shelves, no matter how good those grammars may be. Anyone who
knows a language knows much more about that language than is contained in
any grammar book that attempts to describe the language. What is also inter-
esting is that this knowledge is both something which every individual who
speaks the language possesses (since we must assume that each individual knows
the grammar of his or her language by the simple reason that he or she readily
uses that language) and also some kind of shared knowledge, that is, knowledge
possessed by all those who speak the language. It is also possible to talk about
‘dead’ languages, e.g., Latin or Sanskrit. However, in such cases we should note
that it is the speakers who are dead, not the languages themselves, for these may
still exist, at least in part. We may even be tempted to claim an existence for
English, French, or Swahili independent of the existence of those who speak
these languages.

Today, most linguists agree that the knowledge speakers have of the language
or languages they speak is knowledge of something quite abstract. It is a know-
ledge of rules and principles and of the ways of saying and doing things with
sounds, words, and sentences, rather than just knowledge of specific sounds,
words, and sentences. It is knowing what is iz the language and what is not; it
is knowing the possibilities the language offers and what is impossible. This know-
ledge explains how it is we can understand sentences we have not heard before
and reject others as being ungrammatical, in the sense of not being possible in
the language. Communication among people who speak the same language is
possible because they share such knowledge, although how it is shared — or even
how it is acquired — is not well understood. Certainly, psychological and social
factors are important, and genetic ones too. Language is a communal possession,
although admittedly an abstract one. Individuals have access to it and constantly
show that they do so by using it properly. As we will see, a wide range of skills
and activities is subsumed under this concept of ‘proper use.’

Confronted with the task of trying to describe the grammar of a language
like English, many linguists follow the approach which is associated with
Chomsky, undoubtedly the most influential figure in late twentieth-century linguis-
tics. Chomsky has argued on many occasions that, in order to make meaningful
discoveries about language, linguists must try to distinguish between what is
important and what is unimportant about language and linguistic behavior. The
important matters, sometimes referred to as language universals, concern the
learnability of all languages, the characteristics they share, and the rules and
principles that speakers apparently follow in constructing and interpreting sen-
tences; the less important matters have to do with how individual speakers use
specific utterances in a variety of ways as they find themselves in this situation
or that.

Chomsky has also distinguished between what he has called competence
and performance. He claims that it is the linguist’s task to characterize what
speakers know about their language, i.e., their competence, not what they do
with their language, i.e., their performance. The best-known characterization of
this distinction comes from Chomsky himself (1965, pp. 3—4) in words which
have been extensively quoted:
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Linguistic theory is concerned primarily with an ideal speaker-listener, in a com-
pletely homogeneous speech-community, who knows its language perfectly and is
unaffected by such grammatically irrelevant conditions as memory limitations, dis-
tractions, shifts of attention and interest, and errors (random or characteristic) in
applying his knowledge of the language in actual performance. This seems to me
to have been the position of the founders of modern general linguistics, and no
cogent reason for modifying it has been offered. To study actual linguistic perform-
ance, we must consider the interaction of a variety of factors, of which the under-
lying competence of the speaker—hearer is only one. In this respect, study of language
is no different from empirical investigation of other complex phenomena.

From time to time we will return to this distinction between competence and
performance. However, the knowledge we will seek to explain involves more
than knowledge of the grammar of the language for it will become apparent that
speakers know, or are in agreement about, more than that. Moreover, in their
performance they behave systematically: their actions are not random; there is
order. Knowing a language also means knowing how to use that language since
speakers know not only how to form sentences but also how to use them
appropriately. There is therefore another kind of competence, sometimes called
communicative competence, and the social aspects of that competence will be
our concern here.

Discussion

1. Hymes (1964b, p. 16) presents the following two instances of behavior
which the participants, speakers of Ojibwa, an American Indian language,
describe as language behavior:

An informant told me that many years before he was sitting in a tent one
afternoon during a storm, together with an old man and his wife. There was
one clap of thunder after another. Suddenly the old man turned to his wife and
asked, ‘Did you hear what was said?’ ‘No,” she replied, ‘I didn’t catch it.” My
informant, an acculturated Indian, told me he did not at first know what the
old man and his wife referred to. It was, of course, the thunder. The old man
thought that one of the Thunder Birds had said something to him. He was react-
ing to this sound in the same way as he would respond to a human being, whose
words he did not understand. The casualness of the remark and even the trivial
character of the anecdote demonstrate the psychological depth of the ‘social
relations’ with other-than-human beings that becomes explicit in the behavior
of the Ojibwa as a consequence of the cognitive ‘set’ induced by their culture.

A white trader, digging in his potato patch, unearthed a large stone similar
to the one just referred to. He sent for John Duck, an Indian who was the
leader of the wdbano, a contemporary ceremony that is held in a structure
something like that used for the Midewiwin (a major ceremony during which
stones occasionally had animate properties such as movement and opening of
a mouth). The trader called his attention to the stone, saying that it must
belong to his pavilion. John Duck did not seem pleased at this. He bent down
and spoke to the boulder in a low voice, inquiring whether it had ever been
in his pavilion. According to John the stone replied in the negative.
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It is obvious that John Duck spontaneously structured the situation in terms
that are intelligible within the context of Ojibwa language and culture. .. .1
regret that my field notes contain no information about the use of direct
verbal address in the other cases mentioned (movement of stone, opening of
a mouth). But it may well have taken place. In the anecdote describing John
Duck’s behavior, however, his use of speech as a mode of communication raises
the animate status of the boulder to the level of social interaction common to
human beings. Simply as a matter of observation we can say that the stone
was treated as if it were a ‘person,’ not a ‘thing,” without inferring that objects
of this class are, for the Ojibwa, necessarily conceptualized as persons.

Hymes argues that ‘in general, no phenomenon can be defined in advance as
never to be counted as constituting a message.” How does this observation
apply to the above examples? Can you think of possible examples drawn from
your own experience? Note that a basic assumption here is that ‘messages,’
whatever they are, require a ‘language.’ Should every ‘language’ in which you
can send ‘messages’ be of equal interest to us as sociolinguists, e.g., the ‘lan-
guage’ of flowers, semaphore signaling, dress codes, and road signs? If not,
what principles should guide us in an attempt to constrain our interests? And
how do you view the ‘languages’ of logic, mathematics, and computers?

2. What obstacles do you see in an attempt to define English as a language
when you consider that such a definition must cover all of the following
(and much more): both Cockney and Jamaican English; the speech of two-
year-olds; fast colloquial speech; the language of formal written documents
such as real estate transfers; formulaic expressions such as How do you do?
and It never rains but it pours; completely novel sentences, i.e., sentences
you have not heard or seen before (e.g., just about any sentence in this
book); and slips of the tongue, e.g., queer dean for dear Queen? What kind
of abilities must you yourself have in order even to consider attempting such
a task?

Variation

The competence—performance distinction just mentioned is one that holds intri-
guing possibilities for work in linguistics, but it is one that has also proved to
be quite troublesome, particularly when much of the variety we experience within
language is labeled ‘performance’ and then put to one side by those who con-
sider ‘competence’ to be the only valid concern of linguists. The language we use
in everyday living is remarkably varied. Some investigators believe that this
variety throws up serious obstacles to all attempts to demonstrate that each
language is truly a homogeneous entity, and that it is possible to write a com-
plete grammar for a language which makes use of categorical rules, i.e., rules
which specify exactly what is — and therefore what is not — possible in the
language. Everywhere we turn we seem to find at least a new wrinkle or a small
inconsistency with regard to any rule we might propose. When we look closely
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at any language, we will discover time and time again that there is considerable
internal variation and that speakers make constant use of the many different
possibilities offered to them. No one speaks the same way all the time and
people constantly exploit the nuances of the languages they speak for a wide
variety of purposes. The consequence is a kind of paradox: while many linguists
would like to view any language as a homogeneous entity and each speaker of
that language as controlling only a single style, so that they can make the
strongest possible theoretical generalizations, in actual fact that language will
exhibit considerable internal variation, and single-style speakers will not be
found (or, if found, will appear to be quite ‘abnormal’ in that respect, if in no
other!).

A recognition of variation implies that we must recognize that a language is
not just some kind of abstract object of study. It is also something that people
use. Can we really set aside, at any point in our study of language, this fact of
use? It is not surprising therefore that a recurring issue in linguistics in recent
years has been the possible value of a linguistics that deliberately separates itself
from any concern with the use, and the users, of language. Following Chomsky’s
example, many linguists have argued that we should not study a language in
use, or even how the language is learned, without first acquiring an adequate
knowledge of what language itself is. In this view, linguistic investigations should
focus on developing this latter knowledge. The linguist’s task should be to write
grammars that will help us develop our understanding of language: what it is,
how it is learnable, and what it tells us about the human mind. This kind of
linguistics is sometimes referred to as ‘theoretical linguistics’ and it has claimed
a privileged position for itself within the overall discipline of linguistics. Inves-
tigations of language use have little to offer us in such a view.

Many sociolinguists have disagreed, arguing that an asocial linguistics is scarcely
worthwhile and that meaningful insights into language can be gained only if
such matters as use and variation are included as part of the data which must
be explained in a comprehensive theory of language; such a theory of language
must have something to say about the uses of language. This is the view I will
adopt here. However, while doing so, from time to time I will voice some
skepticism about the claims of other investigators that we should pursue certain
ideological ends in investigating such use (see chapters 13-15). Detachment and
objectivity are essential requirements of serious scientific inquiry.

We will see that there is considerable variation in the speech of any one indi-
vidual, but there are also definite bounds to that variation: no individual is free
to do just exactly what he or she pleases so far as language is concerned. You
cannot pronounce words any way you please, inflect or not inflect words such
as nouns and verbs arbitrarily, or make drastic alterations in word order in sen-
tences as the mood suits you. If you do any or all of these things, the results
will be unacceptable, even gibberish. The variation you are permitted has limits
and these limits can be described with considerable accuracy. Individuals know
the various limits (or norms), and that knowledge is both very precise and at
the same time almost entirely unconscious. It is also difficult to explain how
individual speakers acquire knowledge of these norms of linguistic behavior, for
they appear to be much more subtle than the norms that apply to such matters
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as social behavior, dress, and table manners. This is another issue to which we
will return from time to time. Our task will be one of trying to specify the
norms of linguistic behavior that exist in particular groups and then trying to
account for individual behavior in terms of these norms. This task is particularly
interesting because most people have no conscious awareness that we can account
for much of their linguistic behavior in this way.

People have also learned such behavior. We must be concerned with that
learning. Why does speaker X behave this way but speaker Y behave that way?
To answer that question we must look at such issues as identity, group mem-
bership, power, and socialization.

Each of us has an identity (or, perhaps more accurately, a set of identities).
That identity has been constructed from interaction with others and it is the
sense of self each of us has achieved, the result of our socialization, i.e., our
experiences with the outside world as we have dealt with that world in all its
complexity. Consequently, any of many factors might have affected it: race,
ethnicity, gender, religion, occupation, physical location, social class, kinship,
leisure activities, etc. Identity is created in dealing with such factors and in
dealing with members of groups for whom these factors are their identifying
characteristics. An identity may also change for identities can sometimes be
quite malleable, but, of course, it may also stay fixed if change is not allowed
or if a fixed identity is to be maintained at all costs.

Identity is very important: individual identity and group identity. It will be a
recurrent theme in the pages that follow. Much of what we find in linguistic
behavior will be explicable in terms of people seeking to negotiate, realize, or
even reject identities through the use of language. In fact, as we will see, language
is a profound indicator of identity, more potent by far than cultural artifacts
such as dress, food choices, and table manners.

Groups, too, have identities, their ways of achieving a sense of solidarity
among members, so we will be interested in the linguistic characteristics of both
individuals and groups. Concepts such as ‘community’ (see chapter 5), ‘social
network’ (see pp. 129-30), and ‘community of practice’ (see p. 127) will be
found in the pages that follow. These are useful in referring to groups of various
kinds, for it is within groups that individuals form relationships or reject such a
possibility. However, groups, like individuals, are complex entities so we must
never forget that any reference made in the following pages to ‘middle class,’
‘women,” ‘speakers of Haitian Creole,” ‘teenagers,” etc. in reality subsumes a
variety of individual identities each in its own way just as complex as the whole.

Finally, in all the above we must recognize that ‘power’ plays a significant role
in everything that happens. Some forces in society are stronger than others and
produce real effects, among them linguistic effects that have consequences for
the lives we live. Bourdieu (1991) conceives of languages as symbolic market-
places in which some people have more control of the goods than others because
certain languages or varieties have been endowed with more symbolic power
than others and have therefore been given a greater value, e.g., standard lan-
guages, certain accents, a particular gendered style of speaking, a specific type
of discourse. Power and some of the various responses to it will also find
frequent mention in the pages that follow.
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Discussion

1. Thave said that languages contain a great deal of variety. What evidence can
you cite to show some of the variety? Consider, for example, how many
different ways you can ask someone to open a window or seek permission
to open the window yourself because the room you are in is too warm.
How many ways can you pronounce variants of and, have, do, of, and for?
When might Did you eat yet? sound like Jeechet? What did you do with the
words and sounds? Do you speak the same way to a younger sibling at
home over the breakfast table as you would to a distinguished public figure
you meet at a ceremonial dinner? If you do not, and it is almost certain that
you do not, what are the differences in the linguistic choices you make?
Why do you make them?

2. An individual can use language in a variety of ways and for many different
purposes. What might cause a speaker to say each of the following? When
would each be quite inappropriate?

Do you think it’s cold in here?

The airport, as fast as you can.

I do.

I leave my house to my son George.
Do you love me?

How strange!

Can we have some silence at the back?
What a beautiful dress!

Cheers!

Will you marry me?

Do you come here often?

Keep to the right, please.

Damn!

You don’t love me any more.

BT AETEEE R a0 o

Do you know of any grammar book that tells you when to use (or not to
use) each of the above? Would you describe your knowledge of when to
use (or not to use) each as a matter of competence or of performance? (In
thinking about this you might consult just about any discussion of Chomsky’s
work on linguistic theory.)

3. Do you always agree with people you know about the ‘correct’ choice
to make of certain linguistic forms? What do you, and they, regard as the
correct completions of the tag questions found in the following examples?
(The first is done for you.)

He’s ready, isn’t he?
I have a penny in my purse,
I may see you next week,
I’'m going right now,
The girl saw no one,

o a0 o
o o o o
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No one goes there any more,
Everyone hates one another here,
Few people know that,
The baby cried,
Either John or Mary did it,
Each of us is going to go,

AT o
U U U U U U

What kinds of difficulties did you find in completing this task? What kinds
of agreements and disagreements do you find when you compare your
responses to those of others? What do the standard grammars have to say
about correctness here? How would you advise an adult learning English as
a foreign language concerning this particular problem?

4. Describe some aspects of your own speech which show how it varies from
the speech of certain other people you know. Do you pronounce words
differently, use different word forms, choose different words, or use differ-
ent grammatical structures? How do you view, i.e., judge, the speech of
those who speak differently from you?

5. Hudson (1996, p. 12) says that we may be impressed by the amount of
agreement that is often found among speakers. This agreement goes well
beyond what is needed for efficient communication. He particularly points
out the conformity we exhibit in using irregular forms, e.g., went for the
past tense of go, men as the plural of man, and best as the superlative of
good. This irregular morphology is somewhat inefficient; all it shows is our
conformity to rules established by others. How conformist do you consider
yourself to be so far as language is concerned? What ‘rules’ do you obey?
When do you ‘flout the rules,” if you ever do?

Scientific Investigation

The scientific study of language, its uses, and the linguistic norms that people
observe poses a number of problems. Such a study must go a long way beyond
merely devising schemes for classifying the various bits and pieces of linguistic
data you might happen to observe. That would be a rather uninteresting activity,
a kind of butterfly collecting. A more profound kind of theorizing is called for:
some attempt to arrive at an understanding of the general principles of organ-
ization that surely must exist in both language and the uses of language. It is
just such an attempt that led Saussure (1959) to distinguish between langue
(group knowledge of language) and parole (individual use of language); Bloomfield
(1933) to stress the importance of contrastive distribution (since pin and bin are
different words in English, /p/ and /b/ must be contrastive units in the structure
of English); Pike (1967) to distinguish between emic and etic features in language
(/p/ and /b/ are contrastive, therefore emic, units, but the two pronunciations of
p in pin and spin are not contrastive, therefore etic); and Sapir (1921) and, much
later, Chomsky (1965) to stress the distinction between the ‘surface’ characteristics
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of utterances and the ‘deep’ realities of linguistic form behind these surface
characteristics. A major current linguistic concern is with matters such as language
universals, i.e., the essential properties and various typologies of languages (see
Comrie, 1989, and Cook and Newson, 1996), the factors that make languages
learnable by humans but not by non-humans (see Pinker, 1994), and the con-
ditions that govern such matters as linguistic change (see Labov, 1994, and
McMahon, 1994).

There is not just one way to do linguistics, although it is true to say that some
linguists occasionally behave as though their way is the only way. It is actually
quite possible for two linguists to adopt radically different approaches to both
language and linguistic theorizing in their work while still doing something that
many consider to be genuine linguistics. Perhaps nowhere can such differences of
approach be better observed than in attempts to study the relationship of language
to society. Such attempts cover a very wide range of issues and reveal the diversity
of approaches: different theories about what language is; different views of what
constitute the data that are relevant to a specific issue; different formulations of
research problems; different conceptions of what are ‘good” answers, the ‘signi-
ficance’ or ‘interest’ of certain findings, and the generalizability of conclusions;
and different interpretations of both the theoretical and ‘real-world’ consequences
of particular pieces of research, i.e., what they tell us about the nature of lan-
guage or indicate we might do to change or improve the human condition.

Discussion

1. Find out what you can about Saussure’s distinction between langue and
parole and about Pike’s etic—emic distinction. How might these distinctions
relate to any study of language use in society?

2. Bloomfield’s views on contrastive distribution are very important. Be sure
you know what is meant by the concept of ‘contrast’ in linguistics. You
might test out your knowledge of the concept by trying to find out how
many contrastive consonant and vowel sounds you have in the variety of
English you speak. If you find the number of consonant sounds to be any
other than 24 and the number of vowel sounds to be far different from 14,
you may be on the wrong track.

Language and Society

In the following chapters we will look at many ways in which language and
society are related. The possible relationships have long intrigued investigators.
Indeed, if we look back at the history of linguistics it is rare to find investiga-
tions of any language which are entirely cut off from concurrent investigations
of the history of that language, or of its regional and/or social distributions, or
of its relationship to objects, ideas, events, and actual speakers and listeners in
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the ‘real” world. That is one of the reasons why a number of linguists have
found Chomsky’s asocial view of linguistic theorizing to be a rather sterile type
of activity, since it explicitly rejects any concern for the relationship between a
language and those who use it.

We must acknowledge that a language is essentially a set of items, what
Hudson (1996, p. 21) calls ‘linguistic items,” such entities as sounds, words,
grammatical structures, and so on. It is these items, their status, and their
arrangements that language theorists such as Chomsky concern themselves
with. On the other hand, social theorists, particularly sociologists, attempt to
understand how societies are structured and how people manage to live together.
To do so, they use such concepts as ‘identity,” ‘power,” ‘class,” ‘status,’ ‘solidar-
ity,” ‘accommodation,’ “face,” ‘gender,” ‘politeness,” etc. A major concern of this
book is to examine possible relationships between ‘linguistic items’ on the one
hand and concepts such as ‘power,’ ‘solidarity,” etc. on the other. We should note
that in doing so we are trying to relate two different kinds of entities in order
to see what light they throw on each other. That is not an easy task. Linguistic
items are difficult to define. Try, for example, to define exactly what linguistic
items such as sounds, syllables, words, and sentences are. Then try to define
precisely what you understand by such concepts as ‘social class,” ‘solidarity,’
‘identity,” ‘face,” and ‘politeness.” Finally, try to relate the two sets of definitions
within some kind of theory so as to draw conclusions about how items in these
two very different classes relate to each other. Do all this while keeping in mind
that languages and societies are constantly changing. The difficulties we con-
front are both legion and profound.

There are several possible relationships between language and society. One is
that social structure may either influence or determine linguistic structure and/or
behavior. Certain evidence may be adduced to support this view: the age-grading
phenomenon whereby young children speak differently from older children and,
in turn, children speak differently from mature adults; studies which show that
the varieties of language that speakers use reflect such matters as their regional,
social, or ethnic origin and possibly even their gender; and other studies which
show that particular ways of speaking, choices of words, and even rules for
conversing are in fact highly determined by certain social requirements.

A second possible relationship is directly opposed to the first: linguistic struc-
ture and/or behavior may either influence or determine social structure. This is
the view that is behind the Whorfian hypothesis (see chapter 9), the claims of
Bernstein (see chapter 14), and many of those who argue that languages rather
than speakers of these languages can be ‘sexist’ (see chapter 13). A third possible
relationship is that the influence is bi-directional: language and society may
influence each other. One variant of this approach is that this influence is dia-
lectical in nature, a Marxist view put forward by Dittmar (1976), who argues
(p. 238) that ‘speech behaviour and social behaviour are in a state of constant
interaction’ and that ‘material living conditions’ are an important factor in the
relationship.

A fourth possibility is to assume that there is no relationship at all between
linguistic structure and social structure and that each is independent of the
other. A variant of this possibility would be to say that, although there might
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be some such relationship, present attempts to characterize it are essentially
premature, given what we know about both language and society. Actually, this
variant view appears to be the one that Chomsky himself holds: he prefers to
develop an asocial linguistics as a preliminary to any other kind of linguistics,
such an asocial approach being, in his view, logically prior.

We must therefore be prepared to look into various aspects of the possible
relationships between language and society. It will be quite obvious from doing
so that correlational studies must form a significant part of sociolinguistic work.
Gumperz (1971, p. 223) has observed that sociolinguistics is an attempt to find
correlations between social structure and linguistic structure and to observe any
changes that occur. Chambers (2002, p. 3) is even more direct: ‘Sociolinguistics
is the study of the social uses of language, and the most productive studies in
the four decades of sociolinguistic research have emanated from determining the
social evaluation of linguistic variants. These are also the areas most susceptible
to scientific methods such as hypothesis-formation, logical inference, and statis-
tical testing.” However, as Gumperz and others have been quick to indicate, such
studies do not exhaust sociolinguistic investigation, nor do they always prove to
be as enlightening as one might hope. It is a well-known fact that a correlation
shows only a relationship between two variables; it does not show ultimate
causation. To find that X and Y are related is not necessarily to discover that
X causes Y (or Y causes X), for it is also quite possible that some third factor,
Z, may cause both X and Y (or even that some far more subtle combination of
factors is involved). We must always exercise caution when we attempt to draw
conclusions from such relationships.

A worthwhile sociolinguistics, however, must be something more than just a
simple mixing of linguistics and sociology which takes concepts and findings
from the two disciplines and attempts to relate them in simple ways. It certainly
must go beyond Horvath’s view (1998, p. 448) that sociolinguists should just
pick and choose freely from sociology: “What my kind of sociolinguists do is go
periodically to sociology and find “social networks” or “the linguistic market
place”...and we find [these concepts] terribly useful in understanding the
patterns that emerge from our data. However, we are not engaged in the soci-
ologists’ struggles over the importance of social networks vis-a-vis other ways
of dealing with the structure of society and may remain blissfully unaware of
whether or not these models have become contentious within the home discip-
line.” A serious scientific approach is incompatible with ‘blissful unawareness’
in an essential part of its underpinnings. Hymes (1974, p. 76) has pointed out
that even a mechanical amalgamation of standard linguistics and standard
sociology is not likely to suffice in that in adding a speechless sociology to a
sociology-free linguistics we may miss what is important in the relationship
between language and society. Specific points of connection between language
and society must be discovered, and these must be related within theories that
throw light on how linguistic and social structures interact.

Holmes (1992, p. 16) says that ‘the sociolinguist’s aim is to move towards a
theory which provides a motivated account of the way language is used in a
community, and of the choices people make when they use language.” For example,
when we observe how varied language use is we must search for the causes.
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‘Upon observing variability, we seek its social correlates. What is the purpose of
the variation? How is it evaluated in the community? What do its variants
symbolize?’ (Chambers, 2003, p. 226). For Chambers these questions ‘are the
central questions of sociolinguistics.” Chambers is not alone in holding such
views. Others too believe that sociolinguistics is the study of language variation
and that the purpose of such study is to find out what variation tells us about
language and speakers’ ‘knowledge’ of language, in this case their unconscious
knowledge of subtle linguistic differences.

We will also see that there is some opposition to this idea that sociolinguistic
investigations should be confined to fairly straightforward correlational studies of
this kind. Critics such as Cameron (1997) claim that these studies do not provide
very satisfactory explanations for linguistic behavior because of inadequacies with
social theory — sometimes there is none at all — and failure to appreciate the
difficulties in using social concepts. Any conclusions are likely to be suspect. What
is needed, according to Cameron (p. 62), is more social engagement so that socio-
linguistics would ‘deal with such matters as the production and reproduction
of linguistic norms by institutions and socializing practices; how these norms are
apprehended, accepted, resisted and subverted by individual actors and what
their relation is to the construction of identity.” Milroy (2001, pp. 554-5) makes
a somewhat similar claim in discussing the processes of standardization and
change: ‘Social patterns are adduced only in so far as they may elucidate pat-
terns of language by exhibiting co-variation with linguistic variables . .. and as
long as internal analyses are quite strongly biased in favor of linguistic, rather
than social, phenomena, the quantitative paradigm will be to that extent
impeded in its attempts to explain the social “life” of language and the social
origins of language change.” I have already mentioned this idea of necessary
social engagement and I will return to it later. However, one point is clear in the
above disagreement: sociolinguistics, whatever it is, is about asking important
questions concerning the relationship of language to society. In the pages that
follow I will try to show you some of those questions.

Discussion

1. To convince yourself that there are some real issues here with regard to the
possible relationships between language and society, consider your responses
to the following questions and compare them with those of others.

a. Does an Inuit ‘see’ a snowscape differently from a native of Chad
visiting the cold north for the first time because the Inuit must be using
a language developed to deal with the surrounding snowscape?

b. If men and women speak differently, is it because the common language
they share has a gender bias, because boys and girls are brought up
differently, or because part of ‘gender marking’ is the linguistic choices
one can — indeed, must — make?

c. Is language just another cultural artifact, like property, possessions, or
money, which is used for the expression of power and/or as a medium
of exchange?
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d. If language is an essential human attribute and humans are necessarily
social beings, what problems and paradoxes do you see for theoretical
work in sociolinguistics if the latter is to grapple with the relationships
between linguistic and social factors?

2. One aspect of the power of professionals is said to be the way they
are able to use language to control others. How do physicians, psychiatrists,
lawyers, social workers, teachers, priests, police officers, etc. use language
to control others? Does this same power principle apply to parents (in
relation to children), men (in relation to women), upper social classes (in
relation to lower social classes), speakers of standard languages (in relation
to speakers of nonstandard varieties of those languages), and so on?

Sociolinguistics and the Sociology of Language

Some investigators have found it appropriate to try to introduce a distinction
between sociolinguistics or micro-sociolinguistics and the sociology of language
or macro-sociolinguistics. In this distinction, sociolinguistics is concerned with
investigating the relationships between language and society with the goal being
a better understanding of the structure of language and of how languages func-
tion in communication; the equivalent goal in the sociology of language is trying
to discover how social structure can be better understood through the study of
language, e.g., how certain linguistic features serve to characterize particular
social arrangements. Hudson (1996, p. 4) has described the difference as fol-
lows: sociolinguistics is ‘the study of language in relation to society,” whereas the
sociology of language is ‘the study of society in relation to language.” In other
words, in sociolinguistics we study language and society in order to find out
as much as we can about what kind of thing language is, and in the sociology
of language we reverse the direction of our interest. Using the alternative terms
given above, Coulmas (1997, p. 2) says that ‘micro-sociolingustics investigates
how social structure influences the way people talk and how language varieties
and patterns of use correlate with social attributes such as class, sex, and age.
Macro-sociolinguistics, on the other hand, studies what societies do with their
languages, that is, attitudes and attachments that account for the functional
distribution of speech forms in society, language shift, maintenance, and replace-
ment, the delimitation and interaction of speech communities.’

The view I will take here is that both sociolinguistics and the sociology of
language require a systematic study of language and society if they are to be
successful. Moreover, a sociolinguistics that deliberately refrains from drawing
conclusions about society seems to be unnecessarily restrictive, just as restrictive
indeed as a sociology of language that deliberately ignores discoveries about
language made in the course of sociological research. So while it is possible to
do either kind of work to the exclusion of the other, I will be concerned with
looking at both kinds. My own views are essentially in agreement with those of
Coulmas (1997, p. 3), expressed as follows:
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There is no sharp dividing line between the two, but a large area of common
concern. Although sociolinguistic research centers about a number of different key
issues, any rigid micro-macro compartmentalization seems quite contrived and
unnecessary in the present state of knowledge about the complex interrelationships
between linguistic and social structures. Contributions to a better understanding of
language as a necessary condition and product of social life will continue to come
from both quarters.

Consequently, I will not attempt to make the kinds of distinctions found in
Trudgill (1978). He tries to differentiate those studies that he considers to be
clearly sociolinguistic in nature from those that clearly are not, for, as he says,
‘while everybody would agree that sociolinguistics has something to do with
language and society, it is clearly also not concerned with everything that could
be considered “language and society”.” The problem, therefore, lies in the draw-
ing of the line between language and society and sociolinguistics. Different
scholars draw the line in different places (p. 1). Trudgill argues that certain types
of language studies are almost entirely sociological in their objectives and seem
to fall outside even the sociology of language. Included in this category are ethno-
methodological studies (see chapter 10) and work by such people as Bernstein
(see chapter 14). For Trudgill, such work is definitely not sociolinguistics, however
defined, since it apparently has no linguistic objectives.

According to Trudgill, certain kinds of work combine insights from sociology
and linguistics. Examples of such work are attempts to deal with the structure
of discourse and conversation (see chapter 12), speech acts (see chapter 12),
studies in the ethnography of speaking (see chapter 10), investigations of such
matters as kinship systems (see chapter 9), studies in the sociology of language,
e.g., bilingualism, code-switching, and diglossia (see particularly chapter 4), and
certain ‘practical’ concerns such as various aspects of teaching and language
behavior in classrooms. While Trudgill considers all such topics to be genuinely
sociolinguistic, he prefers, however, to use that term in a rather different and
somewhat narrower sense. Elsewhere (1995, p. 21), he says that such concerns
are perhaps better subsumed under anthropological linguistics, geolinguistics,
the social psychology of language, and so on.

For Trudgill there is still another category of studies in which investigators
show a concern for both linguistic and social matters. This category consists of
studies which have a linguistic intent. ‘Studies of this type are based on empir-
ical work on language as it is spoken in its social context, and are intended
to answer questions and deal with topics of central interest to linguists’ (1978,
p. 11). These studies are just another way of doing linguistics. Included in this
category are studies of variation and linguistic change (see chapters 6-8), and
the seminal figure is Labov. According to Trudgill, Labov has addressed himself
to issues such as the relationship between language and social class, with his
main objective not to learn more about a particular society or to examine
correlations between linguistic and social phenomena, but to learn more about
language and to investigate topics such as the mechanisms of linguistic change,
the nature of linguistic variability, and the structure of linguistic systems. Trudgill’s
view is that ‘all work in this category is aimed ultimately at improving linguistic
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theory and at developing our understanding of the nature of language’ (1978,
p. 11). For him this is genuine sociolinguistics. Chambers (2002, 2003) voices
a similar view and Downes (1998, p. 9) echoes it: ‘sociolinguistics is that branch
of linguistics which studies just those properties of language and languages
which require reference to social, including contextual, factors in their explana-
tion.” However, in reviewing research on language and society, Downes’ reach
far exceeds that of Trudgill, even that of his glossary of terms (2003, p. 123),
where he characterizes sociolinguistic research as ‘work which is intended to
achieve a better understanding of the nature of human language by studying
language in its social context and/or to achieve a better understanding of the
nature of the relationship and interaction between language and society.’

(A word of warning may be in order. Trudgill, Chambers, Downes, and T -
and many others we will come across — approach sociolinguistics from a back-
ground in linguistics rather than in sociology — or psychology, or feminist studies,
or...Readers should always keep that fact in mind when assessing what we say.)

As I have already indicated in referring earlier to Cameron’s views (1997),
there is also a growing amount of work within a broadly defined sociolinguistics
that takes what I will call an ‘interventionist’ approach to matters that interest
us. This work has been called ‘linguistics with a conscience and a cause, one
which seeks to reveal how language is used and abused in the exercise of power
and the suppression of human rights’ (Widdowson, 1998, p. 136). Two of its
main exponents are Fairclough (1995, 2001) and van Dijk (1993), who champion
an approach called “critical discourse analysis.” This work focuses on how language
is used to exercise and preserve power and privilege in society, how it buttresses
social institutions, and how even those who suffer as a consequence fail to
realize how many things that appear to be ‘natural’ and ‘normal’ are not at all
so. They are not so because it is power relations in society that determine who
gets to say what and who gets to write what. The claim is that politics, medicine,
religion, eduation, law, race, gender, and academia can only be understood for
what they really are within the framework of critical discourse analysis: as
systems that maintain an unequal distribution of wealth, income, status, group
membership, education, and so on. Fairclough (2001, p. 6) expresses what he
sees as the failure of sociolinguistics to deal with such matters as follows:
‘Sociolinguistics is strong on “what?” questions (what are the facts of vari-
ation?) but weak on “why?” and “how?” questions (why are the facts as they
are?; how — in terms of the development of social relationships of power — was
the existing sociolinguistic order brought into being?; how is it sustained?; and
how might it be changed to the advantage of those who are dominated by it?).’

This is very much an ideological view. Its proponents maintain that all lan-
guage use is ideological as are all investigations, i.e., that there is no hope of
an ‘objective’ or ‘neutral’ sociolinguistics. Consequently, critical discourse an-
alysis is ideological and judgmental. It claims the high ground on issues; it is ‘a
resource for people who are struggling against domination and oppression in
its linguistic forms’ (Fairclough, 1995, p. 1). We might well exercise caution
in assessing any claims we find: appeals to what is right tend to short-circuit
genuine scientific inquiry. In chapters 13-15 we will see examples of sociolin-
guistic studies which are definitely interventionist in approach.
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Discussion

1. Ethnomethodology (see chapter 10) is the study of commonsense knowledge
and practical reasoning. To convince yourself that you have such knowledge
and do employ such reasoning, see what happens if you react ‘literally’
when someone next addresses you with such formulaic expressions as
How do you do? or Have a nice day. For example, you can respond What do
you mean, ‘How do I do?’ or How do you define ‘a nice day’? (Be careful!)
You should find that commonsense knowledge tells you not to take every-
thing you hear literally. So far as practical reasoning is concerned, collect
examples of how people actually do reach conclusions, give directions, and
relate actions to consequences or ‘causes’ to ‘effects.” Do they do this in
any ‘scientific’ manner?

2. Bernstein, a British sociologist, has claimed that some children acquire a
somewhat limited exposure to the full range of language use as a result of
their upbringing, and may consequently be penalized in school. What kinds
of evidence would you consider to be relevant to confirming (or disconfirming)
such a claim?

3. Conversations are not simple matters. What can you say about each of the
conversations that follow? Do you see anything you might call ‘structural’ in
some that you do not see in others? How, in particular, does the last “fail’?

a. A. Excuse me!
B. Yes.
A. Gotta match?
B. Sorry!
A. Thanks.
b. A. Gotta match?
B. Nope?
c. A. Excuse me, gotta match?
B. Yes. (offer)
A. (silence)

4. Labov (1970, p. 30) has described the sociology of language as follows:

It deals with large-scale social factors, and their mutual interaction with lan-
guages and dialects. There are many open questions, and many practical prob-
lems associated with the decay and assimilation of minority languages, the
development of stable bilingualism, the standardization of languages and the
planning of language development in newly emerging nations. The linguistic
input for such studies is primarily that a given person or group uses language
X in a social context or domain Y.

What are some of the ‘questions’ and ‘problems’ you see in your society, either
broadly or narrowly defined, that fall within such a sociology of language?
5. As a further instance of a topic that might be covered in the sociology of
language, consider who speaks English in the world, where, and for what
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purposes? You might also contrast what you can find out about the uses of
English with what you can find out about the uses of Latin, Swabhili, French,
Haitian Creole, Basque, and Esperanto.

6. Studies of linguistic variation make use of the concept of the ‘linguistic
variable.” One simple linguistic variable in English is the pronunciation of
the final sound in words like singing, running, fishing, and going (-ing or
-in’) in contexts such as ‘He was singing in the rain,” ‘Running is fun,’
‘It’s a fishing boat,” and ‘Are you going?’ and on various occasions (e.g., in
casual conversation, in formal speech making, or in reading individual words
out aloud). What do you find? How might you try to explain any differ-
ences you find?

Methodological Concerns

Sociolinguistics should encompass everything from considering ‘who speaks (or
writes) what language (or what language variety) to whom and when and to
what end’ (Fishman, 1972b, p. 46), that is, the social distribution of linguistic
items, to considering how a particular linguistic variable (see above) might relate
to the formulation of a specific grammatical rule in a particular language or
dialect, and even to the processes through which languages change. Whatever
sociolinguistics is, it must be oriented toward both data and theory: that is, any
conclusions we come to must be solidly based on evidence. Above all, our
research must be motivated by questions that can be answered in an approved
scientific way. Data collected for the sake of collecting data are of little interest,
since without some kind of focus — that is, without some kind of non-trivial
motive for collection — they can tell us little or nothing. A set of random
observations about how a few people we happen to observe use language cannot
lead us to any useful generalizations about behavior, either linguistic or social.
We cannot be content with ‘butterfly collecting,” no matter how beautiful the
specimens are! We must collect data for a purpose and that purpose should be
to find an answer, or answers, to an interesting question. Questions phrased in
ways that do not allow for some kind of empirical testing have no more than
a speculative interest.

Those who seek to investigate the possible relationships between language
and society must have a twofold concern: they must ask good questions, and
they must find the right kinds of data that bear on those questions. We will
discover how wide the variety of questions and data in sociolinguistics has been:
correlational studies, which attempt to relate two or more variables (e.g., certain
linguistic usages to social-class differences); implicational studies, which suggest
that if X, then Y (e.g., if someone says tess for fests, does he or she also say bes’
for best?); microlinguistic studies, which typically focus on very specific linguistic
items or individual differences and uses and seek possibly wide-ranging lin-
guistic and/or social implications (e.g., the distribution of singing and singin’);
macrolinguistic studies, which examine large amounts of language data to draw
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broad conclusions about group relationships (e.g., choices made in language
planning — see chapter 15); and still other studies, which try to arrive at general-
izations about certain universal characteristics of human communication, e.g.,
studies of conversational structure.

Since sociolinguistics is an empirical science, it must be founded on an adequate
database. As we will see, that database is drawn from a wide variety of sources.
These include censuses, documents, surveys, and interviews. Some data require
the investigator to observe ‘naturally occurring’ linguistic events, e.g., conversa-
tions; others require the use of various elicitation techniques to gain access to
the data we require and different varieties of experimental manipulation, e.g.,
the matched-guise experiments referred to in chapters 4 and 14. Some kinds of
data require various statistical procedures, particularly when we wish to make
statements about the typical behavior of a group, e.g., a social class; other kinds
seem best treated through such devices as graphing, scaling, and categorizing
in non-statistical ways, as in dialect geography (see chapter 6) or the study of
kinship systems (see chapter 9).

A bona fide empirical science sets stringent demands so far as data collecting
and analysis are concerned, demands involving sampling techniques, error esti-
mation, and the confidence level, or the level of significance with which certain
statements can be made, particularly when arguments are based on numbers,
e.g., averages, percentages, or proportions. As we will see (chapters 6-7), socio-
linguists try to meet these statistical demands when they are required. How-
ever, many of the conclusions we can draw from sociolinguistic studies are of a
non-statistical nature and leave no element of doubt. This is because much of
language use is categorical (i.e., something is or is not) rather than statistical
(i.e., some phenomenon occurs with this or that probability). A recurring con-
cern, then, must be with considering the certainty with which we can draw our
conclusions in sociolinguistics. What is the theoretical framework? What are the
relevant data? What confidence can we have in the gathering of the data, and in
the analysis? What do the results really show? How should they be interpreted
in relation to such concepts as ‘identity,” ‘power,” ‘solidarity,” ‘class,” ‘gender,’
etc.? What do we mean by such concepts? How useful are they in trying to
achieve an understanding of how people function in society? What kind of
social theory do we subscribe to? In these respects sociolinguistics is like all
other sciences, so we should expect no less than that these requirements be met.

As part of an attempt to work out a set of principles, or axioms, which sociolin-
guistic investigations should follow, Bell (1976, pp. 187-91), drawing extensively
on the work of Labov, has suggested eight as worthy of consideration:

1. The cumulative principle. The more that we know about language, the more
we can find out about it, and we should not be surprised if our search for
new knowledge takes us into new areas of study and into areas in which
scholars from other disciplines are already working.

2. The uniformation principle. The linguistic processes which we observe to be
taking place around us are the same as those which have operated in the
past, so that there can be no clean break between synchronic (i.e., descrip-
tive and contemporary) matters and diachronic (i.e., historical) ones.
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3. The principle of convergence. The value of new data for confirming or
interpreting old findings is directly proportional to the differences in the ways
in which the new data are gathered; particularly useful are linguistic data
gathered through procedures needed in other areas of scientific investigation.

4. The principle of subordinate shift. When speakers of a non-standard (or
subordinate) variety of language, e.g., a dialect, are asked direct questions
about that variety, their responses will shift in an irregular way toward or
away from the standard (or superordinate) variety, e.g., the standard lan-
guage, so enabling investigators to collect valuable evidence concerning such
matters as varieties, norms, and change.

5. The principle of style-shifting. There are no ‘single-style’ speakers of a lan-
guage, because each individual controls and uses a variety of linguistic styles
and no one speaks in exactly the same way in all circumstances.

6. The principle of attention. ‘Styles’ of speech can be ordered along a single
dimension measured by the amount of attention speakers are giving to their
speech, so that the more ‘aware’ they are of what they are saying, the more
‘formal’ the style will be.

7. The vernacular principle. The style which is most regular in its structure and
in its relation to the history of the language is the vernacular, that relaxed,
spoken style in which the least conscious attention is being paid to speech.

8. The principle of formality. Any systematic observation of speech defines
a context in which some conscious attention will be paid to that speech,
so that it will be difficult, without great ingenuity, to observe the genuine
‘vernacular.’

The last principle accounts for what Labov has called the ‘observer’s paradox.’
He points out (1972b, pp. 209-10) that the aim of linguistic research is to find
out how people talk when they are not being systematically observed, but the
data are available only through systematic observation. Somehow speakers must
have their attention diverted away from the fact that they are being observed so
that the vernacular can emerge. This can happen when speakers become emo-
tional. Labov found that a question like ‘Have you been in a situation where you
were in serious danger of being killed?’ nearly always produces a shift of style
away from careful speech toward the vernacular, thus providing the linguist
with the kinds of data being sought.

The above principles are fundamental to studies in language variation. Other
kinds of studies will require other kinds of principles. Trying to make these
explicit will be one of the tasks I hope to accomplish in the chapters that follow.

Discussion

1. The uniformation principle mentioned above proposes that there is a rela-
tionship between synchronic (i.e., descriptive) and diachronic (i.e., histor-
ical) statements made about a language. There has been a long advocacy in
linguistics for separating the two (see Saussure, 1959, Bloomfield, 1933, and
just about any introductory linguistics text written prior to the mid-1970s).
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Try to discover the reasons that are usually given for such an insistence on
separation.

2. To convince yourself that there are no ‘single-style’ speakers, try for an hour
or two not to vary your speech style as circumstances change. For example,
try to speak to your cat (or dog), your close friends, your teachers, and
complete strangers with exactly the same degree of formality (or informal-
ity), principles of word choice, precision of articulation, and method of
address (e.g., Jobn, Mr Smith, Sir). Report what happened and how you felt
about what you were doing as the setting and participants changed. How
did others react? (Be careful: you might run into difficulties!)

3. For Labov and other sociolinguists the vernacular is very important. What
do you understand by this term? When do you use such a variety? How
easy or difficult is self-observation of that variety?

4. On the whole we will be concerned with the spoken varieties of languages
rather than the written varieties. What are some of the essential differences
between the two? What do linguists mean when they say that the spoken
language is ‘primary’ and the written language is ‘secondary’? How do most
people relate the spoken and written varieties?

Overview

Sociolinguistics brings together linguists and sociologists to investigate matters
of joint concern but they are not the only researchers involved in studies of
language in society. Scholars from a variety of other disciplines have an interest
too, e.g., anthropologists, psychologists, educators, and planners. We will see,
for example, that a number of anthropologists have done work which we can
describe as sociolinguistic in nature, for example in the exploration of kinship
systems. The same may be said of certain psychologists, particularly those con-
cerned with the possible effects of linguistic structure on social and psycholo-
gical behavior. Many educators too must make decisions about matters involving
language, such as the teaching of standard languages and the skills of literacy. As
we will discover in the latter case, some sociolinguists have been quite active in
trying to influence educators in their attitudes toward certain kinds of linguistic
behavior or varieties of language spoken by specific groups of children, such
as the English spoken by certain black inhabitants of many cities in the northern
United States, a variety sometimes referred to as African American Vernacular
English (see chapter 14). Language planners obviously need a considerable amount
of linguistic knowledge in making sound decisions about, for example, which
language or language variety to encourage in certain circumstances, or in any
attempts to standardize a particular language or variety, or to change existing
relationships between languages or varieties. We will observe that there are
many interconnections between sociolinguistics and other disciplines and also
between concerns which are sometimes labeled theoretical and others which
are said to be practical. At the very least, sociolinguistics is a socially relevant
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variety of linguistics, but it is probably much more. You will be able to form
your own views on both issues as we proceed through the various topics treated
in the chapters that follow.

These chapters are organized within four general topics. However, there will
be considerable moving back and forth with cross-referencing within topics and
among topics. Inter-relationships are everywhere and I make no apology for that.

Part I, Languages and Communities, deals with some traditional language
issues: trying to separate languages from dialects and looking at types of re-
gional and social variation within languages (chapter 2); reviewing the phenomena
of pidgins and creoles (chapter 3); conceiving of languages as codes (chapter 4);
and trying to figure out what kinds of ‘groups’ are relevant when we study
language use (chapter 5).

Part II, Inherent Variety, is sometimes regarded as ‘core’ sociolinguistics. Here
the concerns are factors in language variation (chapters 6-7) and what these
might show us about how languages change (chapter 8).

Part III, Words at Work, is concerned with some traditional social and cul-
tural issues: language as a possible shaper of culture (chapter 9); speech in a
broad social context (chapter 10); terms of address and expressions of politeness
and what they mean (chapter 11); and certain essential characteristics of every-
day language, i.e., how utterances can be acts and how conversation works
(chapter 12).

Part IV, Understanding and Intervening, looks into three areas of life in which
sociolinguistics offers us some hope of understanding pressing problems (and
which some sociolinguists argue require our deliberate intervention). Gender, one
of the great ‘growth areas’ in language study, is the first of these (chapter 13).
Education, particularly because certain practices seem to ‘advantage’ some
students and ‘disadvantage’ others, is the second (chapter 14). Language plan-
ning issues, as well as the spread of English and the ‘death’ of many languages,
are the third (chapter 15). Chapter 16 provides a few concluding remarks.

Further Reading

The basic texts, going from roughly less difficult to more difficult, are Spolsky
(1998), Trudgill (1995), Montgomery (1995), Holmes (1992), Romaine (2000),
Hudson (1996), Mesthrie et al. (2000), and Downes (1998). Fasold (1984,
1990) is a two-volume treatment, and Ammon et al. (1987), Coulmas (1997),
and Mesthrie (2001) attempt to provide comprehensive overviews. Murray (1998)
discusses a variety of theoretical issues.

Foley (1997) and Duranti (1997) are good anthropologically oriented treat-
ments of many of the topics that we will deal with. Edwards (1985) is concerned
with a variety of sociological matters and Fairclough writes about power (2001)
and discourse (1995). Cook and Newson (1996) and Seuren (2004) discuss
Chomsky’s linguistic ideas, and Smith (1999) both his linguistic and political
ideas. Crystal (1997) is a very readable reference book on language; Crystal
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(2003a) and McArthur (1992) have lots of interesting observations about English,
and Asher and Simpson (1993) and Bright (1992) are encyclopedic in scope.

Recent books of readings are the two volumes of Trudgill and Cheshire (1998)
and Cheshire and Trudgill (1998), the more comprehensive Coupland and
Jaworski (1997), and Paulston and Tucker (2003).

The basic journals are Language in Society, Journal of Sociolinguistics, and
International Journal of the Sociology of Language.

Duranti (2001), Trudgill (2003), and Swann et al. (2004) offer useful cover-
age of terms found in the sociolinguistic literature.



Part I Languages and
Communities

In language there are only differences.
Ferdinand de Saussure

Strange the difference of men’s talk.
Samuel Pepys

Choice words, and measured phrase, above the reach
Of ordinary men, a stately speech.
William Wordsworth

Correct English is the slang of prigs who write history and essays.
George Eliot

Language is by its very nature a communal thing; that is,
it expresses never the exact thing but a compromise — that which
is common to you, me and everybody.
T. E. Hulme

I include ‘pidgin-English’. .. even though I am referred to in that
splendid language as ‘Fella belong Mrs Queen.’
Prince Philip






2 Languages, Dialects, and Varieties

I stated in the introductory chapter that all languages exhibit internal variation,
that is, each language exists in a number of varieties and is in one sense the sum
of those varieties. But what do we mean by variety? Hudson (1996, p. 22)
defines a variety of language as ‘a set of linguistic items with similar distribu-
tion,” a definition that allows us to say that all of the following are varieties:
Canadian English, London English, the English of football commentaries, and
so on. According to Hudson, this definition also allows us ‘to treat all the
languages of some multilingual speaker, or community, as a single variety, since
all the linguistic items concerned have a similar social distribution.” A variety can
therefore be something greater than a single language as well as something less,
less even than something traditionally referred to as a dialect. Ferguson (1972,
p. 30) offers another definition of variety: ‘any body of human speech patterns
which is sufficiently homogeneous to be analyzed by available techniques of
synchronic description and which has a sufficiently large repertory of elements
and their arrangements or processes with broad enough semantic scope to function
in all formal contexts of communication.” Note the words ‘sufficiently homoge-
neous’ in this last quotation. Complete homogeneity is not required; there is
always some variation whether we consider a language as a whole, a dialect of
that language, the speech of a group within that dialect, or, ultimately, each
individual in that group. Such variation is a basic fact of linguistic life.

Hudson and Ferguson agree in defining variety in terms of a specific set of
‘linguistic items’ or ‘human speech patterns’ (presumably, sounds, words, gram-
matical features, etc.) which we can uniquely associate with some external
factor (presumably, a geographical area or a social group). Consequently, if we
can identify such a unique set of items or patterns for each group in question,
it might be possible to say there are such varieties as Standard English, Cockney,
lower-class New York City speech, Oxford English, legalese, cocktail party
talk, and so on. One important task, then, in sociolinguistics is to determine if
such unique sets of items or patterns do exist. As we proceed we will encounter
certain difficulties, but it is unlikely that we will easily abandon the concept of
‘variety,” no matter how serious these difficulties prove to be.
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Discussion
1. T have just suggested that, although a concept like ‘variety’ is difficult to

define, it may still be useful in sociolinguistic work. Linguists have found such
concepts as ‘sound,’ ‘syllable,” ‘word,’ and ‘sentence’ equally difficult to define
(in contrast to lay usage, in which they are just assumed to be obvious and
uncontroversial). In one sense, linguistics is all about trying to provide
adequate definitions for words such as sound, syllable, word, sentence, and
language. What are some of the problems you are aware of concerning the
linguist’s difficulty with these words and the associated concepts? What
parallels do you see, if any, between these problems and the sociolinguist’s
problem with variety (and the other terms to be used in the remainder of
this chapter)?

Hymes (1974, p. 123) has observed that language boundaries between groups
are drawn not on the basis of the use of linguistic items alone, because
attitudes and social meanings attached to those items also count. He says:

Any enduring social relationship or group may come to define itself by selec-
tion and/or creation of linguistic features, and a difference of accent may be
as important at one boundary as a difference of grammar at another. Part of
the creativity of users of languages lies in the freedom to determine what and
how much linguistic difference matters.

How does this inter-relationship between linguistic items and the social
evaluations of such items apply in how we regard each of the following
pronunciations?

butter, budder, bu’er

fishing, fishin’

farm, fahm

width pronounced like wit, like with

Cuba pronounced as Cuber

ate pronounced like eight, like et

been pronounced like bean, like bin

mischievous pronounced with four syllables (i.e., as mischievious)
aluminum, aluminium

police, guitar, Détroit (with the stress as indicated)

TrEE e po o

And each of the following utterances?

He hurt hisself.

He done it.

He dove in.

He run away last week.

It looks like it’s going to rain.
To whom did you give it?
She’s taller than me now.

e a0 o
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Yesterday he laid down after lunch for an hour.
Can I leave the room?

He ain’t got no money left.

Try and do it soon.

Between you and me, I don’t like it.
There’s twenty dollars for you to spend.
She invited Sally and I to the party.

I wants it.

You done it, did you?

Stand over by them boys.

Is he the one what said it?

They don’t learn you nothing there.

P RLeT OB T ATEE

Language and Dialect

For many people there can be no confusion at all about what language they
speak. For example, they are Chinese, Japanese, or Korean and they speak
Chinese, Japanese, and Korean respectively. It is as simple as that; language and
ethnicity are virtually synonymous (Coulmas, 1999). A Chinese may be surprised
to find that another person who appears to be Chinese does not speak Chinese,
and some Japanese have gone so far as to claim not to be able to understand
Caucasians who speak fluent Japanese. Just as such a strong connection between
language and ethnicity may prove to be invaluable in nation-building, it can also
be fraught with problems when individuals and groups seek to realize some other
identity, e.g., to be both Chinese and American, or to be Canadian rather than
Korean-Canadian. As we will see (p. 368), many Americans seem particularly
reluctant to equate language with ethnicity in their own case: although they
regard English as the ‘natural’ language of Americans, they do not consider
American to be an ethnic label. The results may be the same; only the reasons
differ.

Most speakers can give a name to whatever it is they speak. On occasion, some
of these names may appear to be strange to those who take a scientific interest
in languages, but we should remember that human naming practices often have
a large ‘unscientific’ component to them. Census-takers in India find themselves
confronted with a wide array of language names when they ask people what
language or languages they speak. Names are not only ascribed by region, which
is what we might expect, but sometimes also by caste, religion, village, and so
on. Moreover, they can change from census to census as the political and social
climate of the country changes.

While people do usually know what language they speak, they may not always
lay claim to be fully qualified speakers of that language. They may experience
difficulty in deciding whether what they speak should be called a language proper
or merely a dialect of some language. Such indecision is not surprising: exactly
how do you decide what is a language and what is a dialect of a language? What
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criteria can you possibly use to determine that, whereas variety X is a language,
variety Y is only a dialect of a language? What are the essential differences
between a language and a dialect?

Haugen (1966a) has pointed out that language and dialect are ambiguous
terms. Ordinary people use these terms quite freely in speech; for them a dialect
is almost certainly no more than a local non-prestigious (therefore powerless)
variety of a real language. In contrast, scholars often experience considerable
difficulty in deciding whether one term should be used rather than the other in
certain situations. As Haugen says, the terms ‘represent a simple dichotomy in
a situation that is almost infinitely complex.” He points out that the confusion
goes back to the Ancient Greeks. The Greek language that we associate with
Ancient Greece was actually a group of distinct local varieties (Ionic, Doric, and
Attic) descended by divergence from a common spoken source with each variety
having its own literary traditions and uses, e.g., lonic for history, Doric for choral
and lyric works, and Attic for tragedy. Later, Athenian Greek, the koiné — or
‘common’ language — became the norm for the spoken language as the various
spoken varieties converged on the dialect of the major cultural and administrative
center. Haugen points out (p. 923) that the Greek situation has provided the
model for all later usages of the two terms with the resulting ambiguity. Lan-
guage can be used to refer either to a single linguistic norm or to a group of
related norms, and dialect to refer to one of the norms.

The situation is further confused by the distinction the French make between
un dialecte and un patois. The former is a regional variety of a language that
has an associated literary tradition, whereas the latter is a regional variety that
lacks such a literary tradition. Therefore patois tends to be used pejoratively; it
is regarded as something less than a dialect because of its lack of an associated
literature. Even a language like Breton, a Celtic language still spoken in parts
of Brittany, is called a patois because of its lack of a strong literary tradition and
the fact that it is not some country’s language. However, dialecte in French, like
Dialekt in German, cannot be used in connection with the standard language,
i.e., no speaker of French considers Standard French to be a dialect of French.
In contrast, it is not uncommon to find references to Standard English being a
dialect — admittedly a very important one — of English.

Haugen points out that, while speakers of English have never seriously adopted
patois as a term to be used in the description of language, they have tried to
employ both language and dialect in a number of conflicting senses. Dialect is
used both for local varieties of English, e.g., Yorkshire dialect, and for various
types of informal, lower-class, or rural speech. ‘In general usage it therefore
remains quite undefined whether such dialects are part of the “language” or
not. In fact, the dialect is often thought of as standing outside the language. . ..
As a social norm, then, a dialect is a language that is excluded from polite
society’ (pp. 924-5). It is often equivalent to nonstandard or even substandard,
when such terms are applied to language, and can connote various degrees of
inferiority, with that connotation of inferiority carried over to those who speak
a dialect.

We can observe too that questions such as “Which language do you speak?’
or ‘Which dialect do you speak?” may be answered quite differently by people



Languages, Dialects, and Varieties 29

who appear to speak in an identical manner. As Gumperz (1982a, p. 20) has
pointed out, many regions of the world provide plenty of evidence for what he
calls ‘a bewildering array of language and dialect divisions.” He adds: ‘socio-
historical factors play a crucial role in determining boundaries. Hindi and Urdu
in India, Serbian and Croatian in Yugoslavia [of that date], Fanti and Twi in
West Africa, Bokmal and Nynorsk in Norway, Kechwa and Aimara in Peru, to
name just a few, are recognized as discrete languages both popularly and in law,
yet they are almost identical at the level of grammar. On the other hand, the
literary and colloquial forms of Arabic used in Iraq, Morocco, and Egypt, or the
Welsh of North and South Wales, the local dialects of Rajasthan and Bihar in
North India are grammatically quite separate, yet only one language is recog-
nized in each case.’

The Hindi—Urdu situation that Gumperz mentions is an interesting one. Hindi
and Urdu are the same language, but one in which certain differences are becom-
ing more and more magnified for political and religious reasons. Hindi is written
left to right in the Devanagari script, whereas Urdu is written right to left in the
Arabic—Persian script. Whereas Hindi draws on Sanskrit for its borrowings, Urdu
draws on Arabic and Persian sources. Large religious and political differences
make much of small linguistic differences. The written forms of the two vari-
eties, particularly those favored by the elites, also emphasize these differences.
They have become highly symbolic of the growing differences between India and
Pakistan. (We should note that the situation in India and Pakistan is in almost
direct contrast to that which exists in China, where mutually unintelligible
Chinese languages (called ‘dialects’ by the Chinese themselves) are united through
a common writing system and tradition.)

Gumperz (1971, pp. 56-7) points out that everyday living in parts of India,
particularly in the large cities and among educated segments of those commun-
ities, requires some complex choices involving the distinction between Hindi and
Urdu:

Since independence Hindi has become compulsory in schools, but Urdu continues
to be used extensively in commerce, and the Ghazal, the best known form of Urdu
poetry, is universally popular. If we look at the modern realist Hindi writers, we
find that they utilize both Sanskrit and Persian borrowings. The juxtaposition of
the two styles serves to express subtle shades of meaning and to lend reality to their
writings. Similarly on the conversational level the use of Hindi and Urdu forms is
not simply a matter of birth and education. But, just as it is customary for individuals
to alternate between dialect and standard depending on the social occasion, so
when using the standard itself the speaker may select from a range of alternatives.
Hindi and Urdu therefore might best be characterized not in terms of actual speech,
but as norms or ideal behavior in the sociologist’s sense. The extent to which a
speaker’s performance in a particular communication situation approximates the
norm is a function of a combination of factors such as family background, regional
origin, education and social attitude and the like.

So far as everyday use is concerned, therefore, it appears that the boundary
between the spoken varieties of Hindi and Urdu is somewhat flexible and one
that changes with circumstances. This is exactly what we would expect: there
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is considerable variety in everyday use but somewhere in the background there
is an ideal that can be appealed to, proper Hindi or proper Urdu.

In the first of the two quotations from Gumperz there is a reference to
Yugoslavia, a country now brutally dismembered by the instruments of ethnicity,
language, and religion. Within the old Yugoslavia Serbs and Croats failed to
agree on most things and after the death of President Tito the country, slowly
at first and then ever more rapidly later, fell into a fatal divisiveness. Slovenians
and Macedonians excised themselves most easily, but the Serbs and the Croats
were not so lucky. Linguistically, Serbo-Croatian is a single South Slav language
but one used by two groups of people, the Serbs and Croats, with somewhat
different historical, cultural, and religious backgrounds. There is a third group
in Bosnia, a Muslim group, who also speak Serbo-Croatian, and their existence
further compounded the problems and increased the eventual bloodshed. Finally,
there is a very small Montenegrin group. The Serbian and Croatian varieties of
Serbo-Croatian are known as srpski and srpskohrvatski respectively. The actual
differences between them involve different preferences in vocabulary rather
than differences in pronunciation or grammar. That is, Serbs and Croats often
use different words for the same concepts, e.g., Serbian varos and Croatian grad
for ‘train.” The varieties are written in different scripts (Roman for Croatian and
Cyrillic for Serbian), which also reflect the different religious loyalties of Croats
and Serbs (Catholic and Orthodox). As conflict grew, differences became more
and more important and the country and the language split apart. Now in Serbia
people speak Serbian just as they speak Croatian in Croatia. Serbo-Croatian no
longer exists as a language of the Balkans. And now that there is a separate
Bosnia the Bosnians call their variety bosanski and Montenegrins call their
variety crnogorski (Carmichael, 2002, p. 236, and Greenberg, 2004).

In direct contrast to the above situation, we can observe that the loyalty of
a group of people need not necessarily be determined by the language they
speak. Although the majority of the people in Alsace are speakers of a variety
of German insofar as the language of their home-life is concerned, their loyalty
is unquestionably toward France. They look west not east for national leader-
ship and they use French, not German, as the language of mobility and higher
education. However, everyday use of Alsatian is a strong marker of local identity;
it is an important part of being Alsatian in France. We can contrast this situation
with that in another area of France. In Brittany a separatist movement, that is,
a movement for local autonomy if not complete independence, is centered on
Breton, a language which, unfortunately for those who speak it, is in serious
decline. Breton identity no longer has the support of widespread use of the
language.

The various relationships among languages and dialects discussed above can
be used to show how the concepts of ‘power’ and ‘solidarity’ help us understand
what is happening. Power requires some kind of asymmetrical relationship
between entities: one has more of something that is important, e.g. status,
money, influence, etc., than the other or others. A language has more power
than any of its dialects. It is the powerful dialect but it has become so because
of non-linguistic factors. Standard English and Parisian French are good examples.
Solidarity, on the other hand, is a feeling of equality that people have with one
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another. They have a common interest around which they will bond. A feeling
of solidarity can lead people to preserve a local dialect or an endangered language
to resist power, or to insist on independence. It accounts for the persistence of
local dialects, the modernization of Hebrew, and the separation of Serbo-Croatian
into Serbian and Croatian.

The language—dialect situation along the border between the Netherlands and
Germany is an interesting one. Historically, there was a continuum of dialects of
one language, but the two that eventually became standardized as the languages
of the Netherlands and Germany, Standard Dutch and Standard German, are not
mutually intelligible, that is, a speaker of one cannot understand a speaker of
the other. In the border area speakers of the local varieties of Dutch and German
still exist within that dialect continuum (see p. 45) and remain largely intelligible
to one another, yet the people on one side of the border say they speak a variety
of Dutch and those on the other side say they speak a variety of German. The
residents of the Netherlands look to Standard Dutch for their model; they read
and write Dutch, are educated in Dutch, and watch television in Dutch. Con-
sequently, they say they use a local variety, or dialect, of Dutch in their daily
lives. On the other side of the border, German replaces Dutch in all equivalent
situations. The interesting linguistic fact, though, is that there are more similar-
ities between the local varieties spoken on each side of the border than between
the one dialect (of Dutch?) and Standard Dutch and the other dialect (of German?)
and Standard German, and more certainly than between that dialect and the
south German, Swiss, and Austrian dialects of German. However, it is also
of interest to note (Kremer, 1999) that younger speakers of Dutch in this area
of the Netherlands are more conscious of the standard language border than
older speakers. Apparently, their Dutch identity triumphs over any linguistic
connections they have with speakers of the same dialect over the national
border.

Gumperz has suggested some of the confusions that result from popular uses
of the terms language and dialect. To these we can add the situation in Scandinavia
as further evidence. Danish, Norwegian (actually two varieties), and Swedish are
recognized as different languages, yet if you speak any one of them you will
experience little difficulty in communicating while traveling in Scandinavia (ex-
cluding, of course, Finland, or at least the non-Swedish-speaking parts of that
country). Danish and Norwegian share much vocabulary but differ considerably
in pronunciation. In contrast, there are considerable vocabulary differences
between Swedish and Norwegian but they are similar in pronunciation. Both
Danes and Swedes claim good understanding of Norwegian. However, Danes
claim to comprehend Norwegians much better than Norwegians claim to
comprehend Danes. The poorest mutual comprehension is between Danes and
Swedes and the best is between Norwegians and Swedes. These differences in
mutual intelligibility appear to reflect power relationships: Denmark long dom-
inated Norway, and Sweden is today the most influential country in the region
and Denmark the least powerful.

A somewhat similar situation exists in the relationship of Thai and Lao. The
Laos understand spoken Thai and hear Thai constantly on radio and television.
Educated Laos can also read written Thai. However, Thais do not readily



32 Languages, Dialects, and Varieties

understand spoken Lao nor do they read the written variety. Lao is a low-
prestige language so far as Thais are concerned; in contrast, Thai has high
prestige in Laos. Thais, therefore, are unwilling to expend effort to understand
Lao, whereas Laos are willing to make the extra effort to understand Thai.

If we turn our attention to China, we will find that speakers of Cantonese and
Mandarin will tell you that they use the same language. However, if one speaker
knows only Cantonese and the other only Mandarin, they will not be able to
converse with each other: they actually speak different languages, certainly as
different as German and Dutch and even Portuguese and Italian. If the speakers
are literate, however, they will be able to communicate with each other through
a shared writing system. They will almost certainly insist that they speak dif-
ferent dialects of Chinese, not different languages, for to the Chinese a shared
writing system and a strong tradition of political, social, and cultural unity form
essential parts of their definition of language.

The situation can become even more confused. A speaker of Cockney, a
highly restricted London variety of English, may find it difficult to communicate
with natives of the Ozark Mountains in the United States. Do they therefore
speak separate languages? Is there one English language spoken in Britain and
another, American, spoken in the New World? The American writer Mencken
(1919) had very definite views that the varieties spoken on the two sides of the
Atlantic were sufficiently distinctive to warrant different appellations. It is also
not unusual to find French translations of American books described on their
title pages as translations from ‘American’ rather than ‘English.’ Is there a bona
fide separate Scottish variety of English? There was before the crowns and
parliaments were united several centuries ago. However, today there is no clear
answer to that question as the power relationship between England and Scotland
fluctuates and the issue of language differences is but one of many that must be
dealt with. Is the French of Quebec a dialect of Standard (continental) French,
or should we regard it as a separate language, particularly after a political
separation of well over two centuries? Is Haitian Creole (see p. 84) a variety of
French, or is it an entirely separate language, and if so in what ways is it
separate and different? How do the different varieties of English spoken in
Jamaica (see p. 81) relate to other varieties of English? Or is that question really
answerable? What, above all, is English? How can we define it as something
apart from what Speaker A uses, or Speaker B, or Speaker C? If it is something
A, B, and C share, just what is it that they do share?

We undoubtedly agree that this book is written in English and that English
is a language, but we may be less certain that various other things we see written
or hear spoken in what is called English should properly be regarded as English
rather than as dialects or varieties of English, perhaps variously described as
Indian English, Australian English, New York English, West Country English,
African American Vernacular English, nonstandard English, BBC English, and
so on. A language then would be some unitary system of linguistic commun-
ication which subsumes a number of mutually intelligible varieties. It would
therefore be bigger than a single dialect or a single variety. However, that cannot
always be the case, for some such systems used by very small numbers of
speakers may have very little internal variation. Yet each must be a language,
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for it is quite unlike any other existing system. Actually, neither the requirement
that there be internal variation nor the ‘numbers game,” i.e., that a language
must somehow be ‘bigger’ than a dialect, offers much help. Many languages
have only a handful of speakers; several have actually been known to have had
only a single remaining speaker at a particular point in time and the language
has ‘died” with that speaker.

Still another difficulty arises from the fact that the terms language and dialect
are also used in an historical sense. It is possible to speak of languages such as
English, German, French, Russian, and Hindi as Indo-European dialects. In this
case the assumption is that there was once a single language, Indo-European,
that the speakers of that language (which may have had various dialects) spread
to different parts of the world, and that the original language eventually diverged
into the various languages we subsume today under the Indo-European family
of languages. However, we should also be aware that this process of divergence
was not as clean-cut as this classical neo-grammarian model of language differ-
entiation suggests. (In such a model all breaks are clean, and once two varieties
diverge they lose contact with each other.) Processes of convergence must also
have occurred, even of convergence among entirely unrelated languages (that is,
languages without any ‘family’ resemblance). For example, Indo-European and
Dravidian languages have influenced each other in southern India and Sri Lanka,
and in the Balkans there is considerable evidence of the spread of common
features across languages such as Albanian, Greek, Turkish, and several Slavic
languages. In such situations, language and dialect differences become further
obscured, particularly when many speakers are also likely to be multilingual.

Perhaps some of the difficulties we have with trying to define the term language
arise from trying to subsume various different types of systems of communica-
tion under that one label. An alternative approach might be to acknowledge that
there are different kinds of languages and attempt to discover how languages can
differ from one another yet still be entities that most of us would want to call
languages rather than dialects. It might then be possible to define a dialect as
some sub-variety of one or more of these entities.

One such attempt (see Bell, 1976, pp. 147-57) has listed seven criteria that
may be useful in discussing different kinds of languages. According to Bell, these
criteria (standardization, vitality, historicity, autonomy, reduction, mixture, and
de facto norms) may be used to distinguish certain languages from others. They
also make it possible to speak of some languages as being more ‘developed’ in
certain ways than others, thus addressing a key issue in the language-dialect
distinction, since speakers usually feel that languages are generally ‘better’ than
dialects in some sense.

Standardization refers to the process by which a language has been codified
in some way. That process usually involves the development of such things as
grammars, spelling books, and dictionaries, and possibly a literature. We can
often associate specific items or events with standardization, e.g., Wycliffe’s and
Luther’s translations of the Bible into English and German, respectively, Caxton’s
establishment of printing in England, and Dr Johnson’s dictionary of English
published in 1755. Standardization also requires that a measure of agreement
be achieved about what is in the language and what is not. Once we have such
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a codification of the language we tend to see it as almost inevitable, the result
of some process come to fruition, one that has also reached a fixed end point.
Change, therefore, should be resisted since it can only undo what has been done
so laboriously. Milroy (2001, p. 537) characterizes the resulting ideology as
follows: “The canonical form of the language is a precious inheritance that has
been built up over the generations, not by the millions of native speakers, but
by a select few who have lavished loving care upon it, polishing, refining, and
enriching it until it has become a fine instrument of expression (often these are
thought to be literary figures, such as Shakespeare). This is a view held by
people in many walks of life, including plumbers, politicians and professors of
literature. It is believed that if the canonical variety is not universally supported
and protected, the language will inevitably decline and decay.’

Once a language is standardized it becomes possible to teach it in a deliberate
manner. It takes on ideological dimensions — social, cultural, and sometimes
political — beyond the purely linguistic ones. In Fairclough’s words (2001, p. 47)
it becomes ‘part of a much wider process of economic, political and cultural
unification . . . of great . . . importance in the establishment of nationhood, and the
nation-state is the favoured form of capitalism.” According to these criteria, both
English and French are quite obviously standardized, Italian somewhat less so,
and the variety known as African American Vernacular English (see chapter 14)
not at all.

Haugen (1966a) has indicated certain steps that must be followed if one variety
of a language is to become the standard for that language. In addition to what
he calls the ‘formal’ matters of codification and elaboration, the former referring
to the development of such things as grammars and dictionaries and the latter
referring to the use of the standard in such areas as literature, the courts, edu-
cation, administration, and commerce, Haugen says there are important matters
to do with ‘function.” For example, a norm must be selected and accepted because
neither codification nor elaboration is likely to proceed very far if the community
cannot agree on some kind of model to act as a norm. That norm is also likely to
be — or to become — an idealized norm, one that users of the language are asked
to aspire to rather than one that actually accords with their observed behavior.

Selection of the norm may prove difficult because choosing one vernacular as
a norm means favoring those who speak that variety. It also diminishes all the
other varieties and possible competing norms, and those who use those varieties.
The chosen norm inevitably becomes associated with power and the rejected
alternatives with lack of power. Not surprisingly, it usually happens that a
variety associated with an elite is chosen. Attitudes are all-important, however.
A group that feels intense solidarity may be willing to overcome great linguistic
differences in establishing a norm, whereas one that does not have this feeling
may be unable to overcome relatively small differences and be unable to agree
on a single variety and norm. Serbs and Croats were never able to agree on a
norm, particularly as other differences reinforced linguistic ones. In contrast, we
can see how Indonesia and Malaysia are looking for ways to reduce the differences
between their languages, with their common Islamic bond a strong incentive.

The standardization process itself performs a variety of functions (Mathiot
and Garvin, 1975). It unifies individuals and groups within a larger community
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while at the same time separating the community that results from other com-
munities. Therefore, it can be employed to reflect and symbolize some kind of
identity: regional, social, ethnic, or religious. A standardized variety can also be
used to give prestige to speakers, marking off those who employ it from those
who do not, i.e., those who continue to speak a nonstandard variety. It can
therefore serve as a kind of goal for those who have somewhat different norms;
Standard English and Standard French are such goals for many whose norms are
dialects of these languages. However, as we will see (particularly in chapters 6-
8), these goals are not always pursued and may even be resisted.

It still may not be at all easy for us to define Standard English because of
a failure to agree about the norm or norms that should apply. For example,
Trudgill (1995, pp. 5-6) defines Standard English as follows (note his use of
‘usually’ and ‘normally’ in this definition):

Standard English is that variety of English which is usually used in print, and
which is normally taught in schools and to non-native speakers learning the lan-
guage. It is also the variety which is normally spoken by educated people and used
in news broadcasts and other similar situations. The difference between standard
and nonstandard, it should be noted, has nothing in principle to do with differ-
ences between formal and colloquial language, or with concepts such as ‘bad
language.” Standard English has colloquial as well as formal variants, and Standard
English speakers swear as much as others.

Historically, the standard variety of English is based on the dialect of English
that developed after the Norman Conquest resulted in the permanent removal
of the Court from Winchester to London. This dialect became the one preferred
by the educated, and it was developed and promoted as a model, or norm, for
wider and wider segments of society. It was also the norm that was carried
overseas, but not one unaffected by such export. Today, Standard English is
codified to the extent that the grammar and vocabulary of English are much the
same everywhere in the world: variation among local standards is really quite
minor, being differences of ‘flavor’ rather than of ‘substance,’ so that the Singapore,
South African, and Irish varieties are really very little different from one another
so far as grammar and vocabulary are concerned. Indeed, Standard English is
so powerful that it exerts a tremendous pressure on all local varieties, to the
extent that many of the long-established dialects of England and the Lowlands
English of Scotland have lost much of their vigor. There is considerable pressure
on them to converge toward the standard. This latter situation is not unique to
English: it is also true in other countries in which processes of standardization
are under way. It does, however, sometimes create problems for speakers who
try to strike some kind of compromise between local norms and national, even
supranational, ones.

Governments sometimes very deliberately involve themselves in the standard-
ization process by establishing official bodies of one kind or another to regulate
language matters or to encourage changes felt to be desirable. One of the most
famous examples of an official body established to promote the language of a
country was Richelieu’s establishment of the Académie Francgaise in 1635. Founded
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at a time when a variety of languages existed in France, when literacy was confined
to a very few, and when there was little national consciousness, the Académie
Francaise faced an unenviable task: the codification of French spelling, vocabulary,
and grammar. Its goal was to fashion and reinforce French nationality, a most
important task considering that, even two centuries later in the early nineteenth
century, the French of Paris was virtually unknown in many parts of the country,
particularly in the south. Similar attempts to found academies in England and
the United States for the same purpose met with no success, individual dictionary-
makers and grammar-writers having performed much the same function for
English. Since both French and English are today highly standardized, one might
question whether such academies serve a useful purpose, yet it is difficult to
imagine France without the Académie Francaise: it undoubtedly has had a con-
siderable influence on the French people and perhaps on their language.

Standardization is sometimes deliberately undertaken quite rapidly for polit-
ical reasons. In the nineteenth century Finns developed their spoken language to
make it serve a complete set of functions. They needed a standardized language
to assert their independence from both Swedes and Russians. They succeeded in
their task so that now the Finnish language has become a strong force in the
nation’s political life and a strong marker of Finnish identity among Germanic
tongues on the one side and Slavic tongues on the other. In the twentieth cen-
tury the Turks under Atatiirk were likewise successful in their attempt to both
standardize and ‘modernize’ Turkish. Today, we can see similar attempts at rapid
standardization in countries such as India (Hindi), Israel (Hebrew), Papua New
Guinea (Tok Pisin), Indonesia (Bahasa Indonesia), and Tanzania (Swabhili). In
each case a language or a variety of a language had to be selected, developed in
its resources and functions, and finally accepted by the larger society. As we
have seen, standardization is an ideological matter. Williams (1992, p. 146) calls
it ‘a sociopolitical process involving the legitimisation and institutionalisation
of a language variety as a feature of sanctioning of that variety as socially
preferable.” It creates a preferred variety of a language, which then becomes the
winner in a struggle for dominance. The dispreferred varieties are losers.

The standardization process occasionally results in some languages actually
achieving more than one standardized variety. Norwegian is a good example with
its two standards, Nynorsk and Bokmal. In this case there is a special problem,
that of trying to unify the two varieties in a way that pleases everyone. Some
kind of unification or amalgamation is now official government policy (see
pp. 373-4). Countries with two or more competing languages that cannot
possibly be unified may tear themselves apart, as we saw in Yugoslavia, or
periodically seem to come very close to doing that, as with Belgium and Canada
(see chapter 15).

Standardization is also an ongoing matter, for only ‘dead’ languages like Latin
and Classical Greek are standardized for all time. Living languages change and
the standardization process is necessarily an ongoing one. It is also one that may
be described as more advanced in languages like French or German and less
advanced in languages like Bahasa Indonesia and Swahili.

Hindi is still in the process of being standardized in India. That process is
hindered by widespread regional resistance to Hindi out of the fear that regional
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languages may be submerged or, if not submerged, quite diminished. So far as
standardization is concerned, there are problems with accepting local varieties,
and with developing and teaching the existing standard as though it were a
classical language like Sanskrit and downplaying it as a living language. Hindi
is still often taught much like Latin in schools in the West; it is in many places
an underused second language at best; children are not encouraged ‘to play in
Hindi,” and teachers rarely employ Hindi as a language of instruction. Likewise,
the kinds of literature available in Hindi are still very limited, there being short-
ages of everyday reading materials that might appeal to the young, e.g., comic
books, mystery stories, and collections of folk tales. Consequently, the process
of the standardization of a ‘living’ Hindi is proving to be a slow one.

The standardization process is also obviously one that attempts either to reduce
or to eliminate diversity and variety. However, there may well be a sense in which
such diversity and variety are ‘natural’ to all languages, assuring them of their
vitality and enabling them to change (see chapter 8). To that extent, standard-
ization imposes a strain on languages or, if not on the languages themselves, on
those who take on the task of standardization. That may be one of the reasons
why various national academies have had so many difficulties in their work: they
are essentially in a no-win situation, always trying to ‘fix’ the consequences of
changes that they cannot prevent, and continually being compelled to issue new
pronouncements on linguistic matters. Unfortunately, those who think you can
standardize and ‘fix’ a language for all time are often quite influential. They
often find ready access to the media, there to bewail the fact that English, for
example, is becoming ‘degenerate’ and ‘corrupt,” and to advise us to return to
what they regard as a more perfect past. They may also resist what they con-
sider to be ‘dangerous’ innovations, e.g., the translation of a sacred book into
a modern idiom or the issue of a new dictionary. Since the existence of internal
variation is one aspect of language and the fact that all languages keep changing
is another, we cannot be too sympathetic to such views.

Vitality, the second of Bell’s seven criteria, refers to the existence of a living
community of speakers. This criterion can be used to distinguish languages that
are ‘alive’ from those that are ‘dead.” Two Celtic languages of the United King-
dom are now dead: Manx, the old language of the Isle of Man, and Cornish.
Manx died out after World War II, and Cornish disappeared at the end of the
eighteenth century, one date often cited being 1777, when the last known speaker,
Dorothy Pentreath of Mousehole, died. Many of the aboriginal languages of the
Americas are also dead. Latin is dead in this sense too for no one speaks it as
a native language; it exists only in a written form frozen in time, pronounced
rather than spoken, and studied rather than used.

Once a language dies it is gone for all time and not even the so-called revival
of Hebrew contradicts that assertion. Hebrew always existed in a spoken form
as a liturgical language, as did Latin for centuries. Modern Hebrew is an out-
growth of this liturgical variety. It is after all ‘Modern’ Hebrew and the necessary
secularization of a liturgical language to make it serve the purposes of modern
life has not been an easy and uncontroversial matter. Many languages, while not
dead yet, nevertheless are palpably dying: the number of people who speak them
diminishes drastically each year and the process seems irreversible, so that the
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best one can say of their vitality is that it is flagging. For example, the French
dialects spoken in the Channel Islands of Jersey, Guernsey, and Sark are rapidly
on their way to extinction. Each year that passes brings a decrease in the number
of languages spoken in the world (see pp. 378-9).

We should note that a language can remain a considerable force even after it
is dead, that is, even after it is no longer spoken as anyone’s first language and
exists almost exclusively in one or more written forms, knowledge of which is
acquired only through formal education. Classical Greek and Latin still have
considerable prestige in the Western world, and speakers of many modern lan-
guages continue to draw on them in a variety of ways. Sanskrit is important in
the same way to speakers of Hindi; Classical Arabic provides a unifying force
and set of resources in the Islamic world; and Classical Chinese has consider-
ably influenced not only modern Chinese but also Japanese and Korean. Such
influences cannot be ignored, because the speakers of languages subject to
such influences are generally quite aware of what is happening: we can even say
that such influence is part of their knowledge of the language. We can also
periodically observe deliberate attempts to throw off an influence perceived to
be alien: for example, Atatiirk’s largely successful attempt to reduce the Arabic
influence on Turkish, and periodic attempts to ‘purify’ languages such as French
and German of borrowings from English. While in the case of Hebrew, a language
used only in a very restricted way for religious observances was successfully
expanded for everyday use, we should note that a similar attempt to revitalize
Gaelic in Ireland has been almost a complete failure.

Historicity refers to the fact that a particular group of people finds a sense of
identity through using a particular language: it belongs to them. Social, political,
religious, or ethnic ties may also be important for the group, but the bond
provided by a common language may prove to be the strongest tie of all. In the
nineteenth century a German nation was unified around the German language
just as in the previous century Russians had unified around a revitalized Russian
language. Historicity can be long-standing: speakers of the different varieties of
colloquial Arabic make much of a common linguistic ancestry, as obviously do
speakers of Chinese. It can also, as with Hebrew, be appealed to as a unifying
force among a threatened people.

Autonomy is an interesting concept because it is really one of feeling. A language
must be felt by its speakers to be different from other languages. However, this
is a very subjective criterion. Ukrainians say their language is quite different
from Russian and deplored its Russification when they were part of the Soviet
Union. Some speakers of African American Vernacular English (see chapter 14)
maintain that their language is not a variety of English but is a separate language
in its own right and refer to it as Ebonics. In contrast, speakers of Cantonese and
Mandarin deny that they speak different languages: they maintain that Cantonese
and Mandarin are not autonomous languages but are just two dialects of Chinese.
As we will see (chapter 3), creole and pidgin languages cause us not a few problems
when we try to apply this criterion: how autonomous are such languages?

Reduction refers to the fact that a particular variety may be regarded as a
sub-variety rather than as an independent entity. Speakers of Cockney will
almost certainly say that they speak a variety of English, admit that they are not
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representative speakers of English, and recognize the existence of other varieties
with equivalent subordinate status. Sometimes the reduction is in the kinds of
opportunities afforded to users of the variety. For example, there may be a reduc-
tion of resources; that is, the variety may lack a writing system. Or there may
be considerable restrictions in use; e.g., pidgin languages are very much reduced
in the functions they serve in society in contrast to standardized languages.

Mixture refers to feelings speakers have about the ‘purity’ of the variety they
speak. This criterion appears to be more important to speakers of some languages
than of others, e.g., more important to speakers of French and German than to
speakers of English. However, it partly explains why speakers of pidgins and creoles
have difficulty in classifying what they speak as full languages: these varieties
are, in certain respects, quite obviously ‘mixed,” and the people who speak them
often feel that the varieties are neither one thing nor another, but rather are debased,
deficient, degenerate, or marginal varieties of some other standard language.

Finally, having de facto norms refers to the feeling that many speakers have
that there are both ‘good’ speakers and ‘poor’ speakers and that the good
speakers represent the norms of proper usage. Sometimes this means focusing on
one particular sub-variety as representing the ‘best’ usage, e.g., Parisian French
or the Florentine variety of Italian. Standards must not only be established (by
the first criterion above), they must also be observed. When all the speakers of
a language feel that it is badly spoken or badly written almost everywhere, that
language may have considerable difficulty in surviving; in fact, such a feeling is
often associated with a language that is dying. Concern with the norms of
linguistic behavior, ‘linguistic purism’ (see Thomas, 1991), may become very
important among specific segments of society. For example, so far as English is
concerned, there is a very profitable industry devoted to telling people how they
should behave linguistically, what it is ‘correct’ to say, what to avoid saying, and
so on (see Baron, 1982, Cameron, 1995, and Wardhaugh, 1999). As we will see
(chapters 7-8), people’s feelings about norms have important consequences for
an understanding of both variation and change in language.

If we apply the above criteria to the different varieties of speech we observe in
the world, we will see that not every variety we may want to call a language has
the same status as every other variety. English is a language, but so are Dogrib,
Haitian Creole, Ukrainian, Latin, Tok Pisin, and Chinese. Each satisfies a differ-
ent sub-set of criteria from our list. Although there are important differences
among them, we would be loath to deny that any one of them is a language. They
are all equals as languages, but that does not necessarily mean that all languages
are equal! The first is a linguistic judgment, the second a social one.

As we have just seen, trying to decide whether something is or is not a language
or in what ways languages are alike and different can be quite troublesome.
However, we usually experience fewer problems of the same kind with regard
to dialects. There is usually little controversy over the fact that they are either
regional or social varieties of something that is widely acknowledged to be a
language. That is true even of the relationship of Cantonese and Mandarin to
Chinese if the latter is given a ‘generous’ interpretation as a language.

Some people are also aware that the standard variety of any language is
actually only the preferred dialect of that language: Parisian French, Florentine
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Italian, or the Zanzibar variety of Swabhili in Tanzania. It is the variety that has
been chosen for some reason, perhaps political, social, religious, or economic,
or some combination of reasons, to serve as either the model or norm for other
varieties. It is the empowered variety. As a result, the standard is often not called
a dialect at all, but is regarded as the language itself. It takes on an ideological
dimension and becomes the ‘right’ and ‘proper’ language of the group of people,
the very expression of their being. One consequence is that all other varieties
become related to that standard and are regarded as dialects of that standard
with none of the power of that standard. Of course, this process usually involves
a complete restructuring of the historical facts. If language X' differentiates in
three areas to become dialects XA, XB, and XC, and then XA is elevated to
become a later standard X2, then XB, and XC are really historical variants of
X!, not sub-varieties of X*. What happens in practice is that XB and XC undergo
pressure to change toward X% and X2, the preferred variety or standard, exerts
its influence over the other varieties.

We see a good instance of this process in Modern English. The new standard
is based on the dialect of the area surrounding London, which was just one of
several dialects of Old English, and not the most important for both the western
and northern dialects were once at least equally as important. However, in the
modern period, having provided the base for Standard English, this dialect
exerts a strong influence over all the other dialects of England so that it is not
just first among equals but rather represents the modern language itself to the
extent that the varieties spoken in the west and north are generally regarded as
its local variants. Historically, these varieties arise from different sources, but
now they are viewed only in relation to the standardized variety.

A final comment seems called for with regard to the terms language and
dialect. A dialect is a subordinate variety of a language, so that we can say that
Texas English and Swiss German are, respectively, dialects of English and German.
The language name (i.e., English or German) is the superordinate term. We can
also say of some languages that they contain more than one dialect; e.g., English,
French, and Italian are spoken in various dialects. If a language is spoken by so
few people, or so uniformly, that it has only one variety, we might be tempted
to say that language and dialect become synonymous in such a case. However,
another view is that it is inappropriate to use dialect in such a situation because
the requirement of subordination is not met. Consequently, to say that we have
dialect A of language X must imply also the existence of dialect B of language
X, but to say we have language Y is to make no claim about the number of
dialect varieties in which it exists: it may exist in only a single variety, or it may
have two (or more) subordinate dialects: dialects A, B, and so on.

Finally, two other terms are important in connection with some of the issues
discussed above: vernacular and koiné. Petyt (1980, p. 25) defines the former
as ‘the speech of a particular country or region,” or, more technically, ‘a form
of speech transmitted from parent to child as a primary medium of commun-
ication.” If that form of speech is Standard English, then Standard English is
the vernacular for that particular child; if it is a regional dialect, then that dia-
lect is the child’s vernacular. A koiné is ‘a form of speech shared by people of
different vernaculars — though for some of them the koiné itself may be their
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vernacular.” A koiné is a common language, but not necessarily a standard one.
Petyt’s examples of koinés are Hindi for many people in India and Vulgar Latin
(vulgar: ‘colloquial’ or ‘spoken’) in the Roman Empire. The original koiné was,
of course, the Greek koiné of the Ancient World, a unified version of the Greek
dialects, which after Alexander’s conquests (circa 330 BCE) became the lingua
franca of the Western world, a position it held until it was eventually super-
seded, not without a struggle, by Vulgar Latin.

Discussion

1. A survey of the following kind might prove quite revealing. Ask a variety
of people you know questions such as these, and then try to organize their
responses in a systematic way:

Which language(s) do you speak?

Do you speak a dialect of X?

Where is the best X spoken?

What is your native language (or mother tongue)?
Do you speak X with an accent? If so, what accent?

o a0 o

Try also to get definitions from your informants for each of the terms that
you use.

2. A question found on many national census forms concerns the language or
languages spoken (or known). It may ask respondents either to check one
or more language names or to volunteer a name or names. What problems
do you see in collecting data in such a way? Think of countries like China,
the United States, Canada, India, France, Spain, and Norway.

3. [Is Afrikaans a dialect of Dutch or a different language? To attempt an answer
to this question you will have to consider a variety of issues: What is the
origin of Afrikaans? Are Afrikaans and Dutch mutually intelligible? How
different are the orthographies (i.e., systems of spelling), sounds, vocabularies,
and grammars? How important is the factor of the national consciousness
of those who speak Afrikaans? Is the initial question clearly answerable
from the kinds of theories and data that are currently available to us?

4. Speakers of Faroese are said to understand speakers of Icelandic but not
vice versa. Danes seem to understand Norwegians better than Norwegians
understand Danes. Monolingual speakers of Mandarin and Cantonese can-
not communicate with each other in speech. What do such facts have to
say about using the criterion of mutual intelligibility in deciding whether
we are dealing with a single language, with two dialects of one language,
or with two separate languages? Consider the following pieces of evidence
in arriving at your answer. Speakers of Isoko in Nigeria say they cannot
understand those who speak other Urhobo languages/dialects; but these
others apparently understand them. This situation seems to have devel-
oped concurrently with demands for greater political autonomy and ethnic
self-sufficiency.
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11.
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Standard languages are usually based on an existing dialect of the language.
For example, the British variety of English is based, historically at least,
on the dialect of the area surrounding London, Continental French on the
dialect of Paris, and Italian on the dialect of Florence or Tuscany (although
Rome and Milan became important influences in the late twentieth century).
In other countries the situation is not so clear-cut. What can you find out
about the difficulties of choosing a variety for standardization in Denmark,
Indonesia, Greece, China, Haiti, and the Arab world?

OIld English, the language spoken a thousand years ago in England, was
a west-country variety of English, West Saxon. The court was located at
Winchester and the literature and documents of the period were written in
West Saxon (or sometimes in Latin). By 1400 the English court was well
established in London, which became the center of social, political, and
economic power. It also became the literary center of the country, particu-
larly after the development of printing. The variety of English spoken in
and around London, including Oxford and Cambridge (which were import-
ant intellectual centers), became predominant. How would you use facts
such as these to argue that no variety of a language is intrinsically better
than another and that what happens to a language is largely the result of
the chance interplay of external forces? Can you think of other examples
which might support such a conclusion?

Mencken wrote a series of books under the general title The American
Language. Why did he choose this particular title? Why not The English
Language in America? If the English of the United States is properly regarded
as a separate language, how about the varieties found in Canada, Australia,
South Africa, and Singapore? You might read Lilles (2000) for a strongly
expressed dismissal of ‘Canadian English,’ as a “fiction [without] any value
linguistically, pragmatically, socially, or politically’ (p. 9). (See Clyne, 1992,
for a discussion of what he calls ‘pluricentric languages.’)

One of the goals Dr Johnson set himself in compiling his Dictionary of
1755 was to ‘fix,” i.e., standardize, English. What does Johnson say in the
Preface to that dictionary about his success in meeting that goal?

The publication in 1961 of Webster’s Third New International Dictionary
caused a tremendous stir in North America, being regarded by many critics
as an attack on prevailing language standards. What were the issues? (See
Sledd and Ebbitt, 1962, Finegan, 1980, and Wardhaugh, 1999.)

Writing of the codification of Standard English, Leith (1997, pp. 56-7)
says that ‘by analyzing “correct” usage in terms that only a tiny minority
of educated people could command, the codifiers ensured that correctness
remained the preserve of an elite. The usage of most people was wrong,
precisely because it was the usage of the majority.” There appear to be both
advantages and disadvantages to having a ‘standard language.’ Is it pos-
sible to make an objective assessment of these? Or is any judgment inher-
ently ideological?

If Scotland continues to devolve from England, what might this mean for
the variety of English spoken there? How might Scots become unequivocally
a distinctive variety of English?
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Arabs have a particular historical view of Arabic and Turks of Turkish.
Try to find out something about these views. How do they help Arabs and
Turks to maintain their languages? Hindi and Urdu are now viewed as
rather different by those who speak these languages. How is each language
being reshaped to conform to these views?

How would you evaluate each of the following languages according to
the criteria stated above (standardization, vitality, historicity, autonomy,
reduction, mixture, and de facto norms); that is, for each criterion, does
the language possess the stated characteristic or lack it: Haitian Creole,
Provencgal, Singapore English, Old English, Pitcairnese, African American
Vernacular English, Tok Pisin, Cockney, Ukrainian, and the language of
Shakespeare’s plays?

Find out what you can about Basic English. In what ways is it a reduced
form of Standard English? Do the kinds of reductions introduced into Basic
English make it ‘simpler’ to learn and use? (You will have to define ‘simpler.’)
From time to time certain users of languages such as French and German
have objected to borrowings, in particular borrowings from English. What
Anglicisms have been objected to? What kinds of native resources have
been suggested as suitable alternative sources of exploitation in order to
develop and/or purify the language? What motivates the objections?
Some Chinese scholars are concerned with developing the vocabulary of
Chinese to make it usable for every kind of scientific and technical endeavor.
They reject the idea that such vocabulary should be borrowed from other
languages. What do you think they hope to gain by doing this? Do they
lose anything if they are successful?

‘A language is a dialect with an army and a navy’ is a well-known observa-
tion. (Today we would add an ‘airforce’!) True? And, if so, what are the
consequences?

In the UNESCO Courier of April, 2000, a writer makes the following
observation: ‘Languages usually have a relatively short life span as well as
a very high death rate. Only a few, including Basque, Egyptian, Chinese,
Greek, Hebrew, Latin, Persian, Sanskrit, and Tamil have lasted more than
2000 years.” How is this statement at best a half-truth?

Are the Australian, New Zealand, Canadian, and other national varieties
of English ‘new dialects’ of English, or autonomous languages, or possibly
even both? (See Hickey, 2004, Gordon et al., 2004, and Trudgill, 2004.)

Regional Dialects

Regional variation in the way a language is spoken is likely to provide one of
the easiest ways of observing variety in language. As you travel throughout a
wide geographical area in which a language is spoken, and particularly if that
language has been spoken in that area for many hundreds of years, you are
almost certain to notice differences in pronunciation, in the choices and forms
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of words, and in syntax. There may even be very distinctive local colorings in
the language which you notice as you move from one location to another. Such
distinctive varieties are usually called regional dialects of the language. As we
saw earlier (p. 28), the term dialect is sometimes used only if there is a strong
tradition of writing in the local variety. Old English and to a lesser extent Middle
English had dialects in this sense. In the absence of such a tradition of writing
the term patois may be used to describe the variety. However, many linguists
writing in English tend to use dialect to describe both situations and rarely, if
at all, use patois as a scientific term. You are likely to encounter it only as a kind
of anachronism, as in its use by Jamaicans, who often refer to the variety of
English spoken on the island as a ‘patois.’

The dialect—patois distinction actually seems to make more sense in some
situations, e.g., France, than in others. In medieval France, a number of languages
flourished and several were associated with strong literary traditions. However,
as the language of Paris asserted itself from the fourteenth century on, these
traditions withered. Parisian French spread throughout France, and, even though
that spread is still not yet complete (as visits to such parts of France as Brittany,
Provence, Corsica, and Alsace will confirm), it drastically reduced the importance
of the local varieties: they continue to exist largely in spoken forms only; they
are disfavored socially and politically; they are merely patois to those who extol
the virtues of Standard French. However, even as these varieties have faded,
there have been countervailing moves to revive them as many younger residents
of the areas in which they are spoken see them as strong indicators of identities
they wish to preserve.

There are some further interesting differences in the use of the terms dialect
and patois (Petyt, 1980, pp. 24-5). Patois is usually used to describe only rural
forms of speech; we may talk about an urban dialect, but to talk about an urban
patois seems strange. Patois also seems to refer only to the speech of the lower
strata in society; again, we may talk about a middle-class dialect but not,
apparently, about a middle-class patois. Finally, a dialect usually has a wider
geographical distribution than a patois, so that, whereas regional dialect and
village patois seem unobjectionable, the same cannot be said for regional patois
and village dialect. However, as I indicated above, many Jamaicans refer to the
popular spoken variety of Jamaican English as a patois rather than as a dialect.
So again the distinction is in no way an absolute one.

This use of the term dialect to differentiate among regional varieties of specific
languages is perhaps more readily applicable to contemporary conditions in
Europe and some other developed countries than it would have been in medieval
or Renaissance Europe or today in certain other parts of the world, where it was
(and still is) possible to travel long distances and, by making only small changes
in speech from location to location, continue to communicate with the inhabitants.
(You might have to travel somewhat slowly, however, because of the necessary
learning that would be involved!) It has been said that at one time a person
could travel from the south of Italy to the north of France in this manner. It is
quite clear that such a person began the journey speaking one language and
ended it speaking something entirely different; however, there was no one point
at which the changeover occurred, nor is there actually any way of determining
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how many intermediate dialect areas that person passed through. For an intrigu-
ing empirical test of this idea, one using recent phonetic data from a continuum
of Saxon and Franconian dialects in the Netherlands, see Heeringa and Nerbonne
(2001). They conclude that the traveler ‘perceives phonological distance indirectly’
(p. 398) and that there are ‘unsharp borders between dialect areas’ (p. 399).

Such a situation is often referred to as a dialect continuum. What you have
is a continuum of dialects sequentially arranged over space: A, B, C, D, and so
on. Over large distances the dialects at each end of the continuum may well
be mutually unintelligible, and also some of the intermediate dialects may be
unintelligible with one or both ends, or even with certain other intermediate
ones. In such a distribution, which dialects can be classified together under one
language, and how many such languages are there? As I have suggested, such
questions are possibly a little easier to answer today in certain places than they
once were. The hardening of political boundaries in the modern world as a
result of the growth of states, particularly nation-states rather than multina-
tional or multi-ethnic states, has led to the hardening of language boundaries.
Although residents of territories on both sides of the Dutch—-German border
(within the West Germanic continuum) or the French-Italian border (within the
West Romance continuum) have many similarities in speech even today, they
will almost certainly tell you that they speak dialects of Dutch or German in the
one case and French or Italian in the other. Various pressures — political, social,
cultural, and educational — serve to harden current state boundaries and to
make the linguistic differences among states more, not less, pronounced. Dialects
continue therefore to disappear as national languages arise. They are subject to
two kinds of pressure: one from within, to conform to a national standard, and
one from without, to become different from standards elsewhere.

When a language is recognized as being spoken in different varieties, the issue
becomes one of deciding how many varieties and how to classify each variety.
Dialect geography is the term used to describe attempts made to map the distri-
butions of various linguistic features so as to show their geographical prov-
enance. For example, in seeking to determine features of the dialects of English
and to show their distributions, dialect geographers try to find answers to ques-
tions such as the following. Is this an 7-pronouncing area of English, as in words
like car and cart, or is it not? What past tense form of drink do speakers prefer?
What names do people give to particular objects in the environment, e.g., elev-
ator or lift, petrol or gas, carousel or roundabout? Sometimes maps are drawn
to show actual boundaries around such features, boundaries called isoglosses, so
as to distinguish an area in which a certain feature is found from areas in which
it is absent. When several such isoglosses coincide, the result is sometimes called
a dialect boundary. Then we may be tempted to say that speakers on one side
of that boundary speak one dialect and speakers on the other side speak a
different dialect.

As we will see when we return once again to this topic in chapter 6, there are
many difficulties with this kind of work: finding the kinds of items that appear
to distinguish one dialect from another; collecting data; drawing conclusions
from the data we collect; presenting the findings; and so on. It is easy to see,
however, how such a methodology could be used to distinguish British, American,
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Australian, and other varieties of English from one another as various dialects
of one language. It could also be used to distinguish Cockney English from Texas
English. But how could you use it to distinguish among the multifarious varieties
of English found in cities like New York and London? Or even among the
varieties we observe to exist in smaller, less complex cities and towns in which
various people who have always resided there are acknowledged to speak dif-
ferently from one another?

Finally, the term dialect, particularly when it is used in reference to regional
variation, should not be confused with the term accent. Standard English, for
example, is spoken in a variety of accents, often with clear regional and social
associations: there are accents associated with North America, Singapore, India,
Liverpool (Scouse), Tyneside (Geordie), Boston, New York, and so on. However,
many people who live in such places show a remarkable uniformity to one another
in their grammar and vocabulary because they speak Standard English and the
differences are merely those of accent, i.e., how they pronounce what they say.

One English accent has achieved a certain eminence, the accent known as
Received Pronunciation (or RP), the accent of perhaps as few as 3 percent of
those who live in England. (The ‘received’ in Received Pronunciation is a little
bit of old-fashioned snobbery: it means the accent allows one to be received into
the ‘better’ parts of society!) This accent is of fairly recent origin (see Mugglestone,
1995), becoming established as prestigious only in the late nineteenth century
and not even given its current label until the 1920s. In the United Kingdom at
least, it is ‘usually associated with a higher social or educational background,
with the BBC and the professions, and [is] most commonly taught to students
learning English as a foreign language’ (Wakelin, 1977, p. 5). For many such
students it is the only accent they are prepared to learn, and a teacher who does
not use it may have difficulty in finding a position as a teacher of English in
certain non-English-speaking countries in which a British accent is preferred over
a North American one. In fact, those who use this accent are often regarded as
speaking ‘unaccented’ English because it lacks a regional association within
England. Other names for this accent are the Queen’s English, Oxford English,
and BBC English. However, there is no unanimous agreement that the Queen
does in fact use RP, a wide variety of accents can be found among the staff and
students at Oxford University, and regional accents are now widely used in the
various BBC services. As Bauer (1994, pp. 115-21) also shows, RP continues to
change. One of its most recent manifestations has been labeled ‘Estuary English’
(Rosewarne, 1994) — sometimes also called ‘Cockneyfied RP’ — a development
of RP along the lower reaches of the Thames reflecting a power shift in London
toward the world of finance, banking, and commerce and away from that of
inherited position, the Church, law, and traditional bureaucracies. Trudgill (19935,
p. 7) has pointed out what he considers to be the most interesting characteristics
of RP: ‘the relatively very small numbers of speakers who use it do not identify
themselves as coming from any particular geographical region’; ‘RP is largely
confined to England’ and there it is a ‘non-localized accent’; and ‘it is. .. not
necessary to speak RP to speak Standard English’ because ‘Standard English can
be spoken with any regional accent, and in the vast majority of cases normally
is.” It is also interesting to observe that the 1997 English Pronouncing Dictionary
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published by Cambridge University Press abandoned the label RP in favor of
BBC English even though this latter term is not unproblematic as the BBC itself
has enlarged the accent pool from which it draws its newsreaders.

The development of Estuary English is one part of a general leveling of accents
within the British Isles. The changes are well documented; see, for example,
Foulkes and Docherty (1999), who review a variety of factors involved in the
changes that are occurring in cities. One feature of Estuary English, the use of
a glottal stop for ¢ (Fabricus, 2002), is also not unique to that variety but is
spreading widely, for example to Newcastle, Cardiff, and Glasgow, and even as
far north as rural Aberdeenshire in northeast Scotland (Marshall, 2003). Watt
(2000, 2002) used the vowels in face and goat to show that Geordie, the Newcastle
accent, levels toward a regional accent norm rather than toward a national one,
almost certainly revealing a preference for establishing a regional identity rather
than either a very limited local identity or a wider national one.

The most generalized accent in North America is sometimes referred to as
General American or, more recently, as netfwork English, the accent associated
with announcers on the major television networks. Other languages often have
no equivalent to RP: for example, German is spoken in a variety of accents,
none of which is deemed inherently any better than any other. Educated regional
varieties are preferred rather than some exclusive upper-class accent that has no
clear relationship to personal achievement.

As a final observation I must reiterate that it is impossible to speak English
without an accent. There is no such thing as an ‘unaccented English.” RP is an
accent, a social one rather than a regional one. However, we must note that there
are different evaluations of the different accents, evaluations arising from social
factors not linguistic ones. Matsuda (1991, p. 1361) says it is really an issue of
power: “When . . . parties are in a relationship of domination and subordination
we tend to say that the dominant is normal, and the subordinate is different
from normal. And so it is with accent....People in power are perceived as
speaking normal, unaccented English. Any speech that is different from that
constructed norm is called an accent.” In the pages that follow we will return
constantly to linguistic issues having to do with power.

Discussion

1. What regional differences are you aware of in the pronunciation of each
of the following words: butter, farm, bird, oil, bag, cot, caught, which,
witch, Cuba, spear, bath, with, bappy, house, Mary, merry, marry?

2. What past tense or past participle forms have you heard for each of the
following verbs: bring, drink, sink, sing, get, lie, lay, dive?

3. What are some other variants you are aware of for each of the following
sentences: ‘T haven’t any money,” ‘T ain’t done it yet,” ‘He be farmer,” ‘Give it
me,” ‘It was me what told her’? Who uses each variant? On what occasions?

4. What other names are you aware of for objects sometimes referred to as
seesaws, cobwebs, sidewalks, streetcars, thumbtacks, soft drinks, gym shoes,
elevators? Again, who uses each variant?
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What do you yourself call each of the following: cottage cheese, high-
way, first grade, doughnuts, griddle cakes, peanuts, spring onions, baby
carriage, chest of drawers, faucet, frying pan, paper bag, porch, sitting room,
sofa, earthworm?

Each of the following is found in some variety of English. Each is compre-
hensible. Which do you yourself use? Which do you not use? Explain how
those utterances you do not use differ from those you do use.

I wish you would have said so.
I wish you’d said so.

Don’t be troubling yourself.
Coming home tomorrow he is.

a. I haven’t spoken to him.
b. T’ve not spoken to him.
c. Is John at home?

d. Is John home?

e. Give me it.

f.  Give it me.

g. Give us it.

h.

1.

j.

k.

How might you employ a selection of items from the above questions (or
similar items) to compile a checklist that could be used to determine the
geographical (and possibly social) origins of a speaker of English?

A local accent may be either positively or negatively valued. How do you
value each of the following: a Yorkshire accent; a Texas accent; the accents
of the Queen of England, the Prime Minister of the United Kingdom, and
the President of the United States? Think of some others. Why do you react
the way you do? Is it a question of being able to identify with the speaker
or not; of social class; of education; or stereotyping; or what? How appro-
priate would each of the following be: RP in a Tyneside working-class pub;
network English at a Black Power rally in Harlem; and Parisian French at
a hockey game at the Montreal Forum?

A. S. C. Ross, in Noblesse Oblige (Mitford, 1956), a book which discusses
somewhat lightheartedly, but not un-seriously, differences between ‘U’
(upper-class) and ‘non-U’ (not upper-class) speech in the United Kingdom,
observes (pp. 75-6):

Many (but not all) U-speakers make get rhyme with bit, just (adverb) with
best, catch with fetch. ... U-speakers do not sound the [ in golf, Ralph
(which rhymes with safe), solder; some old-fashioned U-speakers do not
sound it in falcon, Malvern, either, but it is doubtful how far this last
survives. . . .

Real, ideal have two, respectively, three syllables in U speech, one, respect-
ively, two in non-U speech (note, especially, non-U really, rhyming with
mealie). . . . Some U-speakers pronounce tyre and tar identically (and so for
many other words, such as fire — even going to the length of making lion
rhyme with barn).
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Ross makes numerous other observations about differences between the
two varieties. Do you consider such differences to be useful, unnecessary,
snobbish, undemocratic, inevitable, or what?

10. There may have been a recent fall-off in the high social prestige associated
with RP in England and elsewhere. How might you establish whether such
is the case?

11. Differences in the accent one uses to speak a standard variety of a lan-
guage may be more important in some parts of the world than others. Are
differences in accent as important within the United States, Canada, and
Australia as they appear to be in the British Isles? Do speakers of German
from Hanover, Berlin, Vienna, and Ziirich view differences in German
accent in the same way as speakers of English? What factors appear to
account for the different evaluations of accents?

12. The fact that Standard English can be spoken with a variety of accents
often poses certain difficulties for the teaching of English in non-English-
speaking countries. What are some of the problems you might encounter
and how might you try to solve them?

13. Preston (1989) has demonstrated that speakers of English (in this case
in the United States) have certain perceptions about regional varieties of
English other than their own, i.e., what they are like and how their own
variety differs. Try to describe what you believe to be the characteristics
of another variety of English and then check out the facts. Try to account
for any differences you find between the two, between beliefs and facts.
(See also Preston, 1999, 2002, and Long and Preston, 2003.)

Social Dialects

The term dialect can also be used to describe differences in speech associated
with various social groups or classes. There are social dialects as well as regional
ones. An immediate problem is that of defining social group (see chapter 3)
or social class (see chapter 6), giving proper weight to the various factors that
can be used to determine social position, e.g., occupation, place of residence,
education, ‘new’ versus ‘old’” money, income, racial or ethnic origin, cultural
background, caste, religion, and so on. Such factors as these do appear to be
related fairly directly to how people speak. There is a British ‘public-school’
dialect, and there is an ‘African American Vernacular English’ dialect found in
cities such as New York, Detroit, and Buffalo. Many people also have stereotypical
notions of how other people speak, and, as we will see in chapter 7 in particular,
there is considerable evidence from work of investigators such as Labov and
Trudgill that social dialects can indeed be described systematically.

Whereas regional dialects are geographically based, social dialects originate
among social groups and are related to a variety of factors, the principal ones
apparently being social class, religion, and ethnicity. In India, for example, caste,
one of the clearest of all social differentiators, quite often determines which
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variety of a language a speaker uses. In a city like Baghdad the Christian,
Jewish, and Muslim inhabitants speak different varieties of Arabic. In this case
the first two groups use their variety solely within the group but the Muslim
variety serves as a lingua franca, or common language, among the groups.
Consequently, Christians and Jews who deal with Muslims must use two varieties:
their own at home and the Muslim variety for trade and in all inter-group
relationships. Ethnic variation can be seen in the United States, where one variety
of English has become so identified with an ethnic group that it is often referred
to as African American Vernacular English (AAVE). Labov’s work in New York
City shows that there are other ethnic differences too: speakers of Jewish and
Italian ethnicity differentiate themselves from speakers of either the standard
variety or AAVE. On occasion they actually show hypercorrective tendencies in
that they tend to overdo certain imitative behaviors: Italians are inclined to be
in the vanguard of pronouncing words like bad and bag with a vowel resembling
that of beard and Jews in the vanguard of pronouncing words like dog with a
vowel something like that of book. A possible motivation for such behavior is
a desire to move away from the Italian and Yiddish vowels that speakers could
so easily use in these words but which would be clear ethnic markers; however,
the movement prompted by such avoidance behavior goes beyond the prevailing
local norm and becomes an ethnic characteristic that serves as an indicator of
identity and solidarity.

Studies in social dialectology, the term used to refer to this branch of linguistic
study, confront many difficult issues, particularly when investigators venture
into cities. Cities are much more difficult to characterize linguistically than are
rural hamlets; variation in language and patterns of change are much more
obvious in cities, e.g., in family structures, employment, and opportunities for
social advancement or decline. Migration, both in and out of cities, is also usually
a potent linguistic factor. Cities also spread their influence far beyond their
limits and their importance should never be underestimated in considering such
matters as the standardization and diffusion of languages.

In later chapters (particularly chapters 6-8) we will look closely at the import-
ance of language variation in cities and see how important such variation is in
trying to understand how and why change occurs in languages. In this way we
may also come to appreciate why some sociolinguists regard such variation as
being at the heart of work in sociolinguistics.

Discussion

1. Gumperz (1968) maintains that separate languages maintain themselves most
readily in closed tribal systems in which kinship dominates all activities;
on the other hand, distinctive varieties arise in highly stratified societies.
He points out that, when social change causes the breakdown of traditional
social structures and the formation of new ties, linguistic barriers between
varieties also break down. Can you think of any examples which either
confirm or disconfirm this claim?
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2. If some social dialects may properly be labeled nonstandard, Labov (1970,
p. 52) raises a very important issue in connection with finding speakers who
can supply reliable data concerning such varieties. He says:

We have not encountered any non-standard speakers who gained good control
of a standard language, and still retained control of the non-standard verna-
cular. Dialect differences depend upon low-level rules which appear as minor
adjustments and extensions of contextual conditions, etc. It appears that such
conditions inevitably interact, and, although the speaker may indeed appear
to be speaking the vernacular, close examination of his speech shows that his
grammar has been heavily influenced by the standard. He may succeed in
convincing his listeners that he is speaking the vernacular, but this impression
seems to depend upon a number of unsystematic and heavily marked signals.

If Labov’s observation is correct, what must we do to gain access to any
information we seek about ‘the non-standard vernacular’> What difficulties
do you foresee?

3. How are language norms established and perpetuated in rather isolated
rural communities, e.g., a small village in the west of England, or in north-
ern Vermont, or in the interior of British Columbia? How different do you
think the situation is in London, New York, or Vancouver? Are there any
similarities at all? How are language norms established overall in England,
the United States, and Canada?

Styles, Registers, and Beliefs

The study of dialects is further complicated by the fact that speakers can adopt
different styles of speaking. You can speak very formally or very informally,
your choice being governed by circumstances. Ceremonial occasions almost
invariably require very formal speech, public lectures somewhat less formal,
casual conversation quite informal, and conversations between intimates on
matters of little importance may be extremely informal and casual. (See Joos,
1962, for an entertaining discussion.) We may try to relate the level of formality
chosen to a variety of factors: the kind of occasion; the various social, age, and
other differences that exist between the participants; the particular task that is
involved, e.g., writing or speaking; the emotional involvement of one or more
of the participants; and so on. We appreciate that such distinctions exist when
we recognize the stylistic appropriateness of What do you intend to do, your
majesty? and the inappropriateness of Waddya intend doin’, Rex? While it may
be difficult to characterize discrete levels of formality, it is nevertheless possible
to show that native speakers of all languages control a range of stylistic vari-
eties. It is also quite possible to predict with considerable confidence the stylistic
features that a native speaker will tend to employ on certain occasions. We will
return to related issues in chapters 4, 7, and 11.
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Register is another complicating factor in any study of language varieties.
Registers are sets of language items associated with discrete occupational or
social groups. Surgeons, airline pilots, bank managers, sales clerks, jazz fans,
and pimps employ different registers. As Ferguson (1994, p. 20) says, ‘People
participating in recurrent communication situations tend to develop similar
vocabularies, similar features of intonation, and characteristic bits of syntax
and phonology that they use in these situations.” This kind of variety is a register.
Ferguson adds that its ‘special terms for recurrent objects and events, and for-
mulaic sequences or “routines,” seem to facilitate speedy communication; other
features apparently serve to mark the register, establish feelings of rapport,
and serve other purposes similar to the accommodation that influences dialect
formation. There is no mistaking the strong tendency for individuals and co-
communicators to develop register variation along many dimensions.” Of course,
one person may control a variety of registers: you can be a stockbroker and an
archeologist, or a mountain climber and an economist. Each register helps you
to express your identity at a specific time or place, i.e., how you seek to present
yourself to others.

Dialect, style, and register differences are largely independent: you can talk
casually about mountain climbing in a local variety of a language, or you can
write a formal technical study of wine making. You may also be judged to speak
‘better’ or ‘worse’ than other speakers who have much the same background. It
is quite usual to find some people who are acknowledged to speak a language
or one of its varieties better or worse than others. In an article on the varieties
of speech he found among the 1,700 or so speakers of Menomini, an Amerindian
language of Wisconsin, Bloomfield (1927) mentioned a variety of skills that
were displayed among some of the speakers he knew best: a woman in her
sixties who spoke ‘a beautiful and highly idiomatic Menomini’; her husband,
who used ‘forms which are current among bad speakers’ on some occasions and
‘elevated speech,” incorporating forms best described as ‘spelling pronunciations,’
‘ritualistic compound words and occasional archaisms’ on others; an old man
who ‘spoke with bad syntax and meagre, often inept vocabulary, yet with
occasional archaisms’; a man of about forty with ‘atrocious’ Menomini, i.e.,
a small vocabulary, barbarous inflections, threadbare sentences; and two half-
breeds, one who spoke using a vast vocabulary and the other who employed
‘racy idiom.’

Value judgments of this kind sometimes emerge for reasons that are hard to
explain. For example, there appears to be a subtle bias built into the way people
tend to judge dialects. Quite often, though not always, people seem to exhibit
a preference for rural dialects over urban ones. In England the speech of North-
umbria seems more highly valued than the speech of Tyneside and certainly
the speech of Liverpool seems less valued than that of northwest England as a
whole. In North America the speech of upstate New York does not have the
negative characteristics associated with much of the speech of New York City.
Why such different attitudes should exist is not easy to say. Is it a preference for
things that appear to be ‘older’ and ‘more conservative,” a subconscious dislike
of some of the characteristics of urbanization, including uncertainty about what
standards should prevail, or some other reason or reasons?
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Sometimes these notions of ‘better’ and ‘worse’ solidify into those of ‘correct-
ness’ and ‘incorrectness.” We may well heed Bloomfield’s words (1927, pp. 432~
3) concerning the latter notions:

The popular explanation of ‘correct’ and ‘incorrect’ speech reduces the matter to
one of knowledge versus ignorance. There is such a thing as correct English. An
ignorant person does not know the correct forms; therefore he cannot help using
incorrect ones. In the process of education one learns the correct forms and, by
practice and an effort of will (‘careful speaking’), acquires the habit of using them.
If one associates with ignorant speakers, or relaxes the effort of will (‘careless
speaking’), one will lapse into the incorrect forms. .. there is one error in the
popular view which is of special interest. The incorrect forms cannot be the
result of ignorance or carelessness, for they are by no means haphazard, but, on
the contrary, very stable. For instance, if a person is so ignorant as not to know
how to say I see it in past time, we might expect him to use all kinds of chance
forms, and, especially, to resort to easily formed locutions, such as I did see it, or
to the addition of the regular past-time suffix: I seed it. But instead, these ignorant
people quite consistently say I seen it. Now it is evident that one fixed and con-
sistent form will be no more difficult than another: a person who has learned I seen
as the past of I see has learned just as much as one who says I saw. He has simply
learned something different. Although most of the people who say I seen are
ignorant, their ignorance does not account for this form of speech.

Many people hold strong beliefs on various issues having to do with language
and are quite willing to offer their judgments on issues (see Bauer and Trudgill,
1998, Niedzielski and Preston, 1999, and Wardhaugh, 1999). They believe such
things as certain languages lack grammar, that you can speak English without
an accent, that French is more logical than English, that parents teach their
children to speak, that primitive languages exist, that English is degenerating
and language standards are slipping, that pronunciation should be based on
spelling, and so on and so on. Much discussion of language matters in the media
concerns such ‘issues’ and there are periodic attempts to ‘clean up’ various bits
and pieces, attempts that Cameron (1995) calls ‘verbal hygiene.” Most linguists
studiously avoid getting involved in such issues having witnessed the failure of
various attempts to influence received opinions on such matters. As I have
written elsewhere (1999, p. viii), ‘Linguists . . . know that many popular beliefs
about language are false and that much we are taught about language is mis-
directed. They also know how difficult it is to effect change.” Language beliefs
are well entrenched as are language attitudes and language behaviors. Sociolin-
guists should strive for an understanding of all three because all affect how
people behave toward others.

As we have seen, many varieties of language exist and each language exists
in a number of guises. However, languages do not vary in every possible way.
It is still quite possible to listen to an individual speaker and infer very specific
things about that speaker after hearing relatively little of his or her speech. The
interesting problem is accounting for our ability to do that. What are the specific
linguistic features we rely on to classify a person as being from a particular
place, a member of a certain social class, a representative of a specific profession,
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a social climber, a person pretending to be someone he or she is not, and so on?
One possible hypothesis is that we rely on relatively few cues, e.g., the presence
or absence of certain linguistic features. We are also sensitive to the consistency
or inconsistency in the use of these cues, so that on occasion it is not just that
a particular linguistic feature is always used but that it is used such and such
a percent of the time rather than exclusively or not at all (see chapter 7).
However, we may actually perceive its use or non-use to be categorical, i.e.,
the feature to be totally present or totally absent. This last hypothesis is an
interesting one in that it raises very important questions about the linguistic
capabilities of human beings, particularly about how individuals acquire the
ability to use language in such ways. If you must learn to use both linguistic
feature X (e.g., -ing endings on verbs) and linguistic feature Y (e.g., -in’ endings
on verbs) and how to use them in different proportions in situations A, B, C,
and so on, what does that tell us about innate human abilities and the human
capacity for learning?

The existence of different varieties is interesting in still another respect.
While each of us may have productive control over only a very few varieties of
a language, we can usually comprehend many more varieties and relate all of
these to the concept of a ‘single language.” That is, our receptive linguistic ability
is much greater than our productive linguistic ability. An interesting problem for
linguists is knowing how best to characterize this ‘knowledge’ that we have
which enables us to recognize something as being in the language but yet marked
as ‘different’ in some way. Is it part of our competence or part of our perform-
ance in the Chomskyan sense? Or is that a false dichotomy? The first question
is as yet unanswered but, as the second suggests, it could possibly be unanswer-
able. T will have more to say on such matters as we look further into the various
relationships between language and society.

Discussion
1. When might each of the following sentences be stylistically appropriate?

Attention!

I do hereby bequeath. ..

Our Father, which art in Heaven. ..

Been to see your Dad recently?

Get lost!

Now if we consider the relationship between social class and income . . .
Come off it!

Take care!

Haven’t we met somewhere before?

DU e A0 o

2. What stylistic characteristics do you associate with each of the following
activities: talking to a young child; writing an essay for a professor; play-
ing a board game with a close friend; approaching a stranger on the street
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to ask for directions; attending a funeral; talking to yourself; getting stopped
for speeding; burning your finger?

One of the easiest ways of persuading yourself that there are registers
associated with different occupations is to read materials associated with
different callings. You can quickly compile register differences from such
sources as law reports, hairdressing or fashion magazines, scholarly jour-
nals, recipe books, sewing patterns, instruction manuals, textbooks, and
so on. The supply is almost inexhaustible! You might compile lists of
words from various sources and find out how long it takes one of your
fellow students to identify the particular ‘sources’ as you read the lists
aloud.

Hudson (1996, p. 46) says ‘your dialect shows who (or what) you are,
whilst your register shows what you are doing.” He acknowledges that
‘these concepts are much less distinct than the slogan implies’; however, you
might use them to sort out what would be dialect and register for a professor
of sociology from Mississippi; a hairdresser from Newcastle working in
London; a British naval commander; a sheep farmer in New Zealand; and
a ‘street-wise’ person from any location you might choose.

Wolfram and Fasold (1974, p. 20) offer the following working definitions
of what they called standard, superstandard (or hypercorrect) and sub-
standard (or nonstandard) speech. They say of someone that:

If his reaction to the form (not the content) of the utterance is neutral and
he can devote full attention to the meaning, then the form is standard for
him. If his attention is diverted from the meaning of the utterance because
it sounds ‘snooty,” then the utterance is superstandard. If his attention is
diverted from the message because the utterance sounds like poor English,
then the form is substandard.

What are your reactions to each of the following?

Am I not?

He ain’t got none.

May I leave now?

Most everyone says that.
Itis L.

It was pretty awful.

Lay down, Fido!

He wanted to know whom we met.
Between you and I, . ..

I seen him.

Are you absolutely sure?
Who did you mention it to?

mETIC TR e a0 o

Try to apply Wolfram and Fasold’s definitions.
What judgments might you be inclined to make about a person who
always clearly and carefully articulates every word he or she says in all
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11.

12.

13.
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circumstances? A person who insists on saying both between you and 1
and It’s I? A person who uses malapropisms? A person who, in speaking
rapidly in succession to a number of others, easily shifts from one variety
of speech to another?

What do you regard as the characteristics of a ‘good’ speaker of English
and of a ‘poor’ speaker? Consider such matters as pronunciation, word
choice, syntactic choice, fluency, and style.

There seems to be evidence that many people judge themselves to speak
‘better’ than they actually do, or, if not better, at least less casually than
they do. Do you know of any such evidence? If it is the case that people
do behave this way, why might it be so?

Find some articles or books on ‘good speaking,” on ‘how to improve your
speech,” or on ‘how to impress others through increasing your vocabulary,’
and so on. How valuable is the advice you find in such materials?

If you had access to only a single style and/or variety of language, what
difficulties do you think you might encounter in trying to express different
levels of formality as the social situation changed around you, or to indic-
ate such things as seriousness, mockery, humor, respect, and disdain? Is the
kind of variation you need a resource that more than compensates for the
difficulties that result in teaching the language or arriving at some consensus
concerning such concepts as ‘correctness’ or ‘propriety’?

Hudson (1996, p. 21) says that ‘lay people’ sometimes ask linguists ques-
tions such as “Where is real Cockney spoken?’ They assume such questions
are meaningful. (Another is ‘Is Jamaican creole a kind of English or not?’)
Hudson says that such questions ‘are not the kind of questions that can
be investigated scientifically.” Having read this chapter, can you think of
some other questions about language which are frequently asked but which
might also be similarly unanswerable? How about the following: Who
speaks the best English? Where should T go to learn perfect Italian? Why
do people write and talk so badly these days? Explain why each is unan-
swerable — by a linguist at least!

Cameron (1996, p. 36) includes the following practices under ‘verbal
hygiene’: ‘“prescriptivism,” that is, the authoritarian promotion of elite
varieties as norms of correctness, . . . campaigns for Plain English, spelling
reform, dialect and language preservation, non-sexist and non-racist lan-
guage, Esperanto and the abolition of the copula, ... self-improvement
activities such as elocution and accent reduction, Neurolinguistic Program-
ming, assertiveness training and communication skills training.” How helpful
— or harmful — do you consider such activities?

Mugglestone (1995, p. 330) writes as follows: “The process of standard-
ization . . . can and will only reach completion in a dead language, where
the inviolable norms so often asserted by the prescriptive tradition (and the
absolutes of language attitudes) may indeed come into being.” If variation
sets limits to language standardization, why do some people still insist that
rigid standards should be prescribed (and followed)?
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Further Reading

Chambers and Trudgill (1998), Davis (1983), and Petyt (1980) provide intro-
ductions to the study of dialects. Wolfram and Fasold (1974) focus specifically
on social dialectology. English dialects are the concern of Hughes and Trudgill
(1996), Trudgill (1999), Upton and Widdowson (1996), Wakelin (1977), and
Wells (1982). Joseph (1987) discusses the standardization of languages and
Grillo (1989) the dominant positions of Standard English and Standard French.
Rai (1991) discusses the origins of the Hindi-Urdu split and Viker (1993)
provides useful information on the language situation in Scandinavia. Milroy
and Milroy (1999) deals with issues of ‘authority’ and standardization and Bex
and Watts (1999) with issues surrounding Standard English. Bailey and Gorlach
(1982), Strevens (1972), and Trudgill and Hannah (2002) discuss the different
varieties of English found in various parts of the world. Joos (1962) is a classic
account of stylistic differences, and Biber and Finegan (1994) deals with register.
Bauer and Trudgill (1998), Cameron (1995), and Wardhaugh (1999) deal with
various aspects of beliefs about and attitudes toward language. Schieffelin
et al. (1998) focuses on various language ideologies.



3 Pidgins and Creoles

Among the many languages of the world are a few often assigned to a somewhat
marginal position: the various lingua francas, pidgins, and creoles. To the best of
our knowledge all have existed since time immemorial, but, in comparison with
what we know about many ‘fully fledged’ languages, we know comparatively
little about them. There is a paucity of historical records; the history of serious
study of such languages goes back only a few decades; and, because of the
circumstances of their use, they have often been regarded as being of little
intrinsic value or interest. Until recently, pidgins and creoles have generally been
viewed as uninteresting linguistic phenomena, being notable mainly for linguistic
features they have been said to ‘lack,” e.g., articles, the copula, and grammatical
inflections, rather than those they possess, and those who speak them have often
been treated with disdain, even contempt.

Hymes (1971, p. 3) has pointed out that before the 1930s pidgins and creoles
were largely ignored by linguists, who regarded them as ‘marginal languages’ at
best. (Some linguists were even advised to keep away from studying them lest
they jeopardize their careers!) He points out that pidgins and creoles ‘are mar-
ginal, in the circumstances of their origin, and in the attitudes towards them on
the part of those who speak one of the languages from which they derive.” They
are also marginal ‘in terms of knowledge about them,” even though ‘these lan-
guages are of central importance to our understanding of language, and central
too in the lives of some millions of people. Because of their origins, however,
their association with poorer and darker members of a society, and through
perpetuation of misleading stereotypes . . . most interest, even where positive, has
considered them merely curiosities.” He adds that much ‘interest and informa-
tion, scholarly as well as public, has been prejudicial. These languages have been
considered, not creative adaptations, but degenerations; not systems in their
own right, but deviations from other systems. Their origins have been explained,
not by historical and social forces, but by inherent ignorance, indolence, and
inferiority.” As languages of those without political and social power, literatures,
and ‘culture,” they could be safely and properly ignored, for what could they
possibly tell us about anything that English and French or even Greek, Latin,
and Sanskrit could not?

Fortunately, in recent years such attitudes have changed and, as serious attention
has been given to pidgins and creoles, linguists have discovered many interesting
characteristics about them, characteristics that appear to bear on fundamental
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issues to do with all languages, ‘fully fledged’ and ‘marginal’ alike. Moreover,
pidgins and creoles are invaluable to those who use them. Not only are they
essential to everyday living but they are also frequently important markers of
identity. In an interview in 1978 a schoolboy in Belize had this to say about his
language: “Well, usually in Belize you find the language, the main language you
know is this slang that I tell you about, the Creole. And you’d recognize them
by that, you know. They usually have this, you know, very few of them speak
the English or some of them usually speak Spanish’ (Le Page and Tabouret-
Keller, 1985, p. 216). The study of pidgins and creoles has become an important
part of linguistic and, especially, sociolinguistic study, with its own literature and,
of course, its own controversies. With pidgins and creoles we can see processes
of language origin and change going on around us. We can also witness how
people are attracted to languages, how they exploit what linguistic resources
they have, and how they forge new identities. We do not have to wait a millen-
nium to see how a language changes; a few generations suffice. To some extent,
too, the speakers of such languages have benefited as more and more of them
have come to recognize that what they speak is not just a ‘bad’ variety of this
language or that, but a language or a variety of a language with its own legit-
imacy, i.e., its own history, structure, array of functions, and the possibility of
winning eventual recognition as a ‘proper’ language.

Lingua Francas

People who speak different languages who are forced into contact with each
other must find some way of communicating, a lingua franca. In a publication
concerned with the use of vernacular languages in education published in Paris
in 1953, UNESCO defined a lingua franca as ‘a language which is used habitu-
ally by people whose mother tongues are different in order to facilitate commun-
ication between them.” A variety of other terms can be found which describe
much the same phenomenon. Samarin (1968, p. 661) lists four: a trade language
(e.g., Hausa in West Africa or Swahili in East Africa); a contact language (e.g.,
Greek koiné in the Ancient World); an international language (e.g., English
throughout much of our contemporary world); and an auxiliary language (e.g.,
Esperanto or Basic English). They usually develop as a consequence of popula-
tion migration (forced or voluntary) or for purposes of trade. Still another kind
of lingua franca is a mixed language. Bakker (1997) describes one such language,
Michif, a mixture of Cree and French spoken mainly in Canada by well under a
thousand people of métis (aboriginal and French) ancestry. Michif is sometimes
characterized as a language that mixes Cree verbs and French nouns but prob-
ably more accurately is one that uses Cree grammar and French vocabulary. It
is a clear marker of group identity for those who use it and emerged to express
‘a new ethnic identity, mixed Cree and French. A new language was needed to
express that identity. The most obvious way to form a new language was through
mixing the two community languages, Cree and French’ (Bakker and Papen,
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1997, p. 355). Winford (2003, p. 206) adds that the Michif are an example of
‘newly emerged social groups who wanted a language of their own . . . [and] who
saw themselves as distinct from either of the cultural groups from which they
descended.’

At one time or another, Greek koiné and Vulgar Latin were in widespread use
as lingua francas in the Mediterranean world and much of Europe. Sabir was
a lingua franca of the Mediterranean (and later far beyond); originating in the
Middle Ages and dating back at least to the Crusades, it survived into the
twentieth century. In other parts of the world Arabic, Mandarin, Hindi, and
Swahili have served, or do serve, as lingua francas. Of these, Arabic was a
lingua franca associated with the spread of Islam. Today, English is used in very
many places and for very many purposes as a lingua franca, e.g., in travel and
often in trade, commerce, and international relations (see pp. 379-80).

A lingua franca can be spoken in a variety of ways. Although both Greek
koiné and Vulgar Latin served at different times as lingua francas in the Ancient
World, neither was a homogeneous entity. Not only were they spoken differently
in different places, but individual speakers varied widely in their ability to use
the languages. English serves today as a lingua franca in many parts of the world:
for some speakers it is a native language, for others a second language, and for
still others a foreign language. However, in the last two categories abilities in the
language may vary widely from native-like to knowledge of only some bare
rudiments. This is certainly the case in India, where even though Hindi is the
official language, English, spoken in all kinds of ways, is widely used as a lingua
franca. Swabhili is a lingua franca of East Africa. On the coast it has long been
spoken as a native language. As Swahili spread inland in Tanzania, it was sim-
plified in structure, and even further inland, in Zaire, it underwent still further
simplification. Such simplification was also accompanied by a reduction in func-
tion, i.e., the simplified varieties were not used for as many purposes as the fuller
variety of the coast. In rural northern parts of Zaire even more simplification
resulted so that the Swahili spoken there became virtually unintelligible to coastal
residents. While the existence of this variety demonstrates that Swahili was being
used as a lingua franca, what many people were actually using was a pidginized
form, Zaire Pidgin Swabhili. In this respect, those who used that variety were not
unlike many today who use English as a lingua franca: they use local pidginized
versions of English, not Standard English. Today, that Zaire Pidgin English has
become a creole, Restructured Swahili, and it is considerably different from the
Swahili of the coast (see Holm, 1989, pp. 564-7).

In North America, Chinook Jargon was used extensively as a lingua franca
among native peoples of the northwest, from British Columbia into Alaska,
during the second half of the nineteenth century. (‘Jargon’ is one of the original
derogatory terms for a pidgin.) Speakers of English and French also learned it.
Today Chinook Jargon is virtually extinct. Its vocabulary came from various
sources: principally, Nootka, Chinook, Chehalis (all Amerindian languages),
French, and English. The sound system tended to vary according to the native
language of whoever spoke Chinook Jargon. The grammar, ostensibly Chinook,
was extremely reduced so that it is really quite difficult to say with conviction
that it is more Chinook than anything else. Even though today hardly anyone
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can use Chinook Jargon, a few words from it have achieved limited use in
English: e.g., potlach (‘lavish gift-giving’), cheechako (‘greenhorn’), and possibly
high mucky-muck (‘arrogant official’) (see Taylor, 1981). There is an interesting
distributional relationship between Chinook Jargon and another lingua franca
used widely by native peoples, Plains Sign Language: Chinook Jargon is basically
a coastal phenomenon and Plains Sign Language an interior one on the plateau.
Hymes (1980, pp. 416-17) has observed that we do not know why the plateau
developed a sign language and the coast a jargon. Perhaps the reason was slavery
or the amount of slavery. The Chinook held slaves in considerable numbers,
mostly obtained by purchases from surrounding peoples, but also secondarily
through raiding parties. It seems likely that the slaves learned a reduced form
of Chinook and that this reduced form was used between them and their owners.
As we will see, it is in observations such as these that we may find clues as to
the origin and spread of pidgins and creoles and come to realize how important
social factors have been in their development.

Discussion

1. A particularly interesting lingua franca is Plains Sign Language used by
aboriginal peoples in North America (see Taylor, 1981, for a description of
this and other aboriginal lingua francas). Try to find out in what ways
Plains Sign Language must be distinguished from American Sign Language,
i.e., the communication system that many deaf people use.

2. Esperanto and Basic English have both been proposed for use as auxiliary
languages, i.e., as lingua francas. What advantages are claimed for each?
Do you see any disadvantages? (There are numerous other proposals for
auxiliary languages, so you might care to extend your inquiry to these
too.)

Definitions

A pidgin is a language with no native speakers: it is no one’s first language but
is a contact language. That is, it is the product of a multilingual situation in
which those who wish to communicate must find or improvise a simple language
system that will enable them to do so. Very often too, that situation is one in
which there is an imbalance of power among the languages as the speakers of
one language dominate the speakers of the other languages economically and
socially. A highly codified language often accompanies that dominant position.
A pidgin is therefore sometimes regarded as a ‘reduced’ variety of a ‘normal’
language, i.e., one of the aforementioned dominant languages, with simplification
of the grammar and vocabulary of that language, considerable phonological
variation, and an admixture of local vocabulary to meet the special needs of the
contact group. Holm (1988, pp. 4-5) defines a pidgin as:
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a reduced language that results from extended contact between groups of people
with no language in commony; it evolves when they need some means of verbal
communication, perhaps for trade, but no group learns the native language of
any other group for social reasons that may include lack of trust or of close
contact.

The process of pidginization probably requires a situation that involves at least
three languages (Whinnom, 1971), one of which is clearly dominant over the
others. If only two languages are involved, there is likely to be a direct struggle
for dominance, as between English and French in England after 1066, a struggle
won in that case by the socially inferior language but only after more than two
centuries of co-existence. When three or more languages are involved and one
is dominant, the speakers of the two or more that are inferior appear to play
a critical role in the development of a pidgin. They must not only speak to those
who are in the dominant position, but they must also speak to each other. To
do this, they must simplify the dominant language in certain ways, and this process
of simplification may or may not have certain universal characteristics. We may
argue, therefore, that a pidgin arises from the simplification of a language when
that language comes to dominate groups of speakers separated from each other
by language differences. This hypothesis partially explains not only the origin of
pidgins in slave societies, in which the slaves were deliberately drawn from a
variety of language backgrounds, but also their origin on sea coasts, where a
variety of languages might be spoken but the language of trade is a pidgin. It
also helps to explain why pidginized varieties of languages are used much more
as lingua francas by people who cannot speak the corresponding standard lan-
guages than they are used between such people and speakers of the standard
varieties. For example, Pidgin Chinese English was used mainly by speakers of
different Chinese languages, and Tok Pisin is today used as a unifying language
among speakers of many different languages in Papua New Guinea.

A common view of a pidginized variety of a language, for example, Nigerian
Pidgin English, is that it is some kind of ‘bad’ English, that is, English imper-
fectly learned and therefore of no possible interest. Consequently, those who speak
a pidgin are likely to be regarded as deficient in some way, almost certainly
socially and culturally, and sometimes even cognitively. Such a view is quite un-
tenable. Pidgins are not a kind of ‘baby-talk’ used among adults because the
simplified forms are the best that such people can manage. Pidgins have their
own special rules, and, as we will see, very different pidgins have a number of
similarities that raise important theoretical issues having to do with their origin.
Individual pidgins may be ephemeral, e.g., the pidgin German of the Gastarbeiters
(‘guest-workers’) in Germany that developed in the 1970s and 1980s in cities
such as Berlin and Frankfurt among workers from countries such as Turkey,
Greece, Italy, Spain, and Portugal. The phenomenon, however, is persistent and
between 2 and 12 million people in the world are estimated to use one or other
of them. Furthermore, they are used for matters which are very important to
those concerned, even self-government in Papua New Guinea. They are highly
functional in the lives of those who use them and are important for that reason
alone if for no other.
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In contrast to a pidgin, a creole is often defined as a pidgin that has become
the first language of a new generation of speakers. As Aitchison (1994, p. 3177)
says, ‘creoles arise when pidgins become mother tongues.” A creole, therefore,
is a ‘normal’ language in almost every sense. Holmes (1992, p. 95) says that ‘A
creole is a pidgin which has expanded in structure and vocabulary to express the
range of meanings and serve the range of functions required of a first language.’
In practice it is not always easy to say whether we have a pidgin rather than a
creole. Tok Pisin and some of the West African pidgins such as Nigerian Pidgin
English probably exist as both pidgins and creoles. They have speakers who use
them only as second languages in an expanded form and also speakers for
whom they are first languages. Such expanded varieties are often characteristic
of urban environments in which there is likely to be considerable contact among
speakers of different languages and are sometimes referred to as extended pidgins.
Winford (2003, p. 307) says that ‘creoles constitute a motley assortment of
contact vernaculars with different histories and lines of development, though of
course they still have much in common . .. [and] there are no structural charac-
teristics that all creoles share . . . [and] no structural criteria that can distinguish
creoles from other types of language.’

Just like a pidgin, a creole has no simple relationship to the usually standardized
language with which it is associated. If a variety of pidgin English has a complex
relationship to Standard English, so Haitian Creole, which is French-based, has
a complex relationship to Standard French. As we will see, the latter relationship
is quite different in still another way from the relationship between Jamaican
Creole, which is English-based, and Standard English. However, speakers of
creoles, like speakers of pidgins, may well feel that they speak something less
than normal languages because of the way they and others view those languages
when they compare them with languages such as French and English. The result
is that the many millions of people who speak almost nothing but creole languages
— the estimates range from a low of 6-7 million to as many as 10-17 million
— are likely to feel a great sense of inferiority about their languages. In fact, as
mentioned above, it was only very recently that linguists themselves — those who
try to be most objective and least oriented toward making value judgments on
linguistic matters — have found creoles worthy of serious scholarly attention.

If we look at the actual processes involved in pidginization and creolization,
we can see that they are almost diametrically opposed to each other in certain
important ways. Pidginization generally involves some kind of ‘simplification’ of
a language, e.g., reduction in morphology (word structure) and syntax (gram-
matical structure), tolerance of considerable phonological variation (pronunci-
ation), reduction in the number of functions for which the pidgin is used (e.g.,
you usually do not attempt to write novels in a pidgin), and extensive borrowing
of words from local mother tongues. Winford (2003, p. 302) points out that
‘pidginization is really a complex combination of different processes of change,
including reduction and simplification of input materials, internal innovation,
and regularization of structure, with L1 influence also playing a role.” On the
other hand, creolization involves expansion of the morphology and syntax,
regularization of the phonology, deliberate increase in the number of functions
in which the language is used, and development of a rational and stable system
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for increasing vocabulary. But even though the processes are different, it is still
not always clear whether we are talking about a pidgin, an expanded pidgin, or
a creole in a certain situation. For example, the terms Hawaiian Pidgin English
and Hawaiian Creole English may be used by even the same creolist (Bickerton,
1977, 1983) to describe the same variety. Likewise, Tok Pisin is sometimes
called a pidgin and sometimes a creole. In the absence of evidence for the
existence of initial pidgins, Caribbean creoles such as Haitian Creole may also
have come into existence through abrupt creolization, new languages created in
as little as two generations. Mauritian creole may be another example. Creolists
do unite about one important matter. They ‘generally accept that creole forma-
tion was primarily a process of second language acquisition in rather unusual
circumstances. Moreover, children may have played a role in regularizing the
developing grammar’ (Winford, 2003, p. 356).

Within pidgin and creole studies there is actually some controversy concern-
ing the terms pidginization and creolization. Winford (1997a) has pointed out
that these terms cover a wide variety of phenomena that are not well under-
stood. He suggests pidgin formation and creole formation as alternatives so that
investigators would focus on the specific linguistic inputs and processes that are
involved: ‘we should be asking ourselves . . . which kinds of linguistic processes
and change are common to all . . . contact situations and which are not, and how
we can formulate frameworks to account for both the similarities and differ-
ences in the types of restructuring found in each case’ (p. 138). Thomason (2001)
acknowledges that pidgins and creoles arise from contact between and among
languages but stresses how varied these types of contact are so that they may well
resist efforts to analyze, explain, or classify the language varieties that emerge.

Recognizing how difficult it is to achieve agreement on what exactly constitutes
pidgins and creoles, DeCamp (1977, pp. 4-5) has offered descriptions of what
he regards as ‘clear-cut’ examples of one of each of these. He says that:

Everyone would agree that the Juba Arabic spoken in the southern Sudan is a
pidgin. In most communities it is not the native language of any of its speakers but
functions as an auxiliary interlingua for communication between speakers of the
many mutually unintelligible languages spoken in that region. It is a new language,
only about a hundred years old. It has a small vocabulary, limited to the needs
of trade and other interlingual communication, but this restricted vocabulary is
supplemented, whenever the need arises, by using words from the various native
languages or from normal Arabic. It has a very simple phonology with few
morphophonemic processes. The complicated morphological system of Arabic
(which includes, for example, suffixes on the verb to indicate tense, negation, and
the person, number, and gender of both the subject and the direct and indirect
objects) has been almost entirely eliminated. Such grammatical information is indic-
ated by word order, by separate uninflected pronouns or auxiliaries, or else is
simply missing. Yet Juba Arabic is a relatively stable language in its own right, with
its own structure, not just half-learned or baby-talk Arabic. It is easier for an
Arabic speaker to learn than for an English speaker, but the Arabic speaker still
must learn it as a foreign language; he cannot simply improvise it.

Similarly, everyone agrees that the vernacular language of Haiti is a creole. It is
the native language of nearly all Haitians, though standard French is also spoken
by some people and is the official language, and one also hears many varieties
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intermediate between the standard and the creole. Historically it probably evolved
from pidginized varieties of French at the time when these began to be acquired
as a native language. Because it is a native language and must perform a wide
range of communicative and expressive functions, it has an extensive vocabulary
and complex grammatical system comparable to that of a so-called normal lan-
guage. In fact, scholars disagree on whether there are any formal characteristics
by which we could identify Haitian as a creole if we did not know its history.
Although its vocabulary is largely French, the phonology and syntax are so different
that most varieties are mutually unintelligible with standard French. In some ways
its grammatical structure is more similar to creole Portuguese, creole Spanish, and
even to creole English than to standard French, and most creolists object to calling
it a dialect of French.

These two descriptions succinctly describe most of the defining features of pidgins
and creoles. I will turn to some of these features in more detail in the following
section and discuss some of the implications of others in succeeding sections.

Discussion

1. If someone told you that pidginized varieties of a language are ‘corrupt’
and ‘ungrammatical,” and indicated that their speakers are either ‘lazy’ or
‘inferior,” how might you try to show that person how wrong he or she is?
What kinds of evidence would you use?

2. The ‘stripped-down’ nature of pidgins has led them to being called ‘reduced’
or ‘minimal’ languages. They have even been compared to forms of ‘baby-
talk.” A different view is that they are ‘optimal’ communication systems,
perfectly appropriate to the circumstances of their use. Do you see any merit
in this latter view?

3. While there is little dispute about the origin of the term ‘creole’ when used
to describe a type of language, there is some dispute about the origin of the
term ‘pidgin.” What can you find out about the origins of the two terms,
particularly about the origin of the latter? (See especially Todd, 1990,
pp. 22-4, Romaine, 1988, pp. 12-13, and Aitchison, 1994, p. 3177.)

Distribution and Characteristics

Pidgin and creole languages are distributed mainly, though not exclusively, in the
equatorial belt around the world, usually in places with direct or easy access to
the oceans. Consequently, they are found mainly in the Caribbean and around the
north and east coasts of South America, around the coasts of Africa, particularly
the west coast, and across the Indian and Pacific Oceans. They are fairly uncom-
mon in the more extreme northern and southern areas of the world and in the
interiors of continents. Their distribution appears to be fairly closely related to
long-standing patterns of trade, including trade in slaves. A basic source on their
distribution is Hancock (1977), a survey that was intended to list each language
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that had been treated as either a pidgin or a creole whether or not Hancock
himself agreed with the classification. The list includes Maltese and Hindi for
example, languages which Hancock believes should not be included. More
recently Holm (1989) provides a useful survey of pidgins and creoles, and Smith
(1995) lists 351 pidgins and creoles along with 158 assorted mixed languages.

Hancock lists 127 pidgins and creoles. Thirty-five of these are English-based.
These include such languages as Hawaiian Creole, Gullah or Sea Islands Creole
(spoken on the islands off the coasts of northern Florida, Georgia, and South
Carolina), Jamaican Creole, Guyana Creole, Krio (spoken in Sierra Leone),
Sranan and Djuka (spoken in Suriname), Cameroon Pidgin English, Tok Pisin,
and Chinese Pidgin English (now virtually extinct). Another fifteen are French-
based, e.g., Louisiana Creole, Haitian Creole, Seychelles Creole, and Mauritian
Creole. Unlike English-based creoles, French-based creoles (both Caribbean and
Pacific varieties) are mutually intelligible. Fourteen others are Portuguese-based,
e.g., Papiamentu (used in Aruba, Bonaire, and Curacao), Guiné Creole, Senegal
Creole, and Saramaccan (spoken in Suriname); seven are Spanish-based, e.g.,
Cocoliche (spoken by Italian immigrants in Buenos Aires); five are Dutch-based,
e.g., US Virgin Islands Dutch Creole (or Negerhollands), now virtually extinct, and
Afrikaans (here said to have been creolized in the seventeenth century); three
are Italian-based, e.g., Asmara Pidgin (spoken in parts of Ethiopia); six are
German-based, e.g., Yiddish and whatever still remains of Gastarbeiter Deutsch;
and the rest are based on a variety of other languages, e.g., Russenorsk (a
Russian—-Norwegian contact language, now extinct), Chinook Jargon (a virtually
extinct contact language of the Pacific Northwest of the United States and
Canada), Sango (extensively used in the Central African Republic), various
pidginized forms of Swahili (a Bantu language) used widely in East Africa, and
varieties of Hindi, Bazaar Malay (a variety of Malay in widespread use through-
out Malaysia, Singapore, and Indonesia), and Arabic. Of the one hundred-plus
attested living pidgins and creoles, the majority are based on one or other of the
European languages, but several, e.g., Chinook Jargon and Sango, show little or
no contact with a European language. We will see that this lack of contact is an
important factor when considering the possible origins of pidgins and creoles or
attempting to form hypotheses to account for their various shared characteristics.

The Caribbean area is of particular interest to creolists because of the many
varieties of language found there. There are countries or areas that are almost
exclusively Spanish-speaking and have no surviving pidgins or creoles as a result
of their settlement histories, e.g., the Dominican Republic, Cuba, and Puerto
Rico. Others have only English-based creoles, e.g., Antigua, Barbados, Grenada,
Jamaica, and Guyana. Still others have only French-based ones, e.g., Martinique,
Guadeloupe, St Lucia, and Haiti. Some have both, e.g., Dominica and Trinidad.
Aruba, Bonaire, and Curacao have Portuguese-based creoles, and one, the US
Virgin Islands, has a virtually extinct Dutch-based creole. The official language
in each case can be quite different: it is English in all of the above except
Martinique, Guadeloupe, and Haiti, where it is French, and Aruba, Bonaire, and
Curacao, where it is Dutch. In the southern United States, there are different
versions of French in Louisiana (Louisiana Creole, the Cajun French of Acadians
from Nova Scotia, and even a very little Standard French), Gullah, and possibly
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the variety of English now usually referred to as African American Vernacular
English (see pp. 342-5).

Suriname, the former Dutch Guiana, a country on the northeast coast of
South America, is particularly interesting linguistically. The official language of
Suriname is Dutch, but that language is the native tongue of less than 2 percent
of the population. However, two English-based creoles, Sranan and Djuka, are
spoken. Sranan, spoken in the coastal areas, is said to be a ‘conservative’
English creole that bears little resemblance any more to English. Inland, Djuka,
the most important of a group of creoles known collectively as ‘Bush Negro,’
is descended from a pidginized variety of English used by runaway slaves. It is
a creole, but it is also found in pidginized varieties among the native Indians of
the interior of Suriname for whom it has become a lingua franca. Also found
in inland Suriname is another creole, Saramaccan, which is sometimes regarded
as Portuguese-based and sometimes as English-based. It seems to have been
undergoing a process which we will refer to as relexification (see pp. 76-7),
when those who spoke it were cut off from contact with England after England
ceded the colony to Holland in 1667.

The language distribution of this whole Caribbean area reflects its social and
political history. That is the only way you can explain why a French-based creole
is spoken in St Lucia, which now has English as its official language; why the
former island of Hispaniola contains both the Spanish-speaking Dominican Republic
and the French-creole-speaking Haiti; why the people of Dutch Curacao speak
Papiamentu, which is a Portuguese-based creole (or perhaps Portuguese with a
little Spanish, there being some controversy on this matter); and why Suriname,
officially Dutch-speaking, has two (or perhaps three) English-based creoles.

Other parts of the world are no less complicated linguistically. Sierra Leone
has both pidginized and creolized Englishes. The pidgin is West African Pidgin
English, widely used as a trading language in West Africa and to that extent
indigenous to the country. The creole, Krio, is found in and around the capital,
Freetown, and appears to have originated among the slaves who returned to
Africa from Jamaica and Britain. It is not a creolized version of West African
Pidgin English. In addition, Standard English is spoken in Freetown but with
two norms, one deriving from the British Isles and the other locally based.
Consequently, it is possible in Freetown to hear even the simplest of proposi-
tions expressed in a variety of ways according to who is speaking and the
occasion: Standard (British) English, Standard Sierra Leone English, Krio, and
West African Pidgin English.

In describing the linguistic characteristics of a pidgin or creole it is difficult
to resist the temptation to compare it with the standard language with which
it is associated. In certain circumstances such a comparison may make good
sense, as in the linguistic situations in Jamaica and Guyana; in others, however,
it seems to make little sense, as in Haiti. In the brief discussion that follows
some such comparisons will be made, but they are not meant to be invidious to
the pidgin or creole. Each pidgin or creole is a well-organized linguistic system
and must be treated as such: you cannot speak Tok Pisin by just ‘simplifying’
English quite arbitrarily: you will be virtually incomprehensible to those who
actually do speak it, nor will you comprehend them. You will instead be using



68 Pidgins and Creoles

Tok Masta, a term used by Papua New Guineans to describe the attempt which
certain anglophones make to speak Tok Pisin. To use Tok Pisin properly you
have to learn it, just as you must learn German or Chinese in order to speak
these languages properly; you might find Tok Pisin easier to learn than those
two languages, but that is another matter, something of the same order as being
likely to find German easier to learn than Chinese.

The sounds of a pidgin or creole are likely to be fewer and less complicated
in their possible arrangements than those of the corresponding standard language.
For example, Tok Pisin makes use of only five basic vowels and also has fewer
consonants than English. No contrast is possible between words like it and eat,
or pin and fin, or sip, ship, and chip: the necessary vowel and consonant dis-
tinctions (contrasts) are not present. Speakers of Tok Pisin distinguish a ship
from a sheep by calling the first a sip and the second a sipsip. It is also because
of the lack of the /p/~/f/ distinction that some written versions of Tok Pisin
record certain words with p spellings, whereas others record the same words
with f spellings. So far as speakers of Tok Pisin are concerned, it does not make
any difference if you say wanpela or wanfela (‘one’); you will be judged to have
said the words in the same way, any difference being no more important to
speakers of Tok Pisin than the difference to us between typical North Amer-
ican and British English pronunciations of the middle consonant sound in butter.
While the numbers of sounds used in pidgins and creoles may be smaller than
in the corresponding standard languages, they also tend to ‘vary’ more as to
their precise quality.

One additional point is worth stressing. A language like English often has
complicated phonological relationships between words (or morphemes, the small
bits of meaning in words) that are closely related, e.g., the first vowel in zype
and typical, the ¢ in space and spacious, and the different sounds of the ‘plural’
ending in cats, dogs, and boxes. The technical term for this is morphophonemic
variation. Such variation is not found in pidgins, but the development of such
variation may be one characteristic of creolization, the process by which a
pidgin becomes a creole.

In pidgins and creoles there is likely to be a complete lack of inflection in
nouns, pronouns, verbs, and adjectives. Nouns are not marked for number and
gender, and verbs lack tense markers. Transitive verbs, that is, verbs that take
objects, may, however, be distinguished from intransitive verbs, that is, those
that do not take objects, by being marked, e.g., by a final -iz in Tok Pisin.
Pronouns will not be distinguished for case, so there will be no I-me, he-him
alternations. In Tok Pisin me is either ‘I’ or ‘me.” The equivalent of ‘we’ is either
mipela (‘I and other(s) but not you’) or yumi (‘I and you’). Yu is different from
yupela (‘singular’ versus ‘plural’), and em (‘he,” ‘she,” or ‘it’) is distinguished
from ol (‘they’ or ‘them’). In Tok Pisin there are few required special endings
on words, and two of these are actually homophones: -pela, a suffix on adject-
ives, as in wanpela man (‘one man’), and -pela, a plural suffix on pronouns, as
in yupela (‘you plural’). Another is -im, the transitive suffix marker on verbs
that is mentioned above.

We should not be surprised that there is such a complete reduction of inflection
in pidgins. Differences like one book—two books, he bakes—he baked, and big—
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bigger are quite expendable. No one seems to have any interest in maintaining
them, and alternative ways are found to express the same concepts of number,
time, and comparison. In contrast, we should note how important inflectional
endings and changes are in a language like English, particularly irregular ones
such as go—went, good-better, and drink, drank, drunk. They are used as one
of the indicators of regional and social origin. Which set of inflections you
acquire is almost entirely an accident of birth, but if it is not the socially
preferred set the accident can prove to be a costly one. Pidgins do comfortably
without inflections, but it is not surprising that some people view their absence
as a sign of deficiency and inferiority in both languages and speakers in much
the same way as they view acquisition of a set which is dispreferred.

Syntactically, sentences are likely to be uncomplicated in clausal structure. The
development of embedded clauses, e.g., of relative clauses, is one characteristic
of the process of creolization: pidgins do not have such embedding. The use of
particles, that is, usually small isolated words, is also quite frequent. Negation may
be achieved through use of a simple negative particle #zo in the English-based
Krio, e.g., i no tu had (‘It’s not too hard’) and pa in the French-based Seychelles
Creole, e.g., i pa tro difisil (‘It’s not too difficult’). One particularly interesting
feature is the use of pre-verbal particles to show that an action is continuing,
i.e., to show ‘continuous aspect.” We can see this in the use of de, ape, and
ka in the following examples taken respectively from English, French, and
Portuguese creoles: a de go wok (‘T’m going to work’ in Krio); mo ape travaj
(‘Pm working’ in Louisiana French); and e ka nda (‘He’s going’ in St Thomas).
What we can see from even these few examples is that creoles associated with
quite different standard languages apparently use identical syntactic devices.
This phenomenon has intrigued many creolists and, as we will see in the follow-
ing section, has led to the formulation of certain hypotheses about the origins
of pidgins and creoles.

The vocabulary of a pidgin or a creole has a great many similarities to that
of the standard language with which it is associated. However, it will be much
more limited, and phonological and morphological simplification often leads to
words assuming somewhat different shapes. As noted above in the example of
sip and sipsip, it is sometimes necessary to use this reduplicative pattern to avoid
possible confusion or to express certain concepts, e.g., ‘repetition’ or ‘intensifica-
tion.” Consequently, we find pairs like talk (‘talk’) and talktalk (‘chatter’), dry
(‘dry’) and drydry (‘unpalatable’), look (‘look’) and looklook (‘stare’), cry (‘cry’)
and crycry (‘cry continually’), pis (‘peace’) and pispis (‘urinate’), and san (‘sun’)
and sansan (‘sand’). Certain concepts require a somewhat elaborate encoding:
for example, in Tok Pisin ‘hair’ is gras bilong bet, ‘beard’ is gras bilong fes,
‘feathers’ is gras bilong pisin, ‘moustache’ is gras bilong maus, ‘my car’ is ka
bilong me, and ‘bird’s wing’ is han bilong pisin. A pidgin or creole may draw
on the vocabulary resources of more than one language. Tok Pisin draws prim-
arily from English but also from Polynesian sources, e.g., kaikai (‘food’), and
even German, because of historical reasons, e.g., rausim (‘throw out’ from the
German heraus, ‘outside’). The source may not always be a ‘polite’ one, e.g.,
Tok Pisin bagarap (‘break down’) is from the English bugger up. So ka bilong
mi i bagarap is ‘My car broke down.” In examples like pikinini man (‘boy’ or
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‘son’), pikinini meri (‘girl’ or ‘daughter’), pikinini dok (‘puppy’), and pikinini
pik (‘piglet’), we can see not only the process of showing ‘diminutives’ through
this use of pikinini but also a connection to the Portuguese word pequerio (‘little’).
In the Caribbean varieties, there is also often a noticeable African element in the
vocabulary (e.g., see Turner, 1949, on Gullah). Still another source of vacabulary
will be innovation. A good example from Winford (2003, p. 322) is ‘as (< Engl.
arse) means not just “buttock,” but also “cause, foundation.” Similarly, bel

” 5

means not just “belly,” but also “seat of the emotions”.

Discussion

1. Pidgins and creoles have been said to have ‘the grammar of one language
and the vocabulary of another.” In what sense is such a statement true, false,
or a bit of both?

2. Examine the following example of British Solomon Islands Pidgin (from
Trudgill, 1995, p. 158) with its English gloss. Describe as many of its gram-
matical features as you can.

Mifels i-go go log solwater, lukautim f1s, nau win i-kom. Nau mifels i-go
slobaut lop kind, nau bigfelo win i-kom nau, mifels i-fafasi slabauta, ran tumsas.

We kept going on the sea, hunting for fish, and a wind arose. Now we were
going in canoes, and an immense wind arose now, and we were thrown
around and were moving very fast.

3. Miihlhdusler (1982, pp. 462-3) offers the following two versions of Mark 5:
1-5, one in Tok Pisin and the other in Solomon Islands Pidgin. (On p. 463
he gives a third version in New Hebrides (now Vanuatu) Bichelamar.) Compare
these versions to each other and to the original. According to Miithlhausler
it takes a speaker of the Solomon Islands variety about three months to
master Tok Pisin. What kinds of differences appear to account for this?

Tok Pisin

Ol i kamap long hapsait bilong raunwara, long graun bilong ol Gerasa. Em
i lusim bot pinis, na kwiktaim wanpela man i gat spirit doti i stap long en,
em i kam painim Jisas. Dispela man i stap nabaut long ples matmat na i kam.
Em i save slip long ples matmat. Na i no gat wanpela man inap long pasim
em. Sen tu i no inap. Planti taim ol i bin pasim em long hankap na sen. Tasol
em i save brukim sen na hankap tu. Em i strongpela tumas, na i no gat man
inap long holim pas em. Oltaim long san na long nait em i stap long matmat
na long maunten. Na em i save singaut nogut na katim skin bilong em yet
long ston. [Tok Pisin Nupela Testamen, Canberra and Port Moresby: The
British and Foreign Bible Society, 1969]

Solomon Islands Pidgin English

Bihaen olketa i go long narasaet long big wata Galili. Desfala haf ia olketa i
go soa long hem, i haf bulong oketa pipol long Gerasa. Steretwe taem Jisas
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i go soa, wanfala man wea i stap long berigiraon i kamaot fo mitim hem.
Desfala man ia devol nogud i stap long hem. Ples bulong hem nao long
berigiraon. Bikos hem i karangge tumas, no man i save taemapim. Plande
taem olketa i hankapem han an lek bulong hem, bat hem i smasing olgeta
nomoa. No man i storong fitim fo holem. De an naet hem i no save stap
kwait. Hem i waka long go olabaot long melewan berigiraon an olketa hil.
Hem i waka tu long singaot karangge an katem bodi bulong hem wetem ston.
[From an unpublished translation by T. Faifu under the auspices of the Roman
Catholic, Anglican, and United and South Seas Evangelical Church]

4. The Nigerian writer Chinua Achebe uses local varieties of English in his
novels. The following extract is from A Man of the People (1975a, pp. 14—
15). What characteristics of pidgins and creoles do you find in it?

The same man who had drawn our attention to the Minister’s humility was
now pointing out yet another quality. I looked at him closely for the first time
and noticed that he had one bad eye — what we call a cowrie-shell eye.

“You see how e de do as if to say money be san-san,” he was saying. ‘People
wey de jealous the money gorment de pay Minister no sabi say no be him one
de chop am. Na so so troway.’

Later on in the Proprietor’s Lodge I said to the Minister: ‘You must have
spent a fortune today.’

He smiled at the glass of cold beer in his hand and said:

“You call this spend? You never see some thing, my brother. I no de keep
anini for myself, na so so troway. If some person come to you and say “I wan’
make you Minister” make you run like blazes comot. Na true word I tell you.
To God who made me.” He showed the tip of his tongue to the sky to confirm
the oath. ‘Minister de sweet for eye but too much katakata de for inside.
Believe me yours sincerely.’

‘Big man, big palaver,” said the one-eyed man.

It was left to Josiah, owner of a nearby shop-and-bar to sound a discordant,
if jovial, note.

‘Me one,’ he said, ‘I no kuku mind the katakata wey de for inside. Make
you put Minister money for my hand and all the wahala on top. I no mind
at all”’

Everyone laughed. Then Mrs John said:

“No be so, my frien’. When you done experience rich man’s trouble you no
fit talk like that again. My people get one proverb: they say that when poor
man done see with him own eye how to make big man e go beg make e carry
him poverty de go je-je.’

5. Hall (1966, p. 157) cites the following utterances from the French-based
Dominican Creole (from Taylor, 1951a). He employs a phonemic (i.e., broad
phonetic) writing system. What parts of the creole are French, and what are
not? Would the use of a spelling system based on Standard French (rather than
this kind of spelling) make these sentences easier to comprehend, or would
it suggest similarities that are not really there? What might such a spelling
look like in this case? You might compare responses of people who know
some French with those who do not in answering the preceding questions.
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mun sot.

nu fé.

u pa-las sottiz.

per esit.

u se-madam li.

ri duva plere deyer.
parol a-bus pa-Say.

nu gade jo.

jo gade nu.

pa-pale sot.

zordi mwé malad.

i-pa-akor malad apil.

i-pa malad apil akor.

I-ramase jo a-ter.

mweé ba Zanin sék predjal
pu-i-gaje pé ba mwe.

ba mwé i vit.

u za di mwe listwer sa.

jo vini esit kote mwe.

es jo mase?

puci u pa-vini a-travaj ijer?

mweé te-ni mal da.

se-su u te-su.

nu pra Simé par bwa, se-la
solej kuse nu.

§jé epi Sat pa-ka-dakor.
tu-le-zu kalbas kaj laivjer,
jo, i-ni pu-rete la.

People [are] stupid.

We [are] hungry.

You [are] not tired [of] stupidity.

[The] priest [is] here.

You are his wife.

Laughter ahead, weeping behind.

Words in [the] mouth [are] not [a]
load [that is, Fine talk is no
guarantee of deeds or intentions].

We looked at them.

They looked at us.

Don’t talk nonsense!

Today I [am] sick.

He (she) [is] not yet very sick.

He (she) [is] no longer very sick.

He picked them up off [the] ground.

I gave Jeannine five ‘predials’ [15 cents]
for her [to] buy bread for me.

Give it to me quickly.

You already told me that story.

They came here beside me.

[Did] they walk? [Have| they walked?

Why didn’t you come to work
yesterday?

I had tooth-ache.

It’s drunk you were!

We took [the] path by [the] woods,
it’s there [the] sun laid us [down]
[that is, It’s there darkness
overtook us].

Dogs and cats don’t agree.

Every day [a, the] calabash goes
[to the] river, one day it has to
remain there.

Webster (1960) cites the following as an example of Korean Bamboo English,
a pidginized variety of English that flourished for a brief while during the
Korean War in the early 1950s. He cautions as follows (p. 261): ‘I would
surmise it was written by a relatively sophisticated soldier,” and ‘is a good
bit more fluent than the general speech used in talking to Koreans.” Is this
a typical pidgin? (Certain words are glossed for you.)

The Story of Cinderella-San

Taksan years ago, skoshi [little] Cinderella-san lived in hootchie [house] with
sisters, poor little Cinderella-san ketchee no fun, have-no social life. Always
washee-washee, scrubee-scrubee, make chop-chop [food]. One day Cinderella-
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san sisters ketchee post cardo from Seoul. Post cardo speakie so: one prince-
san have big blowout, taksan [big] kimchi [Korean food], taksan beeru, play
‘She Ain’t Go No Yo Yo.” Cindy-san sisters taksan excited, make Cinderella-
san police up clothes.

Sisters go blackmarket, ketchee fatigues, new combat boots, bring to hootchie
and Cinderella-san cut down fatigues, shine-shine boots. Come night of big
shindig, sisters speak sayonara, leave Cindy-san by fire.
hava-no, I ketchee you number one outfit and you go to hoedown number
one prince.” Godmother-san speak Cindy-san ketchee one mouse and one
mouse-trap. Godmother-san waving wand and mousetrap and mouse becom-
ing streamlined oxcart. Then wave wand again one time and old rubber shoes
changee into polished Corcoran jump boots. ‘Meda-meda [look],” say Cindy-
san. ‘Number one.’

‘One thing, kiddee,” speak fairy Godmother-san, ‘knock it off by 2400. I
gotta get these clothes back to QM warehouse.’

‘Hokay,” speak Cindy-san, taksan happy, and rush off to Seoul to hootchie
of number one prince. Cindy-san ketchee big hit at barn dance. All rest jo-sans
[girls] bags by Cindy-san. Number one prince is on make, ketchee beeru and
Spam sandwiches for Cindy-san and dance to ‘I Ain’t Got No Yo Yo’ eight times.

Suddenly clock starts to strike 2400. Cindy-san has skoshi time, can speak
only sayonara to number one prince before chogeying [going] to oxcart pool
to go home. She hubba-hubba [hurry] home but lose Corcoran jump boot.
Time to stop hava-no and number one prince ketchee.

Next day big bulletin go out: Number-one prince meda-meda for jo-san
who has foot to fit Corcoran jump boot, ketchee and marry, make number
one jo-san in Korea.

Prince try taksan feet in boot — all time no fit. Finally come to hootchie of
Cinderella-san. Sisters all shook up, sit and giggle on straw mat as prince tries
on number twelve feet.

“Never hatchie,” he speak. “Who is jo-san who do washee-washee?’ Sisters
laugh. ‘Ugly Cinderella-san,” they speak. ‘Nevah hoppen [impossible].” “What
to lose,” speak Prince. ‘Edewa [come] shipsho [hurry] bali-bali [quick] ugly
jo-san.’

Cindy-san grins. She ketchee five aces in this deal, all time know jump boot
fit. Boot slide on skoshi foot with number one fit.

‘Kid, you dai jobu [OK],” he speak. ‘Come on my house, be number one
princess.’

‘Sayonara, old bags,” speak Cindy-san to sisters, and go home with number
one prince. Taksan happy ever after.

Origins

Linguists who have studied pidgins and creoles have long been intrigued by the
similarities they have found among them. Pidgins from very different parts of
the world exhibit remarkable similarities in structure even when the standard
languages with which they are associated are quite different. Furthermore, pidgins
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and creoles based on the same standard language but found in places far distant
from one another may have a high degree of mutual intelligibility, e.g., the
various pidginized and creolized varieties of French found geographically as far
apart as the Caribbean, the Indian Ocean, and the South Pacific. How can we
account for these similarities?

One theory about the origins of pidgins is easily dismissed. This is the idea that
pidgins arise because the people among whom they are found lack the ability
to learn the standard languages with which the pidgins are associated. Such a
view may sometimes be associated with another one, that European languages are
somehow ‘better’ than others and that many people speak ‘primitive’ languages,
i.e., languages that are ‘deficient’ in certain respects. Such deficiencies may then
be cited as evidence that the people themselves are inferior. We must note that
linguists have been unable to locate a single such ‘primitive language,’ that claims
about associated intellectual deficiencies are largely ‘racist,” and that this theory
about the origins of pidgins ignores many important facts.

There is no evidence either for any ‘foreigner-talk’ or ‘baby-talk’ theory (see
Bloomfield, 1933, pp. 472-3) for the origin of pidgins and creoles, i.e., that they
result from Europeans deliberately simplifying their languages in order to
communicate with others. According to this theory, these simplified forms then
serve to provide pidgins with their basic structures and vocabularies. There are
too many structural similarities among pidgins and creoles associated with very
different European languages to make such a theory of origin plausible, e.g.,
between the English-based creole of Jamaica and the French-based one of Haiti.
If there is evidence of simplification, it is evidence of some very different process
at work than any kind of ‘talking down,” ‘baby-talk,” or ‘mimicry’ can explain.
Moreover, pidgins are far less frequently used between Europeans and non-
Europeans than among non-Europeans. In fact, many Europeans who must deal
regularly with pidginized varieties of their languages speak them very badly
indeed, failing to understand some of the basic structural characteristics of the
pidgins. Finally, there is plenty of evidence that it is Europeans who learn the
pidgins from non-Europeans rather than the opposite, although the use of so
much European vocabulary may tend to conceal that fact.

One theory, the theory of polygenesis, is that pidgins and creoles have a
variety of origins; any similarities among them arise from the shared circum-
stances of their origins. For example, speakers of English have had to make
themselves understood for the purposes of trade and those trading with them
have had to be understood. Consequently, certain simplified forms of English
have developed independently in a number of places, giving rise to varieties of
pidgin English. Because in every case the target language is English, these local
varieties will have certain similarities. In this view a ‘pidgin X’ or ‘creolized Y’
is a variety of X or Y, much as Cockney English is a variety of English. Then,
more generally, since English, French, Spanish, and Portuguese are really not so
different — they are all Indo-European languages — we might expect similarities.
We can go even further to claim that a ‘simplification’ process for any language
would produce much the same results everywhere: a simpler set of sounds, no
inflections, basic word order patterns, short uncomplicated utterances, and so
on. Various other explanations have been offered for the resulting similarities
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including the similar social contexts of their origin, the similar communicative
needs of those who use them, and, most plausible of all, a shared substratum.

This last idea seems particularly appropriate to explain many similarities
among the Atlantic Ocean and possibly certain Indian Ocean pidgins and creoles
on the one hand and Pacific Ocean pidgins and creoles on the other. The former
are said to have an African substrate and the latter an Oceanic one, i.e., each
contains certain language characteristics of the native ancestral languages of
their speakers. In this view Atlantic pidgins and creoles retain certain charac-
teristics of ancestral African languages. African slaves were often multilingual,
spoke languages of similar structure but different vocabulary, and tended to
treat English and French, and to a lesser extent Portuguese, in the same way.
Therefore, the pidgins and creoles are European-language-based and were freshly
created in different places. What similarities they have they owe to this fusion
of European and African components (see Holm, 1988, 2004, and Winford,
2003, pp. 16-17).

We can contrast such polygenetic views with monogenetic ones. One such view
of the similarities among Atlantic pidgins and creoles requires us to examine the
very beginnings of the pidginization process. For example, according to McWhorter
(1995, 2000), their similarities can be accounted for if we look back to the
beginnings of the slave trade and the existence of English and French slave
forts on the West African Coast. In these forts contact languages developed,
with the most important of these from this point of view being West African
Pidgin Portuguese. These contact languages provided the bases for most of the
pidgins and creoles that later developed across the Atlantic. This is his Afrogenesis
hypothesis concerning origin. McWhorter points to the relative paucity of Spanish-
based creoles in the New World as evidence which supports this claim as well
as to the fact that such creoles are also missing from places we might expect to
find them, e.g., Puerto Rico and Cuba. (The Spanish creoles that do exist, e.g.,
Papiamentu, are relexified (see following pages) Portuguese ones.) McWhorter
points out that Spain came late to the sugar industry, did not use labor-intensive
cultivation systems, sometimes took areas from Portugal, and did not have large
slave forts and settlements in Africa. This view of the development of pidgins and
creoles is a monogenetic view, claiming as it does that a single source accounts
for the perceived similarities among the varieties we find.

Another variant of such a monogenetic theory is that the similarities among
pidgins and creoles might be attributable to a common origin in the language
of sailors in some kind of nautical jargon. It is a well-known fact that the crews
of ships were — and sometimes still are — often drawn from a variety of sources.
For example, Nelson’s flagship Victory is said to have been crewed by sailors of
fourteen different nationalities. A common shipboard lingua franca, or nautical
jargon, developed among the members of the sailing community. In this view,
it was that lingua franca, rather than a pidginized variety of a standard lan-
guage, that was carried along the shipping routes. However, the evidence for this
theory is weak, consisting of a few sea-based terms in different pidgins. More-
over, it almost completely ignores the more serious structural similarities among
existing pidgins and creoles, similarities that seem to require a more profound
explanation.
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The theory of relexification is an attempt to offer such an explanation. Accord-
ing to this theory, all the present European-language-based pidgins and creoles
derive from a single source, a lingua franca called Sabir used in the Mediter-
ranean in the Middle Ages. In the fifteenth and sixteenth centuries the Portuguese
relexified this language; that is, they introduced their own vocabulary into its
grammatical structure, so that a Portuguese-based pidgin came into widespread
use as a trade language. Later, this pidgin was in turn relexified into pidginized
French, English, and Spanish. In each case the underlying grammatical struc-
ture remained largely unaffected, but a massive shift occurred in vocabulary as
replacement words were imported from the lexifier language to produce a con-
spicuous superstratum. It is also argued that Portuguese relics still remain after
relexification, e.g., savvy and piccaninny (from Portuguese saber, ‘know,” and
pequeno, ‘little’), in English-based creoles.

Such a theory attempts to provide a serious explanation for the fact that
pidgins and creoles associated with different standard languages have certain
common structural features but quite different vocabularies. In this view a
pidgin English is therefore an Anglicized version of the original pidgin and a
pidgin French is a Gallicized version. The theory leads creolists such as Todd
(1990) to go so far as to use a version of the classical comparative method of recon-
struction in an attempt to show how various pidgins and creoles have descended
from a Portuguese-based ancestor. Todd provides a family-tree type model
(p. 37) for pidgins and creoles, which shows them originating in Sabir. Sabir
then becomes Proto-Portuguese Pidgin, which in turn splits into two distinct
branches, Atlantic Portuguese Pidgin and Indo-Pacific Portuguese Pidgin. The
former has sub-branches with Portuguese varieties (e.g., Guiné Crioule), Hispanic
varieties (e.g., Papiamentu), Anglicized varieties (e.g., Jamaican), and Gallicized
ones (e.g., Louisiana, Haitian); the latter has its sub-branches too — Gallicized
ones (e.g., Seychelles), Nederlandized ones (e.g., Afrikaans), and Anglicized ones
(e.g., Tok Pisin).

The theory of relexification is not without its problems. One is that pidgins
are so stripped down that they lack most of the features that linguists usually
rely on to relate one language to another. The similarities among them are very
general, and it is quite possible that some alternative theory may better explain
them, e.g., some general principles of language acquisition. Relexification also
asks us to believe that, in learning a language, people somehow can learn the
grammar quite independently of the vocabulary and that they do indeed learn
the first but completely replace the second during the process of learning. We
might also expect more Portuguese to have survived.

Lefebvre (1998), after more than twenty years of study of Haitian Creole,
answers some of these objections. He says (pp. 10-11) that there are important
factors in the creation of a creole. Adults relexify to communicate: ‘creole lan-
guages [are] created by adult speakers with a mature lexicon.” A process of
dialect leveling follows, which ‘operates on the variation resulting from the
relexification of the various substratum lexicons,’ there usually being several of
these. Finally, speakers reanalyze the resulting language in ‘a mental process
whereby a particular form which signals one lexical entry becomes the signal of
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another lexical entry.” In other words relexification is the starting point of a
larger process.

There is some good evidence that relexification has occurred. If we look at
Saramaccan, it seems to be a pidgin in the process of relexification from Portuguese
to English (hence the disagreement I noted earlier about its classification). It was
‘frozen’ in this intermediate, transitional stage when its speakers were cut off
from England in 1667 when the colony became a Dutch possession. There is
also evidence that in parts of West Africa such kinds of replacement do occur,
that people know the vocabularies of different languages but use a kind of
common grammar in speaking them so that when they come across a new
language they employ the ‘new’ vocabulary in the ‘old’ grammatical framework
and manage to make themselves understood. We could argue, however, that all
we have in this case is a reintroduction of the substratum theory in a new and
subtle form; in any case, such a theory seems inadequate on other grounds.
There is also no apparent relexification possible for varieties such as Pitcairnese
(spoken by descendants of the Bounty mutiny of 1790), Sango, and Chinook
Jargon. At least some pidgins and creoles cannot owe their origin to this process.

One of the severest condemnations of relexification comes from Bickerton
(1977, p. 62), who argues that: “We are asked to believe that an original contact
language could be disseminated round the entire tropical zone, to peoples of
widely differing language background, and still preserve a virtually complete
identity in its grammatical structure wherever it took root, despite considerable
changes in its phonology and virtually complete changes in its lexicon.” Bickerton
considers that relexification asks us to accept too many improbabilities. Instead,
he offers (1981) an alternative theory to account for the similarities we find: his
Language Bioprogram hypothesis.

Bickerton (1983) claims that only this hypothesis adequately explains the
similarities among creoles: universal principles of first language acquisition are
involved. Jespersen (1922, p. 234) had previously pointed out certain similarities
between pidgins and creoles and children’s language. Bickerton argues that it is
better to focus on what pidgins and creoles have and do than on what they lack.
Typically, creoles are developed by children who find themselves born into a
multilingual environment in which the most important language for peer contact
is a pidgin. Children are compelled to develop that language because each child
has a bioprogram to develop a full language. Children use this bioprogram in
the same way wherever they happen to be and the consequence is that ‘the
grammatical structures of creoles are more similar to one another than they are
to the structures of any other language’ (p. 121). Bickerton further develops this
thesis, claiming that children have certain innate language abilities that they are
actually forced to suppress as they learn languages like English and French. ‘It
[is] only in pidgin-speaking communities, where there [is] no grammatical model
that could compete with the child’s innate grammar, that the innate grammatical
model [is] not eventually suppressed’ (p. 121). It is in just these circumstances
that creoles arise. Bickerton says that the essential difference between pidginization
and creolization is that pidginization is second-language learning with restricted
input and creolization is first-language learning, also with restricted input. There
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has been much discussion of Bickerton’s ideas but they have found only luke-
warm support; they are said to give too much weight to the role of children in
the development of creoles and too little to the role of expanded pidgins, the
diversity found in creoles, and the amount of time the creolization process
usually requires. However, at the same time we will see in various chapters that
follow that there is considerable evidence showing that children play an import-
ant role in how languages change.

Discussion

1. Hall (1966, p. 122) points out that ‘English has been extensively relexified,
in the last thousand years, with morphemes [i.e., words and parts of words
with meaning] . .. from French, Latin, and Greek; yet it is still to be clas-
sified as a Germanic, not a Romance, language’ because of its basic struc-
tural features, which are Germanic. In what ways is this kind of relexification
similar to and different from the kind discussed in this chapter?

2. Bickerton (1977, p. 49) says that, essentially, ‘pidginization is second-
language learning with restricted input, and . . . creolization is first-language
learning with restricted input.” How valid do you think Bickerton’s claim is?

3. Bickerton (1983, p. 116) claims that there is now an impressive body of
evidence to support the following claim: ‘between the ages of two and four
the child born into a community of linguistically competent adults speaks
a variety of language whose structure bears a deep resemblance to the
structure of creole languages.” Assess this claim. You should consult Bickerton

(1990).

From Pidgin to Creole

Whatever their origins, it is generally acknowledged that a pidgin is almost
always involved in the earliest stage of a creole. The pidgin comes about from
the need to communicate, particularly when those who need to communicate
speak a variety of languages and the speakers of the ‘target’ language are ‘superior’
in some sense and perhaps transient too. Thus, pidginization seems to have
happened — and seems still to happen — repeatedly, for it is one of the basic
means by which linguistic contact is made among speakers of different lan-
guages who find themselves in an asymmetrical social relationship, i.e., one in
which there is a serious imbalance of power. The fact that is especially interest-
ing is how similar the results are from place to place and from time to time.

Not every pidgin eventually becomes a creole, i.e., undergoes the process of
creolization. In fact, very few do. Most pidgins are lingua francas, existing to
meet temporary local needs. They are spoken by people who use another lan-
guage or other languages to serve most of their needs and the needs of their
children. If a pidgin is no longer needed, it dies out. It may also be the case that
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the pidgin in a particular area must constantly be ‘reinvented’; there is no reason
to believe, for example, that either Cameroonian Pidgin English or Hawaiian
Pidgin English have had uninterrupted histories.

Creolization occurs only when a pidgin for some reason becomes the variety of
language that children must use in situations in which use of a “full’ language
is effectively denied them. A creole is the native language of some of its speakers.
We can see how this must have happened in Haiti when French was effectively
denied to the masses and the African languages brought by the slaves fell into
disuse. We can also see how, while many of the guest workers in Germany
developed pidginized varieties of German to communicate when necessary with
one another, their children did not creolize these varieties but, with varying suc-
cess, acquired Standard German, since they had to go to school and be educated
in German. A full language was available to them so they had no need to creolize
Gastarbeiter Deutsch.

The example of Tok Pisin is useful in considering how a pidgin expands and
develops into a creole. It was not until the 1960s that the pidgin was nativized,
i.e., children began to acquire it as a first language, and, therefore, becoming for
them a creole (while remaining an extended pidgin for previous generations).
Miihlhausler (1982) has noted that in Tok Pisin grammatical categories such as
time and number have become compulsory, a word-formation component has
been developed, devices for structuring discourse are now present, and there are
opportunities for stylistic differentiation (p. 449). So far as functions are con-
cerned, Tok Pisin has become symbolic of a new culture; it is now used in many
entirely new domains, e.g., government, religion, agriculture, and aviation; it is
employed in a variety of media; and it is supplanting the vernaculars and even
English in many areas (pp. 448-9). Aitchison (1991) has also noted what is
happening to Tok Pisin. She points out four kinds of change. One of these is that
people speak creoles faster than pidgins and they do not speak them word by
word. Consequently, processes of assimilation and reduction can be seen at work
in Tok Pisin: ma bilong mi (‘my husband’) becomes mamblomi. A second change
is the expansion of vocabulary resources: new shorter words are formed, so that
paitman (‘fighter’) exists alongside man bilong pait (‘man of fight’). There is also
much borrowing of technical vocabulary from English. A third change is the
development of a tense system in verbs. Bin is used as a past time marker and
bai, from baimbai (‘by and by’), as a future time marker. Finally, greater sen-
tence complexity is now apparent. Some speakers are now able to construct
relative clauses because we (from ‘where’) is developing as an introductory
marker. In ways such as these, the original pidgin is quickly developing into a
fully fledged language, which we call a creole only because we know its origin.

This last point is important: it is only because we know the origins of creoles
that we know they are creoles. Hall (1966, pp. 122-3) has observed that:

All the evidence available so far indicates that the type of linguistic change and the
mechanisms involved — sound-change, analogy, borrowing of various kinds — are
the same for pidgins and creoles as they are for all other languages. The only
difference lies in the rate of change — far faster for a pidgin (because of the drastic
reduction in structure and lexicon) than for most languages. When a pidgin has



80 Pidgins and Creoles

become nativized, the history of the resultant creole is, in essence, similar to that
of any other language. Hence, whereas a pidgin is identifiable at any given time by
both linguistic and social criteria, a creole is identifiable only by historical criteria
— that is, if we know that it has arisen out of a pidgin. There are no structural
criteria which, in themselves, will identify a creole as such, in the absence of
historical evidence.

Hall adds that the kinds of changes we associate with creolization normally take
thousands of years in languages for which we have good historical data.

Recent intensive study of pidgins and creoles has revealed how quickly such
languages can and do change. Pidginization can occur almost ‘overnight.” Relexi-
fication also seems to be a rapid process. Creolization can take as little as two
generations. The particular combination of language and social contact that
gives rise to pidgins and creoles seems also to have occurred frequently in the
history of the human species.

What this suggests is that many now traditional views about how languages
change may need revision. Such change may not be slow and regular at all, or
it may be so only in the absence of certain kinds of language contact. Since
contact situations appear to hasten change, the study of pidgins and creoles
offers important clues to the kinds of changes that you might seek to discover.
For example, does a contact situation lead to a reduction in inflectional morph-
ology? Does it favor the development of a fixed word order in sentences? Find-
ing answers to questions such as these may provide interesting insights into how
languages change.

Because a creole can be related to some other dominant (or superordinate)
language a creole (or post-creole) continuum can arise. For example, an English-
based creole can develop a number of varieties when it is in contact with
Standard English. As the range of these varieties increases, Standard English
may more and more influence them so that some varieties will come to resemble
Standard English. This process has become known as decreolization. However,
Winford (1997b) points out that there are various kinds of continua and ‘Each
creole continuum is unique in its own way’ (p. 311). Consequently, much research
is still needed to discover how the varieties arise and relate to one another.

In discussing the creole continuum that exists in Guyanese English, Bickerton
(1975, p. 24) has proposed a number of terms that may be used to refer to its
different parts. He uses the term acrolect to refer to educated Guyanese English,
a variety which really has very few differences from other varieties of Standard
English. He uses the term basilect to refer to the variety at the other extreme
of the continuum, the variety that would be least comprehensible to a speaker
of the standard, perhaps even incomprehensible. Mesolects are intermediate
varieties. However, these are not discrete entities, for one important character-
istic of these intermediate mesolects is that they blend into one another to fill
the ‘space’ between the acrolect and the basilect.

As we might expect, there is considerable social stratification involved in such
a situation. Bickerton cites Allsopp (1958) to show how the following Guyanese
varieties of the Standard English sentence I told him may be pronounced in the
various parts of the continuum:
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ai tould him
ai to:ld him
ai to:l 1m

ai tel 1m

a tel 1m

ai tel 1

atel i

mi tel 1

mi tel am

WRONAN R W

The first three varieties (1-3) exemplify middle-class usage and are typical acrolect
forms. The next four (4-7) are mesolect forms found in the lower-middle and
urban working classes. Item 8 is found in the rural working class, and item 9
is used by old and illiterate rural laborers: these are typical basilect forms.

Additional evidence on the Guyanese continuum is provided by Bell (1976,
p. 136), who produces the sentences found in table 3.1. He uses information
supplied by Cave (1973) to show how, in the Guyanese continuum, there are
eighteen different ways of rendering a sentence like I gave him one. In this con-
tinuum the ‘highest” acrolect sentence is [aT getv him wan], the ‘lowest’ basilect
sentence is [mI gi: 22m wan], and there are intermediate mesolect sentences such
as 8 [a did giv i: wan], and 13 [m1 di g1 hi: wan].

Writing of the continuum that exists in Jamaica, DeCamp (1977, p. 29) has
observed that particular speakers control a span of the spectrum, not just one
discrete level within it. He says that the breadth of the span depends on the
breadth of the speaker’s social activities:

A labor leader, for example, can command a greater span of varieties than can a
sheltered housewife of suburban middle class. A housewife may make a limited
adjustment downward on the continuum in order to communicate with a market
woman, and the market woman may adjust upward when she talks to the house-
wife. Each of them may then believe that she is speaking the other’s language,
for the myth persists in Jamaica that there are only two varieties of language —
standard English and ‘the dialect’ — but the fact is that the housewife’s broadest
dialect may be closer to the standard end of the spectrum than is the market
woman’s ‘standard.’

What is particularly important here, though, is the additional observation that
Jamaicans do not perceive the existence of a continuum. Instead, they perceive
what they say and hear only in relation to the two ends and make any judg-
ments and adjustments in terms of the two extremes, Standard English or ‘the
dialect,” ‘patois,” or ‘Quashie,” as it is sometimes referred to. Patrick (1999)
points out that at least in Kingston the continuum is much more complicated:
multi-dimensional rather than uni-dimensional. The idea of a simple continuum
may therefore be little more than a neat theoretical concept, since the variation
found in everyday language use requires taking into consideration many other
explanatory factors.

A continuum can arise only if the two extreme varieties are varieties of the same
language, as with standard X and creolized X (e.g., Standard English and Jamaican
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Table 3.1 A Guyanese continuum

1 a1 WAN
2 him
3 gelv m
4 1
5 him
6 a gIv m
7
8 did | giv | i
9 dr
10 did | g1 wan
11 gi:
12
13 dr gr hi:
14
15 | mr i:
16 bin
17 gi: | am
18

Source: Bell (1976, p. 136)

Creole English). When different languages are involved there can be no continuum,
as between Sranan, an English-based creole, and Dutch in Suriname. If the
total society is highly stratified, so that there is little or no contact between the
groups who speak the creolized and superordinate varieties, and/or if these two
varieties have separate and distinct functions in the lives of people, then there
will be no continuum. We will have a diglossic situation (see chapter 4), as in
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Haiti between Haitian Creole and French. A continuum appears to require that
there be some kind of continuity in society among the various sub-groups. It
arises from the development of varieties intermediate between the original pidgins
and the superordinate variety. The different linguistic situations in Jamaica and
Haiti would therefore suggest that the social situations in these countries are
very different, a suggestion which seems to have some validity.

It is also important to note that not only Patrick (1999) but others such as
Le Page and Tabouret-Keller (1985) reject the idea of the continuum as being
altogether too simplistic. They claim that it results from simplifying and manip-
ulating data rather than trying to confront the evidence in all its complexity.
It is too simplistic to explain the linguistic choices that speakers make. It is
essentially a uni-dimensional approach to a situation in which all the factors
suggest that only a multi-dimensional approach can offer an appropriate account
of speakers’ linguistic behavior. There is considerable merit to this view.

According to theorists such as Rickford (1977) and Dillard (1972), the process
of decreolization can also be observed in the United States in what has happened
in the linguistic history of the black slave population that was brought to work
the cotton plantations. The original slaves brought with them a number of West
African languages, but many must also have arrived with some knowledge of
Portuguese-based or English-based pidgins, the trading lingua francas of the
African coast. Slave owners deliberately chose slaves from different language back-
grounds to discourage rebellion. Such circumstances fostered the development
of English-based pidgins and the process of creolization. So long as whites and
blacks kept a considerable distance apart, physically and socially, there was little
opportunity for decreolization. We can see that this was the case with Gullah,
geographically isolated on the Sea Islands off the southeast coast and still today
the most distinctive indigenous black speech in the United States, particularly
because of its large African vocabulary (see Mufwene, 1993). However, as blacks
began to win more and more recognition of equality under the law and oppor-
tunities for various kinds of advancement increased, Standard English began to
exert a strong influence on the original creole, so that today a genuine con-
tinuum exists. In fact, this continuum is so strong that many people, both whites
and blacks, regard any characteristics which seem to mark the speech of US
blacks as being instances of either ‘southern’ speech or ‘lower-class’ speech. In
other words, AAVE, the modern reflex of the original creole, is now regarded
as either a regional or social variant of the standard language. There are, how-
ever, other explanations of the origins of AAVE. We will return to these and
related matters in chapter 14 because of some of the consequences that arise in
resolving certain educational issues.

A diglossic situation is one in which the creole and the standard lack con-
tinuity so far as functions are concerned, and that functional discontinuity is
generally strongly supported by severe social stratification. Haitian Creole and
Standard French differ almost as much as two quite unrelated languages; there
are no intermediate varieties in Haiti, and the two are kept socially and function-
ally apart. In Haiti one possible solution to such a diglossic situation would seem
to be the elevation of the creole to “full’ language status through the process of
standardization. However, the socially and politically elite in Haiti, even though
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they themselves use Haitian Creole in certain circumstances, officially disdain
any language other than Standard French and the general populace find little or
no encouragement for thinking well of the creole. On the other hand, Afrikaans,
of possible creole origin, has been developed into a ‘full’ language in South
Africa, Bahasa Indonesia has been developed out of certain varieties of Malay,
and Tok Pisin is now used in Papua New Guinea as a unifying language.

As Bell (1976, pp. 160-1) has pointed out, various things can happen to a
creole. It can reach a quite stable relationship with the language or languages
of the community, as in the current relationship between Haitian Creole and
French. It may for one reason or another be extinguished by the standard lan-
guage: for example, in the Dutch West Indies, Dutch has virtually extinguished
Negerhollands, and English is severely cutting into Gullah in the Sea Islands. A
creole may in some cases become a standard language, with possible examples
being Afrikaans, Swahili, Bahasa Indonesia, and Maltese. A creole continuum,
as for example in Jamaica and Guyana, is another possibility.

The different linguistic situations create different social and educational prob-
lems for speakers of the pidgins and creoles. In a diglossic situation such as in
Haiti there are traditional power relationships exemplified in the distributions
of the two varieties of language, e.g., Haitian Creole and the local variety of
French. Everyone speaks the former, but those at the ‘upper’ levels of Haitian
society also speak French. There are also varieties of the creole, the kreyol
fransize (‘French creole’) or kreyol swa (‘smooth creole’) of the educated, urban,
bilingual upper class and the gwo kreyol (‘vulgar creole’) or kreyol rek (‘rough
creole’) of the rest of the people. The creole is associated with ignorance, pov-
erty, and inferiority, even by those who speak it, but at the same time it is a
marker of Haitian solidarity: it is what makes Haitians distinctively Haitians.
French, though quite alien to well over three-quarters of the population, is the
preferred language of education and it also provides access to the outside world
(although recently English has been making inroads). Those who have knowledge
of French regard it as the language of culture even though, by the standards of
Continental French, the Haitian variety of French tends to be grandiose, flowery,
and archaic. The result, predictably, is that little or no progress is made in Haiti
in solving pressing social and educational problems. Many of these are directly
related to linguistic matters so it is not surprising that they should be as severe
as they are if we remember that the creole is said to have no grammar, that the
elite have long resisted literacy campaigns (there was only 20 percent literacy in
1984!), and that it was not until 1961 that the creole gained any limited official
recognition at all and not until 1979 that it became the medium of instruction
for the first four years of schooling (see also pp. 91-2).

Jamaica might appear to offer more hope that a unified language will evolve.
However, the subtle gradations that exist in a continuum can also be put to use
to classify people. The people who use the two ends of the Jamaican continuum
are almost as far apart socially as those Haitians who speak only Haitian Creole
are from those who are completely bilingual in the creole and French. Some
varieties of Jamaican English are clearly felt to be ‘superior’ and others clearly
‘inferior,’ so the particular span of varieties a Jamaican uses serves as a clear
social class marker. DeCamp (1977, p. 26) has pointed out some of the serious



Pidgins and Creoles 85

educational consequences of such attitudes. He says that in Jamaica ‘most edu-
cators persist in treating the “dialect problem” as if it were a problem of speech
correction, attributing it to careless, slovenly pronunciation. ... The creole is
inseparably associated with poverty, ignorance, and lack of moral character.
There is a strong social prejudice against the creole, a prejudice which inhibits
even the middle class, many of whom ‘lead lives of desperate linguistic anxiety,
loudly proclaiming the superiority of their own “standard” English while nursing
inward doubts about whether their English is really sufficiently standard.’

Wassink’s study (1999) of speakers from the semi-rural community of Gordon
Town outside Kingston, Jamaica, revealed that some of the negative attitudes
toward the existence of a continuum may be weakening. There is still considerable
ambivalence about what locals call the patois: for example, respondents were more
willing to hear it used by others than they were to use it themselves. Young people
were also more accepting than old. ‘Gordon Town respondents maintained
reservations about JC [ Jamaican Creole] but they also indicated that it has great
social value to them ... [it] being more expressive than English’ (p. 85).

This problem is no longer unique to Jamaica. In recent decades there has been
considerable emigration from Jamaica (and from other countries in which the
same kind of continuum is normal), so that a further dimension has been added
to the continuum: a new standard is superposed on the previous Jamaican one,
e.g., British English or Canadian English. How best to deal with the social and
educational factors associated with a continuum is no longer a problem unique
to certain places where creoles have developed, but is now a problem for edu-
cators in cities like London, Toronto, and New York. Edwards (1986) and
Hewitt (1986, 1989) have pointed out how in England black youths of West
Indian origin not only learn the local variety of English but often too a particu-
lar variety of Caribbean English that differs from that of their parents. Edwards
says that they deliberately recreolize the English they use in an attempt to assert
their ethnic identity and solidarity because of the social situation in which they
find themselves (Edwards, 1986, p. 111). Sebba (1993) offers further evidence of
this phenomenon. He shows how some young British African Caribbeans create
London Jamaican English forms that are clearly different from Jamaican Jamai-
can English (JJE) forms, e.g., fru for through (JJE tru). For these youngsters this
type of creole has covert prestige with its images of solidarity, Black Britishness,
and distinctiveness from other varieties of English: it is deliberately, oppositionally,
and nonlegitimately different. We will see too (in chapter 14) that claims have
been advanced that the speech of certain blacks in the United States may now
be diverging from that of the wider society.

Creating a new ‘full’ language from a creole also has its own special prob-
lems. Bahasa Indonesia has to be standardized and taught to speakers of many
different languages. Afrikaans has already been standardized. Both states have
found that a strong unifying ‘national’ consciousness among potential speakers
has been of immense value. To some extent Tok Pisin relies on the same motiva-
tion, but in this case the numbers in support of a new language are small and
the price to pay in terms of linguistic isolation, which must be added to the
geographic isolation that already exists, is high. Currently Tok Pisin is rapidly
being creolized, particularly in urban areas, and attempts are being made to
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standardize the emerging creole. Its uses are being extended in a variety of ways,
e.g., in the House of Assembly as an official language alongside English, in
broadcasting, in newspapers, and in primary education. However, the process
has not been without its problems. One is the growth of varieties of the lan-
guage, so that there are now both rural and urban varieties, a situation which
threatens Tok Pisin’s development as a lingua franca. Another is that there
has been wholesale borrowing into Tok Pisin of English words rather than
the exploitation of native sources. If Tok Pisin were to become more and more
recognizably ‘English,” we might anticipate the development of a creole con-
tinuum with all the attendant problems, not the least of which, of course, is
the threat that such a development poses to the native creole, as in Jamaica,
Guyana, and Nigeria, placing, as it does, that creole in an even more unfavor-
able light in the eyes of those who speak it. Tok Pisin could fall into jeopardy
if this should happen.

Discussion

1. While all linguists believe that all languages change over time, some believe
that they change at a fairly fixed rate, particularly over very long periods
of time. This belief enables them not only to reconstruct protolanguages
(i.e., common ancestral languages) but also to attempt to date these. What
problems might the existence of creoles pose for such views?

2. Hall (1972, p. 151) has commented that the major factor that brings about
a change of status for a pidgin or a creole is ‘political, i.e., pressure effect-
ively exerted by or on behalf of the population which uses it, for its
recognition.” He adds that the ‘correlation between political factors and
status-achievement, for pidgins and creoles, is so close that we may expect
to see other such languages rise to the status of standards only where the
areas where they are spoken gain political independence or autonomy, and
use the local tongue as a symbol of nationality.” If Hall is correct, what do
you think will happen to the many pidgins and creoles that exist today? Are
there any countervailing forces which must also be recognized?

3. Saville-Troike (1989) quotes the following from a letter to the editor of the
Trinidad Guardian. A report on a Language Arts syllabus had recognized
that most Trinidadians spoke a creole and that English was not their native
language. The letter writer protests as follows:

If the language of the barrack yard and the market is to be the accepted mode
of expression in the school-room . . . there would be no need for teachers. . . we
could save the high wages of these experts and set them free to go and plant
peas ... where they can give full vent to this dialect stuff...What, if not
broken English, is this dialect? . . . I feel that such discussions should be banned
from our news media as a most damaging . . . exercise.

What might you say in a follow-up letter to the editor of the Guardian?



Pidgins and Creoles 87

4. Many Jamaicans speak disparagingly of Jamaican creole or ‘the patois.” The
language of education in Jamaica is Standard English. However, much of
the teaching of Standard English proves to be ineffective. Why might this
be the case?

5. Todd (1990, p. 83) takes Whinnom (1971, p. 110) severely to task for
saying the following:

I feel that...modern linguists ... have been dangerously sentimental about
creole languages, which, with only a few notable exceptions, constitute in
most communities a distinct handicap to the social mobility of the individual,
and may also constitute a handicap to the creole speaker’s personal intellectual
development.

Read what each has to say on this matter and try to reach some conclusion
about the issues.

Further Reading

Very useful introductory texts on pidgins and creoles are Holm (1988, 1989,
2000, 2004), Mihlhiusler (1997), Romaine (1988), Todd (1990), Sebba (1997),
Arends et al. (1995), Kaye and Tosco (2001), and Singh (2000). Aitchison (1994)
is an excellent brief account. Le Page and Tabouret-Keller (1985) and Morgan
(1994) deal with interesting issues of identity in creole situations. Winford (2003)
enlightens on all kinds of language contact, and Lefebvre (2004) discusses many
of the most pressing issues in pidgin—creole linguistics. Two collections of papers
illuminate some of the controversies in pidgin and creole studies: Spears and
Winford (1997) and Thomason (1997).
The Journal of Pidgin and Creole Languages is an important journal.
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As T indicated in chapter 2, it is possible to refer to a language or a variety of
a language as a code. The term is useful because it is neutral. Terms like dialect,
language, style, standard language, pidgin, and creole are inclined to arouse emo-
tions. In contrast, the ‘neutral’ term code, taken from information theory, can
be used to refer to any kind of system that two or more people employ for
communication. (It can actually be used for a system used by a single person,
as when someone devises a private code to protect certain secrets.) All of the
above, then, are codes by this, admittedly loose, definition. What is interesting
is the factors that govern the choice of a particular code on a particular occa-
sion. Why do people choose to use one code rather than another, what brings
about shifts from one code to another, and why do they occasionally prefer to
use a code formed from two other codes by switching back and forth between
the two or even mixing them?

Such questions as these assume that there are indeed few single-code speakers;
people are nearly always faced with choosing an appropriate code when they
speak. Very young children may be exceptions, as may learners of a new lan-
guage (for a while at least) and the victims of certain pathological conditions.
In general, however, when you open your mouth, you must choose a particular
language, dialect, style, register, or variety — that is, a particular code. You
cannot avoid doing so. Moreover, you can and will shift, as the need arises,
from one code to another. Within each code there will also be the possibility of
choices not all of which will have the same import because some will be more
marked than others, i.e., will be more significant. The various choices will have
different social meanings. What are some of the factors that influence the choices
you make?

We will look mainly at the phenomenon of code-switching in bilingual and
multilingual situations. However, many of the issues that we will see there
will also arise with those codes which can be called sub-varieties of a single
language, e.g., dialects, styles, and registers. In particular, we will examine the
so-called diglossic situation in which clear functional differences between the
codes govern the choice. Following a brief look at some types of bilingual situ-
ations, we will consider code-switching as a phenomenon that requires serious
explanation.
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Discussion

1. Use of the term code allows us to use derivative terms like codification and
recodification. Writing systems are said to be codifications of speech. How
do the English and Chinese writing systems differ as codifications of their
respective languages?

2. A recodification is a further manipulation of a code. Morse Code and Pig
Latin are two simple recodifications. What are the principles behind each?

3. Some codifications or recodifications have very clear social functions. You
might care to look at the following from such a perspective: Walbiri ‘up-
side-down talk’ (Hale, 1971); Hanundo ‘love play’ (Conklin, 1959); and
glossolalia (Samarin, 1973).

Diglossia

A diglossic situation exists in a society when it has two distinct codes which
show clear functional separation; that is, one code is employed in one set of
circumstances and the other in an entirely different set. Ferguson (1959, p. 336)
has defined diglossia as follows:

DIGLOSSIA is a relatively stable language situation in which, in addition to the
primary dialects of the language (which may include a standard or regional stand-
ards), there is a very divergent, highly codified (often grammatically more complex)
superposed variety, the vehicle of a large and respected body of written literature,
either of an earlier period or in another speech community, which is learned largely
by formal education and is used for most written and formal spoken purposes but
is not used by any sector of the community for ordinary conversation.

In the same article he identifies four language situations which show the major
characteristics of the diglossic phenomenon: Arabic, Swiss German, Haitian
(French and Creole), and Greek. In each situation there is a ‘high’ variety (H) of
language and a ‘low’ variety (L). Each variety has its own specialized functions,
and each is viewed differently by those who are aware of both.

In the Arabic situation the two varieties are Classical Arabic (H) and the
various regional colloquial varieties (L). In Switzerland they are Standard German
(H) and Swiss German (L). In Haiti the varieties are Standard French (H) and
Haitian Creole (L). In Greece they are the Katharévousa (H) and Dhimotiki, or
Demotic (L), varieties of Greek. In each case the two varieties have coexisted
for a long period, sometimes, as in the case of Arabic, for many centuries. Con-
sequently, the phenomenon of diglossia is not ephemeral in nature; in fact, the
opposite is true: it appears to be a persistent social and linguistic phenomenon.

A key defining characteristic of diglossia is that the two varieties are kept
quite apart in their functions. One is used in one set of circumstances and the
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other in an entirely different set. For example, the H varieties may be used for
delivering sermons and formal lectures, especially in a parliament or legislative
body, for giving political speeches, for broadcasting the news on radio and
television, and for writing poetry, fine literature, and editorials in newspapers.
In contrast, the L varieties may be used in giving instructions to workers in low-
prestige occupations or to household servants, in conversation with familiars, in
‘soap operas’ and popular programs on the radio, in captions on political car-
toons in newspapers, and in ‘folk literature.” On occasion, a person may lecture
in an H variety but answer questions about its contents or explain parts of it
in an L variety so as to ensure understanding.

You do not use an H variety in circumstances calling for an L variety, e.g.,
for addressing a servant; nor do you usually use an L variety when an H is
called for, e.g., for writing a ‘serious’ work of literature. You may indeed do the
latter, but it may be a risky endeavor; it is the kind of thing that Chaucer did
for the English of his day, and it requires a certain willingness, on the part of
both the writer and others, to break away from a diglossic situation by extend-
ing the L variety into functions normally associated only with the H. For about
three centuries after the Norman Conquest of 1066, English and Norman French
coexisted in England in a diglossic situation with Norman French the H variety
and English the L. However, gradually the L variety assumed more and more
functions associated with the H so that by Chaucer’s time it had become pos-
sible to use the L variety for a major literary work.

The H variety is the prestigious, powerful variety; the L variety lacks prestige
and power. In fact, there may be so little prestige attached to the L variety that
people may even deny that they know it although they may be observed to use
it far more frequently than the H variety. Associated with this prestige valuation
for the H variety, there is likely to be a strong feeling that the prestige is
deserved because the H variety is more beautiful, logical, and expressive than
the L variety. That is why it is deemed appropriate for literary use, for religious
purposes, and so on. There may also be considerable and widespread resistance
to translating certain books into the L variety, e.g., the Qur’an into one or other
colloquial varieties of Arabic or the Bible into Haitian Creole or Demotic Greek.
(We should note that even today many speakers of English resist the Bible in any
form other than the King James version.)

This last feeling concerning the natural superiority of the H variety is likely
to be reinforced by the fact that a considerable body of literature will be found
to exist in that variety and almost none in the other. That literature may also
be regarded as reflecting essential values about the culture and, when parts of
it are classical literature, deemed worthy of recalling by allusion and quotations
on occasions suitable for the employment of H. Speakers of Arabic in particular
gain prestige from being able to allude to classical sources. The folk literature
associated with the L variety will have none of the same prestige; it may interest
folklorists and it may be transmuted into an H variety by writers skilled in H,
but it is unlikely to be the stuff of which literary histories and traditions are
made in its ‘raw’ form.

Another important difference between the H and L varieties is that all chil-
dren learn the L variety. Some may concurrently learn the H variety, but many
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do not learn it at all; e.g., most Haitians have no knowledge at all of Standard
French but all can speak some variety of Haitian Creole, although some, as I
have said, may deny that they have this ability. The H variety is also likely to
be learned in some kind of formal setting, e.g., in classrooms or as part of a
religious or cultural indoctrination. To that extent, the H variety is ‘taught,’
whereas the L variety is ‘learned.” Teaching requires the availability of grammars,
dictionaries, standardized texts, and some widely accepted view about the nature
of what is being taught and how it is most effectively to be taught. There are
usually no comparable grammars, dictionaries, and standardized texts for the L
variety, and any view of that variety is likely to be highly pejorative in nature.
When such grammars and other aids do exist, they have in many cases been
written by outsiders, e.g., ‘foreign’ linguists. They are also likely to be neither
well known to the people whose linguistic usage they describe nor well received
by those people, since such works are unlikely to support some of the myths
that accompany diglossia, particularly the myth that the L variety lacks any kind
of ‘grammar.’

The L variety often shows a tendency to borrow learned words from the H
variety, particularly when speakers try to use the L variety in more formal ways.
The result is a certain admixture of H vocabulary into the L. On other occasions,
though, there may be distinctly different pairs of words, i.e., doublets, in the H and
L varieties to refer to very common objects and concepts. Since the domains of use
of the two varieties do not intersect, there will be an L word for use in L situations
and an H word for use in H situations with no possibility of transferring the one
to the other. So far as the pronunciation of the two varieties is concerned, the
L system will often appear to be the more ‘basic.” However, actual circumstances
can vary. Whereas the two varieties of Greek have very similar sound systems,
there is a considerable difference between Classical Arabic and the colloquial
varieties and a still greater difference between High German and Swiss German.

Diglossia is a widespread phenomenon in the world, well attested in both
space (e.g., varieties of Tamil in the south of India) and time (e.g., Latin in
Europe in the Middle Ages). According to Ferguson (1959, p. 338), it is likely
to come into being when (1) ‘there is a sizable body of literature in a language
closely related to (or even identical with) the natural language of the community
...|and when (2)] literacy in the community is limited to a small elite, [and]
... a suitable period of time, of the order of several centuries, passes from the
establishment of (1) and (2).” People living in a diglossic community do not
usually regard diglossia as a ‘problem.” It becomes a problem only when there
is a growth of literacy, or when there is a desire to decrease regional and/or
social barriers, or when a need is seen for a unified ‘national’ language.

In Haiti, any attempt to develop literacy had to confront directly the issue
of whether to increase the amount of Standard French taught or to ‘elevate’ the
L variety, Haitian Creole, into a national language. Haitian Creole was eventu-
ally recognized as a national language in 1983, with prestigious French, of
course, the other. Both languages were made official in 1987. There has been an
ongoing debate about the most appropriate orthography (spelling system) for
Haitian Creole: about the use of certain letters and accents, and about whether
the differences between French and Haitian Creole should be minimized in the
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orthography for Haitian Creole or whether that orthography should be as trans-
parent as possible in relating letters to sounds, particularly the sounds of the
most widespread variety of Haitian Creole. French, though not widely used, has
such prestige that, according to Schieffelin and Doucet (1998, p. 306) virtually
any proposal for an othography for kreyol has created ‘resistance both to the
adoption of the orthography and to the use of kreyol as a medium of instruction
in school. The double resistance comes from both the masses and the educated
elite minority. The masses see the officialization of written and spoken kreyol in
school as limiting their access to French and, consequently, their social and
economic mobility. The elites, who already know kreyol, do not see the point
of teaching it, in any form, in school.’

The Greeks have still not entirely solved the problems associated with their
two varieties: ‘conservative’ Greeks want to resolve any differences in favor of
the H variety, but ‘liberals’ favor the L variety. (It was at one time said that you
could judge a Greek’s social and political attitudes by the way he or she declined
third-declension nouns!) The twentieth century witnessed a long and sometimes
bitter struggle between supporters of the two varieties. Religious authorities
condemned a 1921 translation of the New Testament into Demotic Greek and
this action led to rioting in the streets of Athens. One consequence of the
language disagreement was that, when the ‘liberal’ government of the 1960s was
overthrown by the ‘colonels’ in 1967, the former government’s program to extend
the uses of Dhimotiki was superseded by restoration of use of the H variety,
Katharévousa, for example in education, and the suppression of Dhimotiki
because of its association with ‘left-wing’ views. With the return to constitutional
government in 1975 the H was superseded in turn by the L, Dhimotiki was
declared the official language of Greece in 1976, and Katharévousa disappeared
almost entirely from public view. The new model for Greece seems to be based
on the variety spoken in Athens. Today, the opponents of this new Greek language
based on the L variety attack it for being impoverished and cut off from its
roots, which are said to be the former H variety and Ancient Greek (Frangoudaki,
1992). Tseronis (2002) says that the two most recent Greek dictionaries,
the Dictionary of Modern Greek Language (DOMGL) and the Dictionary of
Common Modern Greek (DOCMG) show that the process of standardization
continues. The DOMGL finds its roots in Katharévousa and the DOCMG
in Dhimotiki. However, both point to eventual unification around the variety
spoken in Athens and an end to the H-L division.

The linguistic situations in Haiti and Greece are intimately tied to power
relationships among social groups. Traditionally, in each country the H variety
has been associated with an elite and the L variety with everyone else. Diglossia
reinforces social distinctions. It is used to assert social position and to keep
people in their place, particularly those at the lower end of the social hierarchy.
Any move to extend the L variety, even in the case of Haiti to make the
population literate in any variety, is likely to be perceived to be a direct threat
to those who want to maintain traditional relationships and the existing power
structure.

The following example from Trudgill (1995, pp. 101-2) shows how different
the Zirich variety of Swiss German is from High German:
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Low variety — Swiss German

En Schwyzer isch er zwaar nie woorde, weder en papiirige na dine im Héérz ine;
und eebigs hid mer syner Spraach aagmeérkt, das er niid daa uufgwachsen ischt.
Niid nu s Muul hid Usslander verraate, au syni Moodteli. Er had lieber mit syne
tutitsche Landsliuiite weder mit de Yhaimische vercheert, und ischt Mitgliid und
Zaalmaischter von irem Verdin gsy.

High variety — Standard German

Ein Schweizer ist er zwar nie geworden, weder auf dem Papier noch im Herzen;
und man hat es seine Sprache angemerkt, dass er nicht dort aufgewachsen ist.
Nicht nur die Sprache hat den Auslinder verraten, sondern auch seine Gewohnheiten.
Er hat lieber mit seinen deutschen Landsleuten als mit den Einheimischen verkehrt,
und ist Mitglied und Zahlmeister ihres Vereins gewesen.

English

He never actually became Swiss, neither on paper nor in his heart; and you could
tell from his language that he had not grown up there. It was not only his language
that showed that he was a foreigner — his way of life showed it too. He preferred
to associate with his German compatriots rather than with the natives, and was a
member and the treasurer of their society.

Swiss German diglossia has its own stabilizing factors. Switzerland is a multi-
lingual country, with German, French, and Italian its three official languages.
Strong constitutional protection is provided for German, the H variety of which
is taught in the schools and used in official publications, newspapers, literature,
and church services. This allows the German Swiss to communicate with speakers
of German elsewhere in Europe and gives them access to everything written in
Standard German. However, the Germans in Switzerland can also assert their
independence of other Germans through use of their L variety. This is their own
distinctive unifying spoken variety of German, one in which they take a special
pride. The continuation of the High German—-Swiss diglossic situation depends
every much on the continued effectiveness of educating Swiss German children
to use High German in the schools so as to encourage diglossia there. Some
Swiss do worry that such teaching of High German may not always produce the
desired results and that any quest for identity through increased use of Swiss
German might lead to growing cultural isolation from other users of German.

In much the same way, the people of Luxembourg have achieved a certain
distinctiveness with their own diglossic — or better still, triglossic — situation (see
Newton, 1996). In this case Luxemburgish, called Létzebuergesch, a variety of
German, is the L variety and Standard German is the H variety. The following
examples are from Trudgill (1995, p. 103):

Luxemburgish

Weéi de Rodange 1872 sii Buch drécke gelooss huet, du bluf hien drop sétzen. En
hat e puer Leit ze luusség op d’Zéiwe getréppelt, déi dat net verquésst hun. Eréischt
eng Generation doerno huet de Rodange uge-faang séng giedléch Plaz ze kréien.
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Séng Kanner hu wéinstens nach erlieft, wéi 1927 eng Grimmel vun deem gutt
gemaach guf, wat un him verbrach gi wor!

Standard German

Als Rodange 1872 sein Buch drucken liess, hatte er keinen Erfolg damit. Mit zuviel
List war er ein paar Leuten auf die Zehen getreten, und die konnten ihm das nicht
verzeihen. Erst eine Generation spater begann Rodange, seinen ihm zustehenden
Platz zu erhalten. Seine Kinder haben es wenigstens noch erlebt, dass 1927 ein
wenig von dem gut gemacht wurde, was an ihm verbrochen worden war!

English

When Rodange had his book printed in 1872 he had no success with it. With too
much intrigue he had trodden on some people’s toes, and they could not forgive
him that. Only a generation later did Rodange begin to receive his rightful place.
His children at least experienced the making good, in 1927, of some of the wrong
that had been done him.

However, the situation is a little more complicated in Luxembourg than in
Switzerland because still another language, French, is involved. All three languages
— German, French, and Luxemburgish — have been official languages since 1984.
Inhabitants of Luxembourg not only use Luxemburgish (e.g., in ordinary con-
versation) and Standard German (e.g., in letter writing, books, and newspapers),
but they also use French (e.g., in parliament and higher education) — see Clyne
(1984, pp. 20-1). Moreover, they frequently borrow words from French for
use in Luxemburgish. Consequently, it is not unusual for a speaker of Standard
German who goes to live in Luxembourg to feel that Luxemburgish is a variety
of French rather than a variety of German! French is highly regarded in Luxem-
bourg and is also the most widely used language (by 96 percent of residents),
although 81 percent can speak German and 80 percent can speak Luxemburgish
(Fehlen, 2002, p. 91). However, the clear marker of Luxembourg identity among
Luxembourgers is their use of Luxemburgish; it is a solidarity marker just as is
the use of Swiss German among Swiss Germans.

The Arabic situation is very different again. There are a number of flourishing
regional varieties of the L and many Arabs would like to see the Arab-speaking
world unify around one variety. They acknowledge the highly restricted uses
of the H variety, but also revere it for certain characteristics that they ascribe
to it: its beauty, logic, and richness. Classical Arabic is also the language of the
Qur’an. Ferguson has pointed out that choosing one colloquial variety of Arabic
to elevate above all others poses a number of problems. Almost certainly, any
Arab will tell you that the variety he or she speaks is the ‘best,” so there would
be considerable disagreement about where one should begin any attempt to
standardize modern Arabic on a single colloquial variety. There is, however, a
consensus among Arabs that any standard that may eventually emerge will be a
version of the H variety developed to meet modern needs and purged of regional
peculiarities and foreign impurities.

While acknowledging that diglossic situations are essentially stable, Ferguson
did predict (1959, p. 340) what he thought the future held for the situations he
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examined. He regarded the situation in Switzerland as relatively stable. The
Arabic one seemed to point to the development of several regional standard
varieties of Arabic, each using a considerable amount of vocabulary drawn from
Classical Arabic. In Haiti, there would be a slow development of Haitian Creole
based on the L variety of the capital, Port-au-Prince. Finally, in Greece the standard
would be based on the L variety of Athens with considerable admixture of
vocabulary from Katharévousa.

What Ferguson describes are ‘narrow’ or ‘classic’ diglossic situations. They
require the use of very divergent varieties of the same language and there are few
good examples. Fishman has broadened or extended the term to include a wider
variety of language situations. For Fishman (1980, p. 3) diglossia is ‘an enduring
societal arrangement, extending at least beyond a three generation period, such
that two “languages” each have their secure, phenomenologically legitimate and
widely implemented functions.” By acknowledging that his use of the term
language also includes sub-varieties of one language, Fishman includes Ferguson’s
examples. He does add, though, that in the case of two varieties of the same
language, they be ‘sufficiently different from one another that, without schooling,
the elevated variety cannot be understood by speakers of the vernacular’ (p. 4).
Fishman’s proposal extends the concept of ‘diglossia’ to include bilingual and
multilingual situations in which the different languages have quite different
functions. For example, one language is used in one set of circumstances and the
other in an entirely different set and such difference is felt to be normal and
proper. Fishman gives examples such as Biblical Hebrew and Yiddish for many
Jews, Spanish and Guarani in Paraguay, and even Standard English and Carib-
bean Creole. I will have more to say about code choices in such situations in the
following sections.

Discussion

1. In what ways was the relationship between Classical Latin and the vernacu-
lar Romance languages, particularly the languages presently known as French,
Italian, Spanish, and Portuguese, a diglossic one for a number of centuries?
At which point did diglossia cease? Can we answer this last question with
any great degree of precision?

2. The history of English in the three centuries after 1066 is of considerable
interest. The Norman Conquest established Norman French as the H vari-
ety and English as the L variety. What caused English eventually to triumph
and French to be eliminated from use in England (except as a clearly marked
‘foreign’ language)? Where did Latin fit into the overall picture?

3. There was, and still is, among certain ultra-orthodox sects in Israel resist-
ance to the use of Biblical Hebrew as a vernacular language, that is, as a
language of everyday living, because they regard such use as ‘profane.” How
different are Biblical and Modern Hebrew?

4. 1If someone were to tell you that diglossia is but a simple reflection of
the social, cultural, or political oppression of a people, how might you
answer?
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5. How ‘diglossic’ are classroom situations in which children who come to
school speaking only a regional or social variety of English well removed
from the standard variety are taught the standard variety and its various
uses, particularly its use in writing?

Bilingualism and Multilingualism

Monolingualism, that is, the ability to use only one language, is such a widely
accepted norm in so many parts of the Western world that it is often assumed
to be a world-wide phenomenon, to the extent that bilingual and multilingual
individuals may appear to be ‘unusual.” Indeed, we often have mixed feelings
when we discover that someone we meet is fluent in several languages: perhaps
a mixture of admiration and envy but also, occasionally, a feeling of superiority
in that many such people are not ‘native’ to the culture in which we function.
Such people are likely to be immigrants, visitors, or children of ‘mixed’ marriages
and in that respect ‘marked’ in some way, and such marking is not always regarded
favorably.

However, in many parts of the world an ability to speak more than one lan-
guage is not at all remarkable. In fact, a monolingual individual would be regarded
as a misfit, lacking an important skill in society, the skill of being able to interact
freely with the speakers of other languages with whom regular contact is made
in the ordinary business of living. In many parts of the world it is just a normal
requirement of daily living that people speak several languages: perhaps one or
more at home, another in the village, still another for purposes of trade, and yet
another for contact with the outside world of wider social or political organization.
These various languages are usually acquired naturally and unselfconsciously,
and the shifts from one to another are made without hesitation.

People who are bilingual or multilingual do not necessarily have exactly the
same abilities in the languages (or varieties); in fact, that kind of parity may be
exceptional. As Sridhar (1996, p. 50) says, ‘multilingualism involving balanced,
nativelike command of all the languages in the repertoire is rather uncommon.
Typically, multilinguals have varying degrees of command of the different rep-
ertoires. The differences in competence in the various languages might range
from command of a few lexical items, formulaic expressions such as greetings,
and rudimentary conversational skills all the way to excellent command of the
grammar and vocabulary and specialized register and styles.” Sridhar adds:
‘Multilinguals develop competence in each of the codes to the extent that they
need it and for the contexts in which each of the languages is used.” Context
determines language choice. In a society in which more than one language (or
variety) is used you must find out who uses what, when, and for what purpose
if you are to be socially competent. Your language choices are part of the social
identity you claim for yourself.

In the previous paragraph I have referred to varieties as well as languages in
discussing the issues that concern us. This is a consequence of the difficulties of
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trying to distinguish languages from dialects and among dialects themselves.
Consequently, attempts to distinguish people who are bilingual from those who
are bidialectal may fail. There may be some doubt that very many people are
actually bi- or even multi-dialectal. They may speak varieties which are dis-
tinctly different, but whether each separate variety is genuinely a dialect depends
on how one defines dialect, which, as we saw in chapter 2, is not at all an easy
matter to decide. So it sometimes is too with deciding who is or who is not
bilingual. Is someone who speaks both Hindi and Urdu bilingual, who speaks
both Serbian and Croatian, Nynorsk and Bokmal, or Russian and Ukrainian?
Such speakers may well tell you they are. But, on the other hand, a Chinese who
speaks both Mandarin and Cantonese will almost certainly insist that he or she
speaks only two dialects of Chinese, just as an Arab who knows both a collo-
quial variety and the classical, literary variety of Arabic will insist that they are
only different varieties of the same language. In some cases, then, the bilingual-
bidialectal distinction that speakers make reflects social, cultural, and political
aspirations or realities rather than any linguistic reality. What we will concern
ourselves with, then, are unequivocal cases in which there can be no doubt that
the two languages, or codes, are mutually unintelligible.

An interesting example of multilingualism exists among the Tukano of the
northwest Amazon, on the border between Colombia and Brazil (Sorensen, 1971).
The Tukano are a multilingual people because men must marry outside their
language group; that is, no man may have a wife who speaks his language, for
that kind of marriage relationship is not permitted and would be viewed as a
kind of incest. Men choose the women they marry from various neighboring
tribes who speak other languages. Furthermore, on marriage, women move into
the men’s households or longhouses. Consequently, in any village several languages
are used: the language of the men; the various languages spoken by women who
originate from different neighboring tribes; and a widespread regional ‘trade’
language. Children are born into this multilingual environment: the child’s father
speaks one language, the child’s mother another, and other women with whom
the child has daily contact perhaps still others. However, everyone in the com-
munity is interested in language learning so most people can speak most of the
languages. Multilingualism is taken for granted, and moving from one language
to another in the course of a single conversation is very common. In fact, multi-
lingualism is so usual that the Tukano are hardly conscious that they do speak
different languages as they shift easily from one to another. They cannot readily
tell an outsider how many languages they speak, and must be suitably prompted
to enumerate which languages they speak and to describe how well they speak
each one.

Multilingualism is a norm in this community. It results from the pattern of
marriage and the living arrangements consequent to marriage. Communities
are multilingual and no effort is made to suppress the variety of languages that
are spoken. It is actually seen as a source of strength, for it enables the speakers
of the various linguistic communities to maintain contact with one another and
provides a source for suitable marriage partners for those who seek them. A
man cannot marry one of his ‘sisters,’ i.e., women whose mother tongue is the
same as his. People are not ‘strangers’ to one another by reason of the fact that
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they cannot communicate when away from home. When men from one village
visit another village, they are likely to find speakers of their native language.
There will almost certainly be some women from the ‘home’ village who have
married into the village being visited, possibly even a sister. The children of these
women, too, will be fluent in their mothers’ tongue. Many others also will have
learned some of it because it is considered proper to learn to use the languages
of those who live with you.

Somewhat similar attitudes toward multilingualism have been reported from
other parts of the world. For example, Salisbury (1962) reports that among
the Siane of New Guinea it is quite normal for people to know a number of
languages. They choose the most appropriate one for the particular circumstances
in which they find themselves. Moreover, they prize language learning, so that,
when someone who speaks a language they do not know enters a community,
people in the community will try to learn as much as they can about the language
and to find occasions to use their learning. Salisbury specifically mentions the
interest taken in pidgin English when a group of laborers returned from service
on the coast; almost immediately a school was established so that the rest of the
village males could learn the pidgin.

We have no reason to assume that such situations as these are abnormal in
any way. In many parts of the world people speak a number of languages and
individuals may not be aware of how many different languages they speak. They
speak them because they need to do so in order to live their lives: their know-
ledge is instrumental and pragmatic. In such situations language learning comes
naturally and is quite unforced. Bilingualism or multilingualism is not at all
remarkable. To be a proper Tukano or Siane you must be multilingual and a
skilled user of the languages you know; that is an essential part of your Tukano
or Siane identity.

A different kind of bilingual situation exists in Paraguay (see Rubin, 1968).
Because of its long isolation from Spain and the paucity of its Spanish-speaking
population, an American Indian language, Guarani, has flourished in Paraguay
to the extent that today it is the mother tongue of about 90 percent of the popu-
lation and a second language of several additional percent. Guarani is recognized
as a national language. On the other hand, Spanish, which is the sole language
of less than 7 percent of the population, is the official language of government
and the medium of education, although in recent years some use has been made
of Guarani in primary education. In the 1951 census just over half the population
were bilingual in Guarani and Spanish. These figures indicate that the lesser-
known language in Paraguay is Spanish. The capital city, Asuncién, is almost
entirely bilingual, but the further one goes into the countryside away from cities
and towns the more monolingually Guarani-speaking the population becomes.

Spanish and Guarani exist in a relationship that Fishman (1980) calls ‘extended
diglossic’ in which Spanish is the H variety and Guarani the L variety. Spanish
is the language used on formal occasions; it is always used in government business,
in conversation with strangers who are well dressed, with foreigners, and in
most business transactions. People use Guarani, however, with friends, servants,
and strangers who are poorly dressed, in the confessional, when they tell jokes
or make love, and on most casual occasions. Spanish is the preferred language
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of the cities, but Guarani is preferred in the countryside, and the lower classes
almost always use it for just about every purpose in rural areas.

Parents may attempt to help their children improve their knowledge of Spanish
by using Spanish in their presence, for, after all, Spanish is the language of
educational opportunity and is socially preferred. But between themselves and
with their children absent they will almost certainly switch to Guarani. In the
upper classes males may well use Guarani with one another as a sign of friend-
ship; upper-class females prefer Spanish in such circumstances. Outside Paraguay,
Paraguayans may deliberately choose to converse in Guarani to show their
solidarity, particularly when among other South American Spanish-speaking
people. Males may drink in Guarani but use more and more Spanish as they feel
the influence of alcohol, for Spanish is the language of power. Spanish may also
be the language they choose to use when addressing superiors, and there may
be some conflict in choosing between Spanish and Guarani in addressing parents
or grandparents. In such situations solidarity tends to win over power and Guarani
is often the choice. Courtship may begin in Spanish but, if it goes anywhere, it
will proceed in Guarani. Men tell jokes and talk about women and sports in
Guarani, but they discuss business affairs in Spanish.

We can see, therefore, that the choice between Spanish and Guarani depends
on a variety of factors: location (city or country), formality, gender, status, intimacy,
seriousness, and type of activity. The choice of one code rather than the other
is obviously related to situation. Paraguay identity requires you to be attuned
to the uses of Spanish and Guarani, to be aware that they ‘mean’ different things,
and that it is not only what you say that is important but which language you
choose to say it in.

In Papua New Guinea there are many languages and an increasingly used
lingua franca, Tok Pisin. Many people are plurilingual. The Yimas of Papua New
Guinea use their own language in traditional pursuits and Tok Pisin for topics
from the encroaching outside world. Domestic matters and local food provision,
largely the province of females, call for Yimas just as do mortuary feasts, the
province of males. But matters to do with government, trade, and travel require
Tok Pisin. Language choice among the Yimas is dependent on occasion: Yimas
to perform traditional practices and Tok Pisin to establish identity within a
wider community.

What I have tried to stress in this section is that bilingualism and multilingual-
ism are normal in many parts of the world and that people in those parts would
view any other situation as strange and limiting. There is a long history in
certain Western societies of people actually ‘looking down’ on those who are
bilingual. We give prestige to only a certain few classical languages (e.g., Greek
and Latin) or modern languages of high culture (e.g., English, French, Italian,
and German). You generally get little credit for speaking Swahili and, until
recently at least, not much more for speaking Russian, Japanese, Arabic, or
Chinese. Bilingualism is actually sometimes regarded as a problem in that many
bilingual individuals tend to occupy rather low positions in society and know-
ledge of another language becomes associated with ‘inferiority.” Bilingualism is
sometimes seen as a personal and social problem, not something that has strong
positive connotations. One unfortunate consequence is that some Western societies
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go to great lengths to downgrade, even eradicate, the languages that immigrants
bring with them while at the same time trying to teach foreign languages in
schools. What is more, they have had much more success in doing the former
than the latter. I will return to this issue in chapter 15, specifically in connection
with certain recent developments in the United States.

A bilingual, or multilingual, situation can produce still other effects on one
or more of the languages involved. As we have just seen, it can lead to loss, e.g.,
language loss among immigrants. But sometimes it leads to diffusion; that is,
certain features spread from one language to the other (or others) as a result of
the contact situation, particularly certain kinds of syntactic features. This phenom-
enon has been observed in such areas as the Balkans, the south of India, and
Sri Lanka. Gumperz and Wilson (1971) report that in Kupwar, a small village
of about 3,000 inhabitants in Maharashtra, India, four languages are spoken:
Marathi and Urdu (both of which are Indo-European) and Kannada (a non-
Indo-European language). A few people also speak Telugu (also a non-Indo-
European language). The languages are distributed mainly by caste. The highest
caste, the Jains, speak Kannada and the lowest caste, the untouchables, speak
Marathi. People in different castes must speak to one another and to the Telugu-
speaking rope-makers. The Urdu-speaking Muslims must also be fitted in. Bilin-
gualism or even trilingualism is normal, particularly among the men, but it is
Marathi which dominates inter-group communication. One linguistic consequence,
however, is that there has been some convergence of the languages that are spoken
in the village so far as syntax is concerned, but vocabulary differences have been
maintained (McMahon, 1994, pp. 214-16). It is vocabulary rather than syntax
which now serves to distinguish the groups, and the variety of multilingualism
that has resulted is a special local variety which has developed in response to
local needs.

Discussion

1. A distinction is sometimes made between communities in which there is
stable bilingualism and those in which there is wunstable bilingualism;
Switzerland, Canada, and Haiti are cited as examples of the former, and the
linguistic situations found in cities like New York or among many immi-
grant peoples as examples of the latter. Why are the terms stable and un-
stable useful in such circumstances?

2. The term bilingual is used in describing countries such as Canada, Belgium,
and Switzerland (also multilingual in this case). What kind of bilingualism
(or multilingualism) is this?

3. A speaker of English who wants to learn another language, particularly an
‘exotic’ one, may find the task difficult. Speakers of that other language may
insist on using what little English they know rather than their own language,
and there may also be compelling social reasons that prevent the would-be
learner from achieving any but a most rudimentary knowledge of the target
language. What factors contribute to this kind of situation? How might you
seek to avoid it?
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4. Is it possible to have a society in which everyone is completely bilingual in
the same two languages and there is no diglossia? How stable would such
a situation be?

5. Some communities regard bilingualism as a serious threat; it has even been
referred to as a “Trojan horse,’” initially attractive but ultimately fatal. Why
might this be so? (Consider the experience of migration and also the sorry
state of many minority languages in the world.)

Code-Switching

I have observed that the particular dialect or language that a person chooses to
use on any occasion is a code, a system used for communication between two or
more parties. [ have also indicated that it is unusual for a speaker to have command
of, or use, only one such code or system. Command of only a single variety of lan-
guage, whether it be a dialect, style, or register, would appear to be an extremely
rare phenomenon, one likely to occasion comment. Most speakers command
several varieties of any language they speak, and bilingualism, even multilingualism,
is the norm for many people throughout the world rather than unilingualism.
People, then, are usually required to select a particular code whenever they
choose to speak, and they may also decide to switch from one code to another
or to mix codes even within sometimes very short utterances and thereby create
a new code in a process known as code-switching. Code-switching (also called
code-mixing) can occur in conversation between speakers’ turns or within a
single speaker’s turn. In the latter case it can occur between sentences (inter-
sententially) or within a single sentence (intra-sententially). Code-switching can
arise from individual choice or be used as a major identity marker for a group
of speakers who must deal with more than one language in their common
pursuits. As Gal (1988, p. 247) says, ‘codeswitching is a conversational strategy
used to establish, cross or destroy group boundaries; to create, evoke or change
interpersonal relations with their rights and obligations.” We will now look more
closely at this phenomenon.

In a multilingual country like Singapore, the ability to shift from one language
to another is accepted as quite normal. Singapore has four official languages:
English, the Mandarin variety of Chinese, Tamil, and Malay, which is also the
national language (see also pp. 371-2). However, the majority of its population
are native speakers of Hokkien, another variety of Chinese. National policy
promotes English as a trade language, Mandarin as the international ‘Chinese’
language, Malay as the language of the region, and Tamil as the language of one
of the important ethnic groups in the republic. What this means for a ‘typical’
Chinese child growing up in Singapore is that he or she is likely to speak Hokkien
with parents and informal Singapore English with siblings. Conversation with
friends will be in Hokkien or informal Singapore English. The languages of
education will be the formal variety of Singapore English and Mandarin. Any
religious practices will be conducted in the formal variety of Singapore English
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if the family is Christian, but in Hokkien if Buddhist or Taoist. The language
of government employment will be formal Singapore English but some Man-
darin will be used from time to time; however, shopping will be carried on in
Hokkien, informal Singapore English, and the ‘bazaar’ variety of Malay used
throughout the region. (See Platt and Platt, 1975, pp. 91-4, for a fuller discus-
sion.) The linguistic situation in Singapore offers those who live there a wide
choice among languages, with the actual choice made on a particular occasion
determined by the kinds of factors just mentioned. (It may even be possible to
characterize the total linguistic situation in Singapore as a complicated diglossic
one if we accept Fishman’s view of diglossia.)

We may also ask what happens when people from a multilingual society, people
who are themselves multilingual, meet in a ‘foreign’ setting: what language or
languages do they use? Tanner (1967) reports on the linguistic usage of a small
group of Indonesian graduate students and their families living in the United
States. Among them these students knew nine different languages, with nearly
everyone knowing Indonesian (Bahasa Indonesia), Javanese, Dutch, and English.
They tended to discuss their academic work in English but used Indonesian
for most other common activities. Unlike Javanese, ‘Indonesian . . . , whether the
official or the daily variety, is regarded as a neutral, democratic language. A
speaker of Indonesian need not commit himself to any particular social identity,
nor need he impute one to those with whom he converses’ (p. 134). The students
also used Dutch, but mainly as a resource, e.g., for vocabulary, or because of
the place it necessarily held in certain fields of study, e.g., Indonesian studies.
Local languages like Javanese tended to be used only with intimates when fine
shades of respect or distance were necessary, particularly when in the presence
of important older people. Tanner’s findings conform to an earlier prediction
made by Geertz (1960, p. 259): ‘Indonesian appeals to those whose sense of
political nationality as Indonesians rather than as Javanese is most developed,
to those who are interested in the cultural products of the new Indonesia’s
mass media . . . and those who wish to take leadership positions in government
and business.” He adds that, ‘although the use of Indonesian for everyday con-
versation is still mostly confined to the more sophisticated urbanites, and its
use suggests something of an air of “public speaking” for most Javanese, it is
rapidly becoming more and more an integral part of their daily cultural life and
will become even more so as the present generation of school children grows to
adulthood.’ Javanese will continue to be used ‘in certain special contexts and for
certain special purposes.’

Situations such as those just described are not uncommon. In Kenya, local
languages, Swahili, and English all find use and choosing the right language
to use on a particular occasion can be quite a delicate matter. Whiteley (1984,
pp. 74-5) describes the kind of situation that can occur between a member of
the public and members of the government bureaucracy:

A man wishing to see a government officer about renewing a licence may state his
request to the girl typist in Swabhili as a suitably neutral language if he does not
know her. To start off in English would be unfortunate if she did not know it,
and on her goodwill depends his gaining access to authority reasonably quickly.
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She may reply in Swabhili, if she knows it as well as he does and wishes to be
co-operative; or in English, if she is busy and not anxious to be disturbed; or in
the local language, if she recognises him and wishes to reduce the level of formality.
If he, in return, knows little English, he may be put off at her use of it and decide
to come back later; or, if he knows it well, he may demonstrate his importance by
insisting on an early interview and gain his objective at the expense of the typist’s
goodwill. The interview with the officer may well follow a similar pattern, being
shaped, on the one hand, by the total repertoire mutually available, and on the
other by their respective positions in relation to the issue involved.

Trudgill (1995, pp. 108-10) describes a situation in Kampala, the capital of
Uganda, which is similar in many respects.

The actual choice of code in a setting clearly marked as bilingual can be a
difficult task. As Heller (1982) has observed, language plays a symbolic role in
our lives, and when there is a choice of languages the actual choice may be very
important, particularly when there is a concurrent shift in the relationship
between the languages, as is occurring in Montreal between English and French.
In such circumstances, as Heller observes, ‘negotiation in conversation is a play-
ing out of a negotiation for position in the community at large’ (p. 109). Heller
studied the uses of the two languages in a Montreal hospital during the summer
of 1977. Which language was used varied as circumstances changed. What is
particularly interesting is that the pattern that has evolved of asking which
language someone wishes to use in a public service encounter (‘English or French,
Anglais ou Francais?’) is not very effective. The reason is that too many other
factors are involved to make the choice that simple (p. 118):

the negotiation of language has to do with judgments of personal treatment, that
is, how one expects to be treated in such a situation. But such judgments are
dependent upon social knowledge, knowledge about group relations and bound-
aries and ways of signalling them, and knowledge about other social differences,
e.g., status differences.

... This negotiation itself serves to redefine the situations in the light of ongoing
social and political change. In the absence of norms, we work at creating new ones.
The conventionalization of the negotiating strategies appears to be a way of nor-
malizing relationships, of encoding social information necessary to know how to
speak to someone (and which language to speak is but one aspect of this).

Most of Heller’s examples show how the conventionalization to which she refers
- i.e., asking the other which language is preferred — often does not work very
well in practice. Social and political relationships are too complicated to be
resolved by such a simple linguistic choice.

We can see still other examples of how a speaker may deliberately choose to
use a specific language to assert some kind of ‘right.” A bilingual (in French and
English) French Canadian may insist on using French to an official of the fed-
eral government outside Quebec, a bilingual (Catalan and Spanish) resident of
Barcelona may insist on using Catalan, a bilingual (Welsh and English) resident
of Wales may insist on using Welsh, and so on. In these cases code choice becomes
a form of political expression, a move either to resist some other power, or to
gain power, or to express solidarity.
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We are therefore turning to the issue of what brings a speaker to choose
variety X of a language A rather than variety Y, or even language A rather than
language B. What might cause a speaker to switch from variety X to variety Y
or from language A to language B? A number of answers have been suggested,
including solidarity, accommodation to listeners, choice of topic, and perceived
social and cultural distance. In other words, the motivation of the speaker is an
important consideration in the choice. Moreover, such motivation need not be
at all conscious, for apparently many speakers are not aware that they have used
one particular variety of a language rather than another or sometimes even that
they have switched languages either between or within utterances.

Equating in this instance code with language, we can describe two kinds of
code-switching: situational and metaphorical. Situational code-switching occurs
when the languages used change according to the situations in which the con-
versants find themselves: they speak one language in one situation and another
in a different one. No topic change is involved. When a change of topic requires
a change in the language used we have metaphorical code-switching. The inter-
esting point here is that some topics may be discussed in either code, but the
choice of code adds a distinct flavor to what is said about the topic. The choice
encodes certain social values. Linguists have found it very difficult to explain
precisely when, linguistically and socially, code-switching occurs, i.e., what all the
constraints are. However, there is broad agreement about the general principles
that are involved.

Instances of situational code-switching are usually fairly easy to classify for
what they are. What we observe is that one variety is used in a certain set of
situations and another in an entirely different set. However, the changeover from
one to the other may be instantaneous. Sometimes the situations are so socially
prescribed that they can even be taught, e.g., those associated with ceremonial
or religious functions. Others may be more subtly determined but speakers
readily observe the norms. This kind of code-switching differs from diglossia. In
diglossic communities the situation also controls the choice of variety but the
choice is much more rigidly defined by the particular activity that is involved
and by the relationship between the participants. Diglossia reinforces differ-
ences, whereas code-switching tends to reduce them. In diglossia too people are
quite aware that they have switched from H to L or L to H. Code-switching,
on the other hand, is often quite subconscious: people may not be aware that
they have switched or be able to report, following a conversation, which code
they used for a particular topic.

As the term itself suggests, metaphorical code-switching has an affective dimen-
sion to it: you change the code as you redefine the situation — formal to informal,
official to personal, serious to humorous, and politeness to solidarity. In a number
of places Gumperz (particularly 1982a) cites examples of metaphorical code-
switching from three sets of languages (Hindi and English, Slovenian and German,
and Spanish and English) to show how speakers employ particular languages
to convey information that goes beyond their actual words, especially to define
social situations. What happens in each case is that one language expresses a
we-type solidarity among participants, and is therefore deemed suitable for in-
group and informal activities, whereas the other language is #hey-oriented and
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is considered appropriate to out-group and more formal relationships, particularly
of an impersonal kind. The we—they distinction is by no means absolute, so fine-
shading is possible in switching; i.e., certain topics may be discussed in either
code, and the particular choice made itself helps to define the social situation or
to shift that definition, as the case may be. Woolard (1989) provides a good
example of this kind of shift from Barcelona. Catalans use Catalan only to each
other; they use Castilian to non-Catalans and they will even switch to Castilian
if they become aware that the other person is speaking Catalan with a Castilian
accent. Catalan is only for Catalans. It also never happens that one party speaks
Catalan and the other Castilian even though such a conversation is theoretically
possible since all Catalans are bilingual.

A particular group of people may employ different kinds of code-switching
for different purposes. In their account of how the population of Hemnesberget,
a small Norwegian town of 1,300 inhabitants located close to the Arctic Circle,
use a local northern dialect of Norwegian, Ranamal, and one of the standard
varieties, Bokmal, Blom and Gumperz (1972) show how both situational and
metaphorical code-switching are used. Situational switching occurs when a teacher
gives some kind of formal lecture in Bokmal but the discussion that follows is
in Ranamal. Metaphorical switching is a more complicated phenomenon. One
type tends to occur when government officials and local citizens transact busi-
ness together. Although the variety generally used in such circumstances is Bokmal,
it is not unusual for both parties to use the occasional Ranamal expression for
special effect. Blom and Gumperz also discovered that, while most locals thought
they used Ranamal exclusively in casual conversations and reserved Bokmal for
use in school and church and on formal occasions, such was not the case. Tape
recordings revealed switches to Bokmal to achieve certain effects. Moreover, the
participants were not conscious of these switches, and even after such switching
to Bokmal was pointed out to them and they declared they would not do it
again, they continued to do so, as further tapings revealed.

Such persistence suggests that metaphorical code-switching in such situations
is deeply ingrained and that it serves subtle but strong functions. Not only do
natives of Hemnesberget find the existence of two varieties of Norwegian useful
to them in demonstrating we-ness (Ranamal) and zhey-ness (Bokmal), but they
also are able to employ both varieties together in such ways as to express fine
gradations of feeling for others, involvement with the topic, politeness to strangers,
and deference to officials.

Gumperz (1982a, pp. 44-58) also reports on an interesting situation in the
Gail Valley of Austria near the borders of the former Yugoslavia and Italy,
which shows how two languages (Slovenian and German) are used, what kinds
of code-switching occur, and what changes appear to be in progress. Slovenian
has long been spoken in the valley, but the valley is part of Austria so German
is the prestige language. The Slovenians of the village are bilingual. However,
the bilingual population tends to use Slovenian and German for quite different
purposes. Gumperz explains (p. 47) that there are ‘three speech varieties: a formal
style of standard Austrian German, the regional German dialect, and the village
variety of Slovenian. To interact in accordance with the village communicative
conventions, a speaker must control all three of these.” Children are encouraged
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to learn Standard German in school so as to maximize their opportunities for
employment. It is regarded ‘as impolite or even crude to use Slovenian in the
presence of German-speaking outsiders, be they foreigners or monolingual Ger-
mans from the region.” Slovenian itself is reserved mainly for use in the family
and informal local friendship circles. However, ‘there is by no means a one-to-one
relationship between extralinguistic context and language use.’

Gumperz’s analysis of code-switching in the community reveals that the situ-
ation is quite complex because of the number of possibilities that are available,
with the ‘right’ choice highly dependent on the social context and intent of
the speaker. A further complication is that the need to maintain the in-group
(Slovenian) versus out-group (German) difference has weakened considerably
in recent years, mainly as a result of economic development brought about by
increased tourism in the area. The use of Slovenian is decreasing. The young use
less and less Slovenian and code-switch much less than their elders, preferring
to use German almost exclusively among themselves. While older bilinguals do
not speak German exactly like monolingual Germans, many young bilinguals
do. There is therefore a shift in progress in the functions of the two languages,
one which also affects code-switching since it involves the values attached to the
languages and therefore a change in norms.

Code-switching is not a uniform phenomenon; i.e., the norms vary from group
to group, even within what might be regarded as a single community. Gumperz
(1982a, p. 68) has pointed out, for example, that:

In a relatively small Puerto Rican neighborhood in New Jersey, some members
freely used code-switching styles and extreme forms of borrowing both in everyday
casual talk and in more formal gatherings. Other local residents were careful to
speak only Spanish with a minimum of loans on formal occasions, reserving code-
switching styles for informal talk. Others again spoke mainly English, using Span-
ish or code-switching styles only with small children or with neighbors.

He adds that ‘each communicating subgroup tends to establish its own con-
ventions with respect to both borrowing and code-switching,” and that factors
such as region of origin, local residence, social class, and occupational niche are
involved in defining the norms. Moreover, bilinguals in such communities are
aware not only of the norms that apply within their own sub-groups but also
of some of the norms that other bilinguals observe (p. 69):

Residents of such large Spanish-English-speaking communities as San Francisco or
New York, which include immigrants from many Latin American regions, in fact
claim that they can tell much about a person’s family background and politics from
the way that person code-switches and uses borrowings. What the outsider sees as
almost unpredictable variation becomes a communicative resource for members.
Since bilingual usage rules must be learned by living in a group, ability to speak
appropriately is a strong indication of shared background assumptions. Bilinguals,
in fact, ordinarily do not use code-switching styles in their contact with other
bilinguals before they know something about the listener’s background and atti-
tudes. To do otherwise would be to risk serious misunderstanding.
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The following example from Chinua Achebe’s novel No Longer at Ease (1975b,
pp. 66-7) shows how code-switching can be used within a situation involving
a creole to imply wrong-doing. Obi is a British-educated Nigerian and Joseph a
minister in the government. Clara is a friend of both.

When Obi got back to Joseph’s room it was nearly eleven o’clock. Joseph was still
up. In fact he had been waiting all the afternoon to complete the discussion they
had suspended last night.

‘How is Clara?’ he asked...

‘She is fine,” he said. “Your Nigerian police are very cheeky, you know.’

‘They are useless,” said Joseph, not wanting to discuss the police.

‘T asked the driver to take us to the Victoria Beach Road. When we got there
it was so cold that Clara refused to leave her seat. So we stayed at the back of the
car, talking.’

“Where was the driver?’ asked Joseph.

‘He walked a little distance away to gaze at the lighthouse. Anyway, we were not
there ten minutes before a police car drew up beside us and one of them flashed
his torch. He said: “Good evening, sir.” I said: “Good evening.” Then he said: “Is
she your wife?” I remained very cool and said: “No.” Then he said: “Where you
pick am?” 1 couldn’t stand that, so I blew up. Clara told me in Ibo to call the
driver and go away. The policeman immediately changed. He was Ibo, you see. He
said he didn’t know we were Ibos. He said many people these days were fond of
taking other men’s wives to the beach. Just think of that. “Where you pick ams”’

‘What did you do after that?’

‘We came away. We couldn’t possibly stay after that.’

In addition to the police officer’s switch from the standard Is she your wife? to
the creole Where you pick am?, we have the reported shift to the use of Ibo,
which has the immediate effect of changing the police officer’s attitude because
he too speaks Ibo. Further on in the novel (p. 100), Achebe describes the speech
of still another character in the following way:

Whether Christopher spoke good or ‘broken’ English depended on what he was
saying, where he was saying it, to whom and how he wanted to say it. Of course
that was to some extent true of most educated people, especially on Saturday nights.
But Christopher was rather outstanding in thus coming to terms with a double
heritage.

(The ‘double heritage’ referred to is the local combination of African and British
influences.)

On p. 85, I pointed out a kind of code-switching that occurs among certain
young people of Caribbean descent in England. These youngsters speak the local
variety of English natively but also have a creole-based variety of their own
which they switch to for purposes of solidarity. What is interesting is that on
certain occasions they will allow youths of their acquaintance from other ethnic
groups to switch to that variety too, as they show their willingness to extend
some kind of solidarity to them. Rampton (1995) discusses some of the con-
sequences of this ‘crossing’ behavior of members of these other groups, i.e.,
their deliberate adoption of stigmatized linguistic forms.
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Code-switching itself may meet with certain kinds of resistance. Numerous
instances have been reported of speakers of various languages refusing to allow
others to code-switch and instead insisting on using the other’s language, even
if sometimes such use provided a poorer means of communication. In colo-
nial times Europeans have been known to use a local language very badly with
servants rather than let them use English, French, and so on, in order to main-
tain social distance. In other circumstances knowledge of the second code must
be suppressed, i.e., code-switching is disallowed. Certain social situations may
require that one code be used rather than another, even though that second
code is known to all participants but the first only to some. For example, a head
of state may be required to use the official language of that state when addressing
another head of state, at least in public. On many public occasions in Canada
it is obligatory for officials to say a few words in the official language that
they are not using, e.g., introduce some French sentences into an otherwise all-
English speech. The ability to code-switch may even be regarded with suspicion
or disfavor in certain circumstances: speakers of English do not usually give
much credit to their fellows who speak ‘exotic’ languages, such ability being
regarded quite often as ‘strange’ in some way. As I have indicated, certain English-
speaking societies find difficulty in coming to terms with immigrants who speak
other languages, the resulting multilingualism often being viewed as creating a
‘problem.’

There can also be a switch of codes within a simple utterance without any asso-
ciated topic change. Pfaff (1979) provides the following examples of this kind of
code-switching (sometimes called intra-sentential code-switching, or code-mixing)
among Spanish-English bilinguals:

No van a bring it up in the meeting.
‘They are not going to bring it up in the meeting.’

Todos los Mexicanos were riled up.
‘All the Mexicans were riled up.’

Estaba training para pelear.
‘He was training to fight.’

Some dudes, la onda is to fight y jambar.
‘Some dudes, the in thing is to fight and steal.’

Another example, this time of a long utterance, spoken quite flowingly by a
New York Puerto Rican speaker, comes from Labov (1971, p. 457):

Por eso cada, you know it’s nothing to be proud of, porque yo no estoy proud of
it, as a matter of fact I hate it, pero viene Vierne y Sabado yo estoy, tu me ve haci
a mi, sola with a, aqui solita, a veces que Frankie me deja, you know a stick or
something, y yo equi solita, queces Judy no sabe y yo estoy haci, viendo television,
but I rather, y cuando estoy con gente yo me. .. borracha porque me siento mas,
happy, mas free, you know, pero si yo estoy com mucha gente yo no estoy, you
know, high, more or less, I couldn’t get along with anybody.
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Bilinguals often switch like this, primarily as a solidarity marker and this kind
of mixture has become an established community norm in the Puerto Rican
community in New York City. However, a speaker who mixes codes in this way
in conversation with a friend or acquaintance will almost certainly shift entirely
to English when addressing a monolingual English-speaking person or entirely
to Spanish when addressing a complete stranger who is obviously of Spanish
origin.

Nishimura (1997) reports on the language choices of several Niseis (second-
generation Japanese immigrants) living in Toronto as they conversed with a
variety of friends in private homes. These Niseis spoke Japanese to native Jap-
anese, English to fellow Niseis, and a mixture of Japanese and English to mixed
groups of Japanese and Niseis. However, their Japanese contained some English
words — mainly when they did not know the Japanese equivalents — and their
English made ‘sporadic use of Japanese phrases and sentences symboliz[ing] the
speaker’s identity as a Nisei’ (p. 156). However, all three types of use clearly
show a speaker’s identity as a Nisei and his or her solidarity with other Niseis.
Winford (2003, p. 41) says that the ability to code-mix Alsatian and French in
Strasbourg symbolizes ethnic identity and solidarity. He contrasts Strasbourg
with Brussels where, especially among young people, the mixing of French and
Dutch is no longer seen as a marker of Brussels identity.

Monolinguals are likely to be very critical of the new codes that result. They
may even use derogatory terms to describe what they hear, e.g., Franglais (French
and English in Quebec), Fragnol (French and Spanish in Argentina), Spanglish
(Cuban Spanish and English in the USA), and Tex-Mex (English and Mexican
Spanish in Texas). Such dismissal of the phenomenon demonstrates serious
misunderstanding. What we have here is not just a haphazard mixing of two
languages brought about by laziness or ignorance or some combination of these.
What we have are conversants with a sophisticated knowledge of both languages
who are also acutely aware of community norms. These norms require that both
languages be used in this way so that conversants can show their familiarity or
solidarity. The ability to mix codes in this way is now often a source of pride,
e.g., the ability to use pocho or cald, the names that many Spanish-speaking
North Americans give to these varieties.

As Iindicated earlier, a fundamental difficulty in understanding the phenomenon
of code-switching is accounting for a particular choice or switch on a particular
occasion. In order to provide such an account we must look at the total linguistic
situation in which the choice is made, e.g., the linguistic situation in New York
City, Brussels, Luxembourg, Kampala, Hemnesberget, or Papua New Guinea.
This task is no different, except perhaps quantitatively, from the task of trying
to account for an individual’s choice of one variety of a language in one set of
circumstances and of another in a different set. Such a task is not an easy one.
Sankoff (1972), for example, has quite clearly demonstrated how difficult it is
to account for code choice in Papua New Guinea: prediction appears to be out
of the question, but even accounting for choices after they have been made is
difficult.

Myers-Scotton (1993b, and Scotton, 1983) has tried to account for code-
switching by proposing that speakers have unmarked and marked choices
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available to them when they speak. These choices vary by situation. It is an
unmarked choice for a citizen to address an inquiry to an official in Bokmal in
Hemnesberget, for a teacher to speak Standard German to a visitor in a school
in the Gail Valley, and for a police officer to speak English to someone in a good
car in Nigeria. Corresponding marked choices for initial encounters between
people who do not know each other in each of the above encounters would be
Ranamal, Slovenian, and one of the indigenous Nigerian languages. However,
the unmarked choices are these latter languages when locals converse socially in
each of these places. Quite often, in fact, local solidarity requires the use of a
non-prestige language or variety; it may even require a mixing of two languages.
These last observations are important: the unmarked—-marked distinction is quite
independent of any High—Low, standard-nonstandard, language—dialect, or pure—
mixed distinctions. It is entirely dependent on situation. Myers-Scotton (1993a)
has further developed her views to try to account for some of the actual linguis-
tic consequences of code-switching. Her Matrix Language Frame model says
that in code-switching one language acts as a dominant or matrix language and
the other as a subordinate or embedded language. She says that it is the basic
word structure of the matrix language that determines what happens to words
in the embedded language.

Myers-Scotton has provided us with a good explanation for the variety of code-
switching behaviors we have observed. Speakers choose, not always consciously
by any means, how they say what they want to say. They are generally aware
of the power dimensions in the situations they find themselves in and they also
know who they want to be identified with, the solidarity dimension. They have
some idea too of how they want to appear to others and how they want others
to behave toward them, both of these matters of ‘face,” another concept we will
have occasion to use (see p. 276). When speakers have two or more codes avail-
able to them, they increase their possible range of language behaviors. (The
problems they have in communicating therefore become easier or more difficult,
depending on how you view what communication is!) Code-switching can allow
a speaker to do many things: assert power; declare solidarity; maintain a certain
neutrality when both codes are used; express identity; and so on.

In situations in which several languages or language varieties coexist, choices
have consequences. Bailey (2005) describes how Dominican American high-school
students in Providence, Rhode Island negotiate their way among other students
of different language backgrounds, mainly other Hispanics and African Americans.
They share a language with the former and color and social-class characteristics
with the latter. However, they seek to assert their own separate identity. Con-
sequently, they have developed a code that ‘includes distinctive alternation of
forms indexing a Dominican American identity. Most salient of these, perhaps,
is the alternation between English and Spanish in code-switching’ (p. 259). They
actually do use some speech characteristics of the African American students
but such use does not make them ‘black’ since their ability to use Spanish, their
Spanish ethnolinguistic identity, triumphs over any common identity derived
from African descent (p. 263). While they continue to speak their varieties of
Spanish and English, they maintain at least for now their separate identity.
However, Bailey adds (pp. 270-1), if succeeding generations of students fail



Codes 111

to continue to do so, this could have serious consequences for maintaining a
separate Dominican American identity.

In this chapter we have seen numerous examples of the power and solidarity
dimensions. Gardner-Chloros (1991) in a study of language use in Strasbourg
shows among other things how switching between codes, in this case Standard
French and Alsatian German, can be an effective neutral compromise for some
locals. They can employ code-switching when use of French alone might appear
to be too snobbish and Alsatian alone to be too rustic. It is also often necessary
when several generations of a family are present and allows for accommodation
across the generations. Another investigation (Gardner-Chloros, 1997) focused
on the use of the two languages in three department stores in Strasbourg:
Printemps, a branch of the famous chic Paris store, Magmod, old-fashioned and
less luxurious, and Jung, quite provincial in comparison to either of the others.
In other words, there is a kind of prestige hierarchy with Printemps at the top,
Magmod in the middle, and Jung at the bottom. One would assume that in
Printemps French would be the language most likely to be used by shoppers and
shop assistants alike and that Jung would attract most use of Alsatian; Magmod
would be somewhere in the middle. Gardner-Chloros found that young French-
speaking shoppers in Jung and older Alsatian-speaking shoppers in Printemps
code-switched to the other language. There was least code-switching in Magmod.
Code-switching goes in both directions: ‘up’ in Printemps and ‘down’ in Jung.
As Gardner-Chloros says (p. 374), it ‘is clear. .. that the...assumption that
switching reveals a desire to converge to the prestige norm is inadequate. The
group which switches more than any other appears to do so in order to fit in
with its surroundings, since it is made up of people who are more at ease in the
prestige norm, French, than in Alsatian. Accommodation would therefore ap-
pear to be as relevant a motive as prestige.” We will look more closely below
at this concept of ‘accommodation’ for its usefulness in explaining what appears
to be happening here.

In a study of code-switching within Chinese—English bilingual families in
Tyneside, England Li (1995) and Li and Milroy (1995) show how effective a
switch from the unmarked variety, in this case Chinese, to the marked variety,
in this case English, can be when a mother asks her 12-year-old son in English
rather than Chinese, why he has not finished his homework. English is the
preferred language of the boy but Chinese that of his mother and the unmarked
choice in parent—child talk. As Li and Milroy (p. 257) say, ‘the mother knows
that by choosing the preferred language of the child instead of her own preferred
language, she is turning a simple question into an indirect request for the child
to do his homework before playing with the computer.” Moreover, the child
correctly interprets the question as a request.

A further example comes from Fiji (Siegel, 1995) and it shows how the
unmarked-marked distinction can be used for humorous effect. Fiji is split
almost equally on racial lines with half the population speaking Fijian and the
other half, of Indian descent, speaking Fijian Hindi, an immigrant language
derived from contact among different varieties of Hindi and English. The two
groups use English in most contact situations and English is also the language
of government, education, and business. Fijians often know some Fijian Hindi
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and sometimes use it among themselves in code-switching situations but only for
purposes of joking. They introduce Fijian Hindi words into their utterances so
as to direct some kind of mild humor at a fellow Fijian. As Siegel says (p. 101),
‘In the Fiji situation, Hindi is not normally used for communication among
Fijians; so when a Fijian switches to Hindi among other Fijians, it is a marked
choice. For the listener(s), it is almost always a clear signal that the speaker is
joking.’

Code choices can have still another important dimension. You can try to
adopt a code used by others. Actors do this all the time, but how often do we
try to imagine ourselves in the shoes of some other or others, or, in some cases,
actually try them on? The linguistic term for this kind of code choice is crossing
(sometimes styling) (see Rampton, 1995, 2001). Sweetland (2002) describes
how a young white woman in the United States uses linguistic features generally
associated with African American Vernacular English (AAVE) in order to achieve
membership in a group of blacks, helped in this case by her growing up in an
overwhelmingly black neighborhood. Bucholtz (1999) describes a similar case of
a white male student in a California high school where ‘an ideologically defined
black—white dichotomy. .. structures students’ social worlds. Yet many Euro-
pean American students symbolically cross this divide through linguistic and
other social practices that index their affiliation with African American youth
culture, and especially hip hop’ (p. 445). This student drew on features of AAVE
to identify the group he wished to claim some kind of honorary membership in,
particularly through his use of a black-influenced speech style. (We should also
remember that we are being asked to perform a variety of crossing when we are
urged to abandon one language or dialect in favor of another. Crossing is
difficult at the best of times and often the results fall far short of the promises
that are made or the hopes that are raised.)

As we have seen, your choice of code also reflects how you want to appear
to others, i.e., how you want to express your identity and/or how you want
others to view you. This is apparent from various matched-guise experiments
that certain social psychologists have conducted. If person A is perfectly bilingual
in languages X and Y, how is he or she judged as a person when speaking X?
How do the same judges evaluate A when A is speaking language Y? In matched-
guise experiments the judges are unaware that they are judging A twice and that
the only variable is that A is using language X on one occasion and language
Y on the other, and using each for the same purpose. Their judgments, therefore,
really reflect their feelings about speakers of X and Y, feelings about such
matters as their competence, integrity, and attractiveness.

Lambert, a Canadian social psychologist, developed this technique in order to
explore how listeners react to various characteristics in speech. Listeners were
asked to judge particular speech samples recorded by bilingual or bidialectal
speakers using one language or dialect (one guise) on one occasion and the other
language or dialect (the other guise) in identical circumstances. The judgments
sought are of such qualities as intelligence, kindness, dependability, ambition,
leadership, sincerity, and sense of humor. Since the only factor that is varied is
the language or dialect used, the responses provide group evaluations of speakers
of these languages and dialects and therefore tap social stereotypes. In one such
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study Lambert (1967) reported the reactions of Canadian men and women, both
English and French speakers, to subjects who spoke English on one occasion
and French on another. Both English and French listeners reacted more positively
to English guises than French guises. Among 80 English Canadian (EC) and 92
French Canadian (FC) first-year college-age students from Montreal, he found
(pp. 95-7) that:

the EC listeners viewed the female speakers more favorably in their French guises
while they viewed the male speakers more favorably in their English guises. In
particular, the EC men saw the FC lady speakers as more intelligent, ambitious,
self-confident, dependable, courageous and sincere than their English counterparts.
The EC ladies were not quite so gracious, although they, too, rated the FC ladies
as more intelligent, ambitious, self-confident (but shorter) than the EC women
guises. Thus, ECs generally view FC females as more competent and the EC men
see them as possessing more integrity and competence. ... FC men were not as
favorably received as the women were by their EC judges, EC ladies like EC men,
rating them as taller, more likeable, affectionate, sincere, and conscientious, and as
possessing more character and a greater sense of humor than the FC version of the
same speakers. Furthermore, the EC male judges also favored EC male speakers,
rating them as taller, more kind, dependable and entertaining. Thus, FC male speak-
ers are viewed as lacking integrity and as being less socially attractive by both EC
female, and, to a less marked extent, EC male judges.

... The reactions to Continental French (CF) speakers are generally more favorable
although less marked. The EC male listeners viewed CF women as slightly more
competent and CF men as equivalent to their EC controls except for height and
religiousness. The EC female listeners upgraded CF women on sociability and self-
confidence, but downgraded CF men on height, likeability and sincerity. Thus, EC
judges appear to be less concerned about European French people in general than
they are about the local French people; the European French are neither down-
graded nor taken as potential social models to any great extent. . ..

... the FC listeners showed more significant guise differences than did their EC
counterparts. FCs generally rated European French guises more favorably and
Canadian French guises less favorably than they did their matched EC guises. One
important exception was the FC women who viewed FC men as more competent
and as more socially attractive than EC men.

What is surprising in all of this is that the French Canadians had such a poor
valuation of themselves, apparently viewing their own linguistic and cultural
group as somewhat inferior to both the English Canadian and the Continental
French groups, with this preference apparently stronger in French Canadian
males than females. (This study is now nearly forty years old; it would be
surprising if a replication done today would show the same results, in view of
the many changes that have occurred in Quebec in recent decades.)

Other investigators have used the matched-guise technique (see chapter 14)
and report results which clearly indicate that listeners are affected by code
choices when they judge what speakers say to them. Certain codes are deemed
more appropriate for certain messages than other codes. Code and message are
inseparable. Consequently, when a choice between codes exists (and such a choice
nearly always does exist), you must exercise that choice with great care since it
can affect what happens to the message you wish to communicate. Giles and
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Coupland (1991, p. 58) conclude their summary of the work done up to 1990
on the matched-guise technique with the observation that, ‘Listeners can very
quickly stereotype others’ personal and social attributes on the basis of language
cues and in ways that appear to have crucial effects on important social decisions
made about them.’

One important consequence from all that I have said above is that speakers
often try to accommodate to the expectations that others have of them when
they speak. Accommodation is one way of explaining how individuals and
groups may be seen to relate to each other. One individual can try to induce
another to judge him or her more favorably by reducing differences between the
two. An individual may need to sacrifice something to gain social approval of
some kind, for example, shift in behavior to be more like the other. This is
convergence behavior. Alternatively, if one desires to be judged less favorably the
shift in behavior is away from the other’s behavior. This is divergence behavior.
The particular behaviors involved may be of various kinds, not necessarily
speech alone: types of dress, choices of cultural pursuits, etc. There is also always
a cost-benefit aspect to any kind of accommodation. We see convergence when
a speaker tries to adopt the accent of a listener or that used within another
social group or even in extreme cases gives up a particular accent, dialect, or
language completely. As a group phenomenon this last choice may ‘kill’ a minority
language. Divergence is behind exaggerating differences, e.g., recreolization
(p. 85), Paraguayans using Guarani rather than Spanish when abroad (p. 99),
and many efforts in language planning (see chapter 15).

Giles and Coupland (pp. 60-1) explain speech accommodation as ‘a multiply-
organized and contextually complex set of alternatives, regularly available to
communicators in face-to-face talk. It can function to index and achieve solidar-
ity with or dissociation from a conversational partner, reciprocally and dynam-
ically.” Le Page (1997, p. 28) extends this definition to put even more emphasis
on the speaker’s creation of his or her identity (Le Page’s italics): ‘we do not
necessarily adapt to the style of the interlocutor, but rather to the image we have
of ourselves in relation to our interlocutor.” Speaking is not merely a social act
that involves others; it is also a personal act in that it helps create the identity
one wishes to be seen as having in a particular set of circumstances.

One type of convergent behavior is said to be motivated by how speakers
often attempt to deal with listeners through audience design, i.e., by orienting
their speech toward others through code choices (Bell, 1984, 2001). Bell goes
so far as to declare that ‘Speakers design their style primarily for and in response
to their audience’ (2001, p. 143: italics in the original) or occasionally by
reference to a third party (referee design) as when the speech of an absent
reference group influences language choices. He says that audience design ap-
plies to all codes and all speakers, who have what he calls ‘a fine-grained ability’
(p. 146) to do this. ‘Individual speakers use style — and other aspects of their
language repertoire — to represent their identity or to lay claim to other ident-
ities” (p. 163). Style shifts constantly, but ‘a person is more than an ever-shifting
kaleidoscope of personas created in and by different situations, with no stable
core’ (p. 164). We are what we are, but we do have the ability to present our-
selves in different ways. We have control over what is sometimes called speaker
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design: the use of language ‘as a resource in the actual creation, presentation,
and re-creation of speaker identity’ (Schilling-Estes, 2002, p. 388). Everything
we say to others recognizes those others; an individual’s speech is not a series
of monologs for it is shaped toward and tailored by what others say and do.

Johnson-Weiner (1998) uses accommodation theory to explain differences in
language choice between some Old Order Amish and Old Order Mennonite
communities in the northeastern United States (mainly New York and Pennsyl-
vania) and Ontario and other New Order communities. The main difference
is that the Old Order communities adhere strictly to use of different varieties
of German — Low Pennsylvania German, High Pennsylvania German, and ‘Bible
German’ — and English according to circumstances. They use the varieties of
German exclusively within the communities and use English as a contact
language with the outside world. Within the New Order communities such as
the Beachy Amish and Horning Mennonites there has been a complete shift to
English. However, all groups follow strict rules — although not always the same
ones — about dress and use (or non-use) of automobiles, electricity, and tele-
phones. Johnson-Weiner says that for the Old Order communities the mainten-
ance of German shows a desire for deliberate divergence from the outside world
to the point of rejection. Its use of English accommodates to a necessity to keep
that world at bay; it is a way of dealing with that world so as to preserve each
community’s isolation from it. For communities such as the Beachy Amish and
Horning Mennonites the use of English paradoxically provides both inclusion
(convergence) and exclusion (divergence) in that it enables both communication
with the outside world and a clear expression to that world of the values of each
community, particularly its strong religious beliefs.

We find another example of this accommodation process at work in Yau’s
account (1997) of language use in the Hong Kong Legislative Council between
1991 and 1995, i.e., in the years approaching the return of Hong Kong to China
(1997). The council was a mixed group of establishment appointees and demo-
cratically elected members. Its working languages were English and Cantonese
with the first having long historic use in the council and the second being the
language of Hong Kong, although almost completely ignored in the higher
administration of the colony. During the period of the investigation there
was a decrease in the amount of English used in the council and an increase in
the use of Cantonese and in the amount of code-switching to Cantonese. Yau
hypothesizes that during these years the council became increasingly aware that
the total Hong Kong community was following its actions closely and that
councilors and the government officials brought before the council increased
their use of Cantonese as a consequence. They were accommodating to the
power shift that was to take place in 1997. What little code-switching there was
to English was found mainly in Cantonese-speaking councilors’ dealings with
the anglophone president of the council, another type of accommodation. Evans
and Green (2001, 2003) report that after 1997 writing and particularly reading
in English continue to play an important role in the lives of Chinese profes-
sionals with such use directly related to status. However, it is still too early to
predict future directions since geopolitical and economic forces will largely
determine what will happen.
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The code we choose to use on a particular occasion indicates how we wish
others to view us. If we can comfortably control a number of codes, then we
would appear to have an advantage over those who lack such control. Speaking
several of the languages can obviously be distinctly advantageous in a multilingual
gathering. Finlayson et al. (1998) provide an interesting example. They show that
by code-switching in a conversation, a speaker can both access different identities
and accommodate to others. Code-switching allows a speaker to meet someone
else half-way, establish common ground, and show flexibility and openness. Such
qualities are extremely important in the particular social environment they dis-
cuss, a black South African township home to various languages: ‘people in the
townships are prepared to accommodate each other and believe that it is import-
ant to do so because the issue of communication is at stake. Multilingualism is
an accepted fact of life by the residents of Tembisa who speak different languages’
(p. 403). Code-switching shows one to be a ‘cooperative person, someone who can
recognize that everyone does not have the same background’ (p. 417). It reduces
possibilities of conflict in situations which otherwise might be fraught with danger.

In the last few pages I have been using code and style almost interchangeably
since style is one aspect of code: style is how you choose to code what you want
to say on a particular occasion. It ‘is the implementation, at any given time, of
a combination of features from many varieties . . . registers . . . and performance
genres . .. at [the] speaker’s disposal...it is continuously modulated as it is
accomplished, co-produced by audience, addressees, and refereees, sensitive to
characteristics of these as well as to delicate contextual factors such as presence
of an overhearer’ (Mendoza-Denton, 2001, p. 235). Bernsten (1998) investig-
ated the shop talk of sixty-four employees in an automobile plant in Flint,
Michigan. Workers and supervisors used language differently and each had
certain expectations of what language uses were appropriate and inappropriate.
Workers deemed supervisors who were too polite to be ineffective and some-
times their use of questions such as ‘Aren’t you going to fix that?’ to be ambigu-
ous. The styles of both workers and supervisors actually favored the use of bald
imperatives without politeness markers as each group sought to assert or resist
power within a basically adversarial relationship.

Mishoe (1998) investigated two styles of speaking in Cedar Falls in rural
North Carolina using evidence from a single family. She calls one style ‘home
style,” used for in-group communication in the community, and the other style
the ‘local standard,” the local approximation of Standard American English.
“What I need me is some time and some money, but I ain’t got neither one right
now’ is home style, and ‘T don’t go to saloons to eat — even if they have good
food, I don’t want that kind of environment’ is local standard. She found that
the local standard was used in very limited circumstances, e.g., for answering
the telephone, claiming some kind of expertise, exerting some other kind of
power, or talking about sad things. Such uses were clearly marked and most
conversations proceeded in home style. Mishoe concludes that the ‘ultimate
reason for style shifting is to promote ones [sic| self in the most positive light,
and here we see ordinary people negotiating language in their home, showing
themselves to be linguistic virtuosos’ (p. 177).
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Finally, Barrett (1998) looked closely at how African American professional
drag queens performing in gay bars in Texas switch styles during their stage
performances. He defines style as the ‘set of linguistic variables that are charac-
teristic of a given dialect, register, or genre’ (p. 142). The drag queens control
three styles: ‘an AAVE style, a gay male style, and a style based on stereotypes
of white women’s speech’ (p. 145). The styles are deliberate stereotypes. Abrupt
style-shifting allows the performers to make observations about such issues as
ethnicity, sexuality, gender, or class, and also about a drag queen’s own loyalties
and identities — they are after all gay, black males not heterosexual, white
females — and to ‘undermine assumptions concerning the personal identity of the
performer’ (p. 158).

Code-switching can be a very useful social skill. The converse of this, of
course, is that we will be judged by the code we choose to employ on a par-
ticular occasion. People have distinct feelings about various codes: they find
some accents ‘unpleasant,” others ‘beautiful’; some registers ‘stuffy’; some styles
‘pedantic’; some languages or kinds of language ‘unacceptable’ or their speakers
‘less desirable’; and so on. We cannot discount such reactions by simply labeling
them as instances of linguistic prejudice. Linguistic prejudice, either for or against
particular accents, dialects, or languages, is a fact of life, a fact we must recog-
nize. However, we must also remember that it is often all too easy to think that
someone who uses learned words, beautifully constructed sentences, and a pres-
tige accent must be saying something worthwhile and that someone who uses
common words, much ‘slurring,” and a regional accent cannot have anything of
interest to say!

Discussion

1. Using the example of what he calls a ‘hypothetical government functionary’
in Belgium, Fishman (1972a) explains how topic and domain influence
linguistic choice. The domain may be social, cultural, or psychological in
nature and will involve a consideration of such matters as role relationships
and locales. Fishman offers the following account of the linguistic behavior
of his functionary (p. 16):

A government functionary in Brussels arrives home after stopping off at his
club for a drink. He generally speaks standard French in his office, standard
Dutch at his club, and a distinctly local variant of Flemish at home. In each
instance he identifies himself with a different speech network to which he
belongs, wants to belong, and from which he seeks acceptance. All of these
networks — and more — are included in his overarching speech community,
even though each is more commonly associated with one variety than with
another. Nevertheless, it is not difficult to find occasions at the office in which
he speaks or is spoken to in one or another variety of Flemish. There are also
occasions at the club when he speaks or is addressed in French; finally, there
are occasions at home when he communicates in standard Dutch or even
French.
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Show how Fishman’s explanation is relevant to this account. Are you aware
of any similar kinds of linguistic behavior in your own environment?

2. When you visit a foreign country whose language you know either well or
poorly, when do you use that language and when do you not? What factors
govern your choice?

3. The claim is sometimes made (e.g., Gumperz, 1982a, p. 61) that in conver-
sational code-switching ‘participants immersed in the interaction itself are
often quite unaware which code is used at any one time.” How would you
propose to investigate such a claim? Gumperz says that this is also the case
with metaphorical code-switching (p. 62). He writes as follows (p. 70):

Code-switching occurs in conditions of change, where group boundaries are
diffuse, norms and standards of evaluation vary, and where speakers’ ethnic
identities and social backgrounds are not matters of common agreement. Yet,
if it is true that code-switching styles serve as functioning communicative
systems, if members can agree on interpretations of switching in context and
on categorizing others on the basis of their switching, there must be some
regularities and shared perceptions on which these judgments can be based.

Elaborate on the various factors Gumperz mentions in the first of these two
sentences. Discuss the implications of the second sentence for any theory
which attempts to explain linguistic and/or communicative competence in
humans.

4. Code-switching and borrowing are different phenomena. Try to distinguish
between the two.

Further Reading

The ‘classic’ essay on diglossia is Ferguson (1959); Hudson (1992) is a good
bibliography. Fishman (1972a, 1972b) and Gumperz (1971, 1982a, 1982b) are
older sources. Heller (1988), Myers-Scotton (1993a, 1993b, 1998), Milroy and
Muysken (1995), Auer (1998), and Eckert and Rickford (2001) are good sources
for code-switching and stylistic choices. Scotton (1986) discusses both diglossia
and code-switching. Much of Lambert’s work has employed the matched-guise
technique to examine aspects of bilingualism, and the paper cited (Lambert,
1967) provides a good introduction. See Giles and Powesland (1975) and Giles
and Coupland (1991) for accommodation.



5 Speech Communities

Language is both an individual possession and a social possession. We would
expect, therefore, that certain individuals would behave linguistically like other
individuals: they might be said to speak the same language or the same dialect
or the same variety, i.e., to employ the same code, and in that respect to be
members of the same speech community, a term probably derived from the
German Sprachgemeinschaft. Indeed, much work in sociolinguistics is based on
the assumption that it is possible to use the concept of ‘speech community’
without much difficulty. Hudson (1996, p. 29) rejects that view: ‘our sociolin-
guistic world is not organized in terms of objective “speech communities,” even
though we like to think subjectively in terms of communities or social types such
as “Londoner” and “American.” This means that the search for a “true” definition
of the speech community, or for the “true” boundaries around some speech
community, is just a wild goose chase.” We will indeed discover that just as it
is difficult to define such terms as language, dialect, and variety, it is also
difficult to define speech community, and for many of the same reasons. That
difficulty, however, will not prevent us from using the term: the concept has
proved to be invaluable in sociolinguistic work in spite of a certain ‘fuzziness’
as to its precise characteristics. It remains so even if we decide that a speech
community is no more than some kind of social group whose speech character-
istics are of interest and can be described in a coherent manner.

Definitions

Sociolinguistics is the study of language use within or among groups of speakers.
What are groups? ‘Group’ is a difficult concept to define but one we must
try to grasp. For our purposes, a group must have at least two members but
there is really no upper limit to group membership. People can group together
for one or more reasons: social, religious, political, cultural, familial, vocational,
avocational, etc. The group may be temporary or quasi-permanent and the
purposes of its members may change, i.e., its raison d’étre. A group is also more
than its members for they may come and go. They may also belong to other
groups and may or may not meet face-to-face. The organization of the group
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may be tight or loose and the importance of group membership is likely to vary
among individuals within the group, being extemely important to some and of
little consequence to others. An individual’s feelings of identity are closely re-
lated to that person’s feelings about groups in which he or she is a member, feels
strong (or weak) commitment (or rejection), and finds some kind of success (or
failure).

We must also be aware that the groups we refer to in various research studies
are groups we have created for the purposes of our research using this or that
set of factors. They are useful and necessary constructs but we would be unwise
to forget that each such group comprises a set of unique individuals each with
a complex identity (or, better still, identities). Consequently, we must be careful
in drawing conclusions about individuals on the basis of observations we make
about groups. To say of a member of such a group that he or she will always
exhibit a certain characteristic behavior is to offer a stereotype. Individuals can
surprise us in many ways.

The kind of group that sociolinguists have generally attempted to study is called
the speech community. (See Patrick, 2002, for a general survey.) For purely
theoretical purposes, some linguists have hypothesized the existence of an ‘ideal’
speech community. This is actually what Chomsky (1965, pp. 3—4) proposes,
his ‘completely homogeneous speech community’ (see p. 3). However, such a
speech community cannot be our concern: it is a theoretical construct employed
for a narrow purpose. Our speech communities, whatever they are, exist in a
‘real’ world. Consequently, we must try to find some alternative view of speech
community, one helpful to investigations of language in society rather than
necessitated by abstract linguistic theorizing.

Lyons (1970, p. 326) offers a definition of what he calls a ‘real” speech com-
munity: ‘all the people who use a given language (or dialect).” However, that
really shifts the issue to making the definition of a language (or of a dialect) also
the definition of a speech community. If, as we saw in chapter 2, it proves virtu-
ally impossible to define language and dialect clearly and unambiguously, then
we have achieved nothing. It is really quite easy to demonstrate that a speech
community is not coterminous with a language: while the English language is
spoken in many places throughout the world, we must certainly recognize that it
is also spoken in a wide variety of ways, in speech communities that are almost
entirely isolated from one another, e.g., in South Africa, in New Zealand, and
among expatriates in China. Alternatively, a recognizably single speech community
can employ more than one language: Switzerland, Canada, Papua New Guinea,
many African states, and New York City.

Furthermore, if speech communities are defined solely by their linguistic char-
acteristics, we must acknowledge the inherent circularity of any such definition
in that language itself is a communal possession. We must also acknowledge that
using linguistic characteristics alone to determine what is or is not a speech com-
munity has proved so far to be quite impossible because people do not necessarily
feel any such direct relationship between linguistic characteristics A, B, C, and
so on, and speech community X. What we can be sure of is that speakers do use
linguistic characteristics to achieve group identity with, and group differentiation
from, other speakers, but they use other characteristics as well: social, cultural,
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political and ethnic, to name a few. Referring to what they call speech markers,
Giles, Scherer, and Taylor (1979, p. 351) say:

through speech markers functionally important social categorizations are discrim-
inated, and...these have important implications for social organization. For
humans, speech markers have clear parallels . . . it is evident that social categories
of age, sex, ethnicity, social class, and situation can be clearly marked on the basis
of speech, and that such categorization is fundamental to social organization even
though many of the categories are also easily discriminated on other bases.

Our search must be for criteria other than, or at least in addition to, linguistic
criteria if we are to gain a useful understanding of ‘speech community.’

For very specific sociolinguistic purposes we might want to try to draw quite
narrow and extremely precise bounds around what we consider to be a speech
community. We might require that only a single language be spoken (and employ
a very restrictive definition of language in doing so), and that the speakers in
the community share some kind of common feeling about linguistic behavior in
the community, that is, observe certain linguistic norms. This appeal to norms
forms an essential part of Labov’s definition of speech community (1972b,
pp. 120-1):

The speech community is not defined by any marked agreement in the use of
language elements, so much as by participation in a set of shared norms; these
norms may be observed in overt types of evaluative behavior, and by the uniform-
ity of abstract patterns of variation which are invariant in respect to particular
levels of usage.

This definition shifts the emphasis away from an exclusive use of linguistic
criteria to a search for the various characteristics which make individuals feel
that they are members of the same community. Milroy (1987a, p. 13) has indicated
some consequences of such a view:

Thus, all New York speakers from the highest to lowest status are said to consti-
tute a single speech community because, for example, they agree in viewing pres-
ence of post vocalic [r] as prestigious. They also agree on the social value of a large
number of other linguistic elements. Southern British English speakers cannot be
said to belong to the same speech community as New Yorkers, since they do not
attach the same social meanings to, for example, (r): on the contrary, the highest
prestige accent in Southern England (RP) is non-rhotic. Yet, the Southern British
speech community may be said to be united by a common evaluation of the vari-
able (h); h-dropping is stigmatized in Southern England . . . but is irrelevant in New
York City or, for that matter, in Glasgow or Belfast.

In this sense, ‘speech community’ is a very abstract concept, one likely to create
not a few problems, because the particular norms that a community uses may or
may not be exclusively linguistic in nature, and even the linguistic norms them-
selves may vary considerably among small sub-groups. For example, speakers of
Hindi will separate themselves entirely from speakers of Urdu; most Ukrainians
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will separate themselves from most Russians (but possibly not vice versa); and
most Chinese will see themselves as members of the same community as all
other Chinese, even though speakers of Cantonese or Hokkien might not be able
to express that sense of community to a speaker of Mandarin or to each other
except through their shared writing system.

The single-language, or single-variety, criterion is also a very dubious one.
Gumperz (1971, p. 101) points out that ‘there are no a priori grounds which
force us to define speech communities so that all members speak the same
language.” As I observed in the previous chapter, many societies have existed and
still exist in which bilingualism and multilingualism are normal. For example,
early in the year 2000 London was judged to be the most ‘international’ of all
cities in the world based on the number of different languages spoken there —
over 300. It is such considerations as these which lead Gumperz (p. 101) to use
the term linguistic community rather than speech community. He proceeds to
define that term as follows:

a social group which may be either monolingual or multilingual, held together by
frequency of social interaction patterns and set off from the surrounding areas by
weaknesses in the lines of communication. Linguistic communities may consist of
small groups bound together by face-to-face contact or may cover large regions,
depending on the level of abstraction we wish to achieve.

In this definition, then, communities are defined partially through their rela-
tionships with other communities. Internally, a community must have a certain
social cohesiveness; externally, its members must find themselves cut off from
other communities in certain ways. The factors that bring about cohesion and
differentiation will vary considerably from occasion to occasion. Individuals will
therefore shift their sense of community as different factors come into play. Such
a definition is an extension of the one that Bloomfield (1933, p. 42) uses to open
his chapter on speech communities: ‘a speech community is a group of people
who interact by means of speech.” The extension is provided by the insistence
that a group or community is defined not only by what it is but by what it is
not: the ‘cut-off’ criterion.

Gumperz (1971, p. 114) offers another definition of the speech community:

any human aggregate characterized by regular and frequent interaction by means
of a shared body of verbal signs and set off from similar aggregates by significant
differences in language usage.

Most groups of any permanence, be they small bands bounded by face-to-face
contact, modern nations divisible into smaller subregions, or even occupational
associations or neighborhood gangs, may be treated as speech communities, pro-
vided they show linguistic peculiarities that warrant special study.

Not only must members of the speech community share a set of grammatical
rules, but there must also be regular relationships between language use and social
structure; i.e., there must be norms which may vary by sub-group and social
setting. Gumperz adds (p. 115):
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Wherever the relationships between language choice and rules of social appropri-
ateness can be formalized, they allow us to group relevant linguistic forms into
distinct dialects, styles, and occupational or other special parlances. The sociolin-
guistic study of speech communities deals with the linguistic similarities and dif-
ferences among these speech varieties.

Furthermore, ‘the speech varieties employed within a speech community form a
system because they are related to a shared set of social norms’ (p. 116). Such
norms, however, may overlap what we must regard as clear language boundaries.
For example, in Eastern Europe many speakers of Czech, Austrian German, and
Hungarian share rules about the proper forms of greetings, suitable topics for
conversation, and how to pursue these, but no common language. They are united
in a Sprachbund, ‘speech area,” not quite a ‘speech community,” but still a
community defined in some way by speech. As we can see, then, trying to define
the concept of ‘speech community’ requires us to come to grips with definitions
of other concepts, principally ‘group,” ‘language’ (or ‘variety’), and ‘norm.’

Hymes (1974, p. 47) disagrees with both Chomsky’s and Bloomfield’s defini-
tions of a speech community. He claims that these simply reduce the notion of
speech community to that of a language and, in effect, throw out ‘speech com-
munity’ as a worthwhile concept. He points out that it is impossible to equate
language and speech community when we lack a clear understanding of the
nature of language. He insists that speech communities cannot be defined solely
through the use of linguistic criteria (p. 123). The way in which people view the
language they speak is also important, that is, how they evaluate accents; how
they establish the fact that they speak one language rather than another; and
how they maintain language boundaries. Moreover, rules for using a language
may be just as important as feelings about the language itself. He cites the
example of the Ngoni of Africa. Most Ngoni no longer speak their ancestral
language but use the language of the people they conquered in Malawi. How-
ever, they use that language in ways they have carried over from Ngoni, ways
they maintain because they consider them to be essential to their continued
identity as a separate people. Hymes adds that analogous situations may be
observed among some native groups in North America: they use English in
special ways to maintain their separate identities within the dominant English-
speaking community. As we saw too in the previous chapter code-switching
can be used to achieve a shared identity and delimit a group of speakers from
all others.

For Hymes, the concept of ‘speech community’ is a difficult one to grasp in
its entirety, for it depends on how one defines ‘groups’ in society. He also dis-
tinguishes (pp. 50-1) between participating in a speech community and being a
fully fledged member of that community:

To participate in a speech community is not quite the same as to be a member of
it. Here we encounter the limitation of any conception of speech community in
terms of knowledge alone, even knowledge of patterns of speaking as well as of
grammar, and of course, of any definition in terms of interaction alone. Just the
matter of accent may erect a barrier between participation and membership in one
case, although be ignored in another. Obviously membership in a community depends
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upon criteria which in the given case may not even saliently involve language and
speaking, as when birthright is considered indelible.

However, he reaffirms (p. 51) an earlier (1962, pp. 30-2) definition of speech
community: ‘a local unit, characterized for its members by common locality and
primary interaction.” He is prepared to ‘admit exceptions cautiously.’

Brown and Levinson (1979, pp. 298-9) point out that:

Social scientists use the word ‘group’ in so many ways, as for example in the
phrases small group, reference group, corporate group, ethnic group, interest group,
that we are unlikely to find any common core that means more than ‘set’. Social
scientists who adopt the weak concept of structure . . . are likely to think of groups
in relatively concrete terms, as independently isolable units of social structure. . .. On
the other hand, social theorists who adopt the stronger concept of structure are
more likely to think of groups as relative concepts, each group being a unit that
is relevant only in relation to units of like size that for immediate purposes are
contrasted with it. Thus for a man who lives in Cambridge, his territorial identi-
fication will be with Cambridge when contrasted with Newmarket, with Cam-
bridgeshire when contrasted with Lancashire, with England when contrasted with
Scotland, with the United Kingdom when contrasted with Germany, and so on.

‘Group’ is therefore a relative concept and ‘speech community’ must also be
relative. You are a member of one speech community by virtue of the fact that
on a particular occasion you identify with X rather than Y when apparently X
and Y contrast in a single dimension. This approach would suggest that there
is an English speech community (because there are French and German ones),
a Texas speech community (because there are London and Bostonian ones), a
Harvard speech community (because there are Oxford and Berkeley ones), a
Chicano speech community (because there are Spanish and English ones), and
so on. An individual therefore belongs to various speech communities at the
same time, but on any particular occasion will identify with only one of them,
the particular identification depending on what is especially important or con-
trastive in the circumstances. For any specific speech community, the concept
‘reflects what people do and know when they interact with one another. It
assumes that when people come together through discursive practices, they behave
as though they operate within a shared set of norms, local knowledge, beliefs,
and values. It means that they are aware of these things and capable of knowing
when they are being adhered to and when the values of the community are being
ignored . . . it is fundamental in understanding identity and representation of
ideology’ (Morgan, 2001, p. 31).

Discussion

1. Try to label yourself according to what kind(s) of English you speak. Explain
why you choose the specific terms you use and any connotations these
terms have for you, e.g., Bristol English, Texas English, educated Tyneside
English.
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2. To show that very small changes in linguistic behavior can serve to disaffiliate
you from other members of the same speech community, make deliberate
adjustments in your speech on some occasion: that is, become more formal
or less formal than seems to be required by the occasion; introduce technical
or learned vocabulary when it is not called for; employ slang or coarse
expressions; shift your accent (perhaps even to mimic another person); or
switch to a distinct regional dialect. (Be careful!) What happens? How do
such shifts affect your relationship to your listeners and any feelings you or
they have about a common identity?

3. In what respects do (or did) the following pairs of people belong to the
same speech communities or to different ones: Presidents J. F. Kennedy and
Lyndon Johnson; Indira Gandhi and Margaret Thatcher; the Pope and the
Archbishop of Canterbury; Professor Henry Higgins and Eliza Doolittle;
Elizabeth IT and John Lennon; Geoffrey Chaucer and George Bernard Shaw.

4. Describe the linguistic uses of some bilinguals with whom you are familiar.
When do they use each of the languages? If you are bilingual yourself, in what
ways do you identify with people who show the same range of linguistic
abilities? A different range?

5. In what respects does the language which is characteristic of each of the
following groups, if there is such a characteristic language, mark each group
off as a separate speech community: adolescents; stockbrokers; women;
linguists; air traffic controllers; priests; disk jockeys? How useful is the
concept of ‘speech community’ in cases such as these?

6. Le Page and Tabouret-Keller (1985) and Trudgill (1986, pp. 85-6) distin-
guish between focused and diffuse languages and communities, the main
difference being the degree to which people agree about the shared features
of the language or community. In this view the English public schools would
be highly focused but Kingston, Jamaica, would be quite diffuse. Try to
apply this distinction to other situations of which you are aware.

Intersecting Communities

The fact that people do use expressions such as New York speech, London
speech, and South African speech indicates that they have some idea of how a
‘typical’ person from each place speaks, that is, of what it is like to be a member
of a particular speech community somewhat loosely defined. Such a person may
be said to be typical by virtue of observing the linguistic norms one associates
with the particular place in question. But just what are these norms? I have
already noted (p. 49) the work of Preston (1989, 1999, 2002), which shows that
a person’s perceptions of the language characteristics of particular areas do not
always accord with linguistic facts. Rosen (1980, pp. 56-7) has also indicated
some of the problems you find in trying to call a city like London a speech
community and in describing exactly what characterizes its speech. He says that
such cities ‘cannot be thought of as linguistic patchwork maps, ghetto after
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ghetto, not only because languages and dialects have no simple geographical
distribution but also because interaction between them blurs whatever bound-
aries might be drawn. Both a geographical model and a social class model would
be false, though each could contribute to an understanding.” In such places,
‘dialects and languages are beginning to influence each other. Urbanization is a
great eroder of linguistic frontiers.” The result is:

the creation of thousands of bilingual and to a certain extent bidialectal speakers
on a scale and of a diversity unprecedented in our history. Which dialect of English
they learn depends in the main on their social class position in this country. It is
common practice to talk of the ‘target language’ of a second-language learner. In
London it will be a moving target, though undoubtedly most by virtue of their
social position will have as their chief model London working-class speech.

London is a community in some senses but not in others; however, with its 300
languages or more it is in no sense a single speech community (see Baker and
Eversley, 2000). It is just too big and fragmented. On the other hand, if we say
it must be a composite of small speech communities, we may not be any better
off. Are these smaller communities geographical, social, ethnic, religious, or
occupational in orientation? That is, how do any linguistic factors we might
isolate relate to such social factors? Are the communities static or fluid? If they
are static, how do they maintain themselves, and if they are fluid, what inferences
must we draw concerning any concept we might have of ‘speech community’?
Are their boundaries strong and clear or are they weak and permeable? Moreover,
London is no different from most large cities anywhere in the world, a world
which is increasingly a world of large cities, heterogeneously populated.

We can easily see how difficult it is to relate the concept of ‘speech community’
directly to language or languages spoken and even to groups and norms if we
refer back to the linguistic situation among the Tukano described in the previous
chapter (p. 97). In that situation, which requires one to take as a marriage
partner someone who speaks an entirely different language and furthermore
requires the female to join the male’s household, multilingualism is endemic and
normal. However, each residential community has its unique multilingual mix
and no language equates in distribution to a specific residential community. Such
a situation is not unique. Many other parts of the world would have some of
the same multilingual characteristics; e.g., the Balkans, large areas of the Indian
subcontinent, and Papua New Guinea. The actual equation of language to com-
munity is perhaps most easily seen in certain modern states which have insisted
that language be used to express some concept of ‘nationhood’ and, in doing
s0, have tried to standardize and promote a particular language (or particular
languages) at the expense of competitors. But such solutions are not always
lasting or uncontroversial, as we can see in countries such as Germany, France,
the United Kingdom, Canada, and the United States, all of which have recently
had to acknowledge in one way or another the presence of people who do not
speak the standard variety (or varieties) but who are, nevertheless, very much
part of the larger communities.

Perhaps the concept of ‘speech community’ is less useful than it might be
and we should return to the concept of ‘group’ as any set of individuals united
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for a common end, that end being quite distinct from ends pursued by other
groups. Consequently, a person may belong at any one time to many different
groups depending on the particular ends in view.

We can illustrate this approach as follows. At home, a person may live in a
bilingual setting and switch easily back and forth between two languages. She
— let this be a female person — may shop in one of the languages but work in the
other. Her accent in one of the languages may indicate that she can be classified
as an immigrant to the society in which she lives, an immigrant, moreover, from
a specific country. Her accent in the other language shows her to be a native of
region Y in country Z. Outside country Z, however, as she now is, she regards
herself (and others from Z agree with her) as speaking not a Y variety of Z
but as speaking Z itself. She may also have had extensive technical training in
her new country and in her second language and be quite unable to use her first
language in work related to this specialty. In the course of the day, she will
switch her identification from one group to another, possibly even, as we saw
in the preceding chapter, in the course of a single utterance. She belongs to
one group at one moment and to a different one at another. But to how many
altogether?

The concept must be flexible because individuals find it advantageous to shift
their identities quite freely. As Bolinger (1975, p. 333) says,

There is no limit to the ways in which human beings league themselves together for
self-identification, security, gain, amusement, worship, or any of the other purposes
that are held in common; consequently there is no limit to the number and variety
of speech communities that are to be found in a society.

Saville-Troike (1996, p. 357) places even more importance on the need for
individuals to identify themselves with various others but her views are essen-
tially the same as those of Bolinger: ‘Individuals may belong to several speech
communities (which may be discrete or overlapping), just as they may participate
in a variety of social settings. Which one or ones individuals orient themselves
to at any given moment — which set of social and communicative rules they use
— is part of the strategy of communication. To understand this phenomenon, one
must recognize that each member of a community has a repertoire of social
identities and that each identity in a given context is associated with a number
of appropriate verbal and nonverbal forms of expression.’

A very interesting variant of this notion is the idea that speakers participate
in various communities of practice. Eckert and McConnell-Ginet (1998, p. 490)
define a community of practice as ‘an aggregate of people who come together
around mutual engagements in some common endeavor. Ways of doing things,
ways of talking, beliefs, values, power relations — in short, practices — emerge
in the course of their joint activity around that endeavor’ A community of
practice is at the same time its members and what its members are doing to
make them a community: a group of workers in a factory, an extended family, an
adolescent gang, a women’s fitness group, a classroom, etc. They add (p. 490):
‘Rather than seeing the individual as some disconnected entity floating around
in social space, or as a location in a network, or as a member of a particular



128 Speech Communities

group or set of groups, or as a bundle of social characteristics, we need to focus
on communities of practice.” (See Meyerhoff, 2002, particularly pp. 527-30, for
additional details.) It is such communities of practice that shape individuals,
provide them with their identities, and often circumscribe what they can do.
Eckert used this concept in her research (see p. 212).

If there is no limit to the ways in which individuals can classify themselves
and speakers must constantly create and recreate social identities for themselves,
then it may be almost impossible to predict which group or community an
individual will consider himself (or herself) to belong to at a particular moment.
The group chosen to identify with will change according to situation: at one
moment religion may be important; at another, regional origin; and at still another,
perhaps membership in a particular profession or social class. An individual
may also attempt to bond with others because all possess a set of characteristics,
or even just a single characteristic, e.g., be of the same gender, or even because
all lack a certain characteristic, e.g., not be of white skin color. The bonding can
therefore be positive, as when the individuals share some feature or features,
or negative, as when the individuals lack some feature or features. Language
bonding appears to be no different. In one case command of a particular dialect
or language may provide a bond and therefore a sense of community or solidarity
with others; in another case the lack of such command may exclude you from
a community of speakers, e.g., of RP users or speakers of Yoruba if all you
speak is Brooklynese. But even sharing the same dialect might be of no signific-
ance: if the circumstances require you to discuss astrophysics and you lack the
language of astrophysics, you will not be able to enter the community of
astrophysicists. Speakers of Yoruba may also find themselves with speakers of
Japanese and Arabic within an English-speaking foreign-student speech com-
munity at a North American or European university.

Each individual therefore is a member of many different groups. It is in the
best interests of most people to be able to identify themselves on one occasion
as members of one group and on another as members of another group. Such
groups may or may not overlap. One of the consequences of the intersecting
identifications is, of course, linguistic variation: people do not speak alike, nor
does any individual always speak in the same way on every occasion. The
variation we see in language must partly reflect a need that people have to be
seen as the same as certain other people on some occasions and as different from
them on other occasions.

Discussion

1. Try to determine in what respects the following countries are both single
speech communities and complexes of intersecting speech communities: the
United States, Singapore, the People’s Republic of China, Australia, Switzer-
land, Haiti, and India.

2. Explain the idea that a community or group must be defined partly in relation
to some other community or group and to circumstances. Show how this
helps to explain what is likely to happen in such situations as the following:
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a. In a ‘jam’ in Turkey, you find someone who also speaks English. That
someone is (i) a Turk who speaks it badly; (ii) a Turk who speaks it
well; (iii) someone from another part of the English-speaking world
who speaks Turkish well.

b. While sightseeing by yourself in Nepal, you, from Dubuque, ITowa, meet
someone from (i) Glasgow, (ii) Boston, (iii) Iowa, (iv) Dubuque.

c.  When stopped by a police officer for speeding in a large city, you hear
the officer begin speaking to you in the strong regional accent that you
yourself have.

d.  You overhear someone discussing you quite unfavorably in an ‘exotic’
language which you, by reason of foreign birth, happen to speak like
a native.

Networks and Repertoires

Another way of viewing how an individual relates to other individuals in society
is to ask what networks he or she participates in. That is, how and on what
occasions does a specific individual A interact now with B, then with C, and
then again with D? How intensive are the various relationships: does A interact
more frequently with B than with C or D? How extensive is A’s relationship
with B in the sense of how many other individuals interact with both A and B
in whatever activity brings them together? If, in a situation in which A, B, C, D,
and E are linked in a network, as in figure 5.1, are they all equally linked as in
(1) in that illustration; strongly linked but with the link through A predominant,
as in (2); weakly linked, with the link to A providing all the connections, as in
(3); or, as in (4), is the link from A to E achieved through C?

You are said to be involved in a dense network if the people you know and
interact with also know and interact with one another. If they do not the net-
work is a loose one. You are also said to be involved in a multiplex network if
the people within it are tied together in more than one way, i.e., not just through
work but also through other social activities. People who go to school together,
marry each other’s siblings, and work and play together participate in dense
multiplex networks. In England these are said to be found at the extremes of the
social-class structure. Such networks indicate strong social cohesion, produce
feelings of solidarity, and encourage individuals to identify with others within
the network. On the other hand, middle-class networks are likely to be loose and
simplex; therefore, social cohesion is reduced and there are weaker feelings of
solidarity and identity.

Dubois and Horvath (1999, p. 307) acknowledge that while the concept of
social networks seems to be useful in studying language behavior in urban
settings, its effectiveness in nonurban settings, in their case among English—
French bilingual Cajuns in rural Louisiana, is not so clear. They say: ‘The notion
of network is strongly conditioned by the effects of scale and place. Being a
member of an open or closed network is quite different if you live in New
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Figure 5.1 Simple network relationships
Orleans . .., Lafayette..., Eunice..., or Iota....We do not wish to imply

that the notion of network loses its methodological importance in nonurban
settings, but only that the linguistic effect of closed and open networks is intim-
ately related to the type of community under study.’

Much linguistic behavior seems explicable in terms of network structure and
we will see in chapters 7 and 8 how valuable the concept of ‘social network’ is
when we consider matters of language variation and change (see Milroy, 2002,
for additional details). Milroy and Gordon (2003, p. 119) also point out that the
‘concepts of network and community of practice are . . . closely related, and the
differences between them are chiefly method and focus. Network analysis typic-
ally deals with structural and content properties of the ties that constitute
egocentric personal networks ... [but] cannot address the issues of how and
where linguistic variants are employed ... to construct local social meanings.
Rather, it is concerned with how informal social groups . . . support local norms
or . .. facilitate linguistic change.’

It is quite apparent that no two individuals are exactly alike in their linguistic
capabilities, just as no two social situations are exactly alike. People are separ-
ated from one another by fine gradations of social class, regional origin, and
occupation; by factors such as religion, gender, nationality, and ethnicity; by
psychological differences such as particular kinds of linguistic skills, e.g., verbality
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or literacy; and by personality characteristics. These are but some of the more
obvious differences that affect individual variation in speech.

An individual also has a speech repertoire; that is, he or she controls a
number of varieties of a language or of two or more languages. Quite often,
many individuals will have virtually identical repertoires. In this case it may be
possible to argue, as Platt and Platt (1975, p. 35) do, that ‘A speech repertoire
is the range of linguistic varieties which the speaker has at his disposal and
which he may appropriately use as a member of his speech community.’

The concept of ‘speech repertoire’ may be most useful when applied to indi-
viduals rather than to groups. We can use it to describe the communicative
competence of individual speakers. Each person will then have a distinctive
speech repertoire. Since the Platts find both a community’s speech repertoire and
an individual’s speech repertoire worthy of sociolinguistic consideration, they
actually propose the following distinction (p. 36):

We . . .suggest the term speech repertoire for the repertoire of linguistic varieties
utilized by a speech community which its speakers, as members of the community,
may appropriately use, and the term verbal repertoire for the linguistic varieties
which are at a particular speaker’s disposal.

In this view each individual has his or her own distinctive verbal repertoire and
each speech community in which that person participates has its distinctive
speech repertoire; in fact, one could argue that this repertoire is its defining
feature.

Focusing on the repertoires of individuals and specifically on the precise lin-
guistic choices they make in well-defined circumstances does seem to offer us
some hope of explaining how people use linguistic choices to bond themselves
to others in very subtle ways. A speaker’s choice of a particular sound, word,
or expression marks that speaker in some way. It can say ‘I am like you’ or ‘I
am not like you.” When the speaker also has some kind of range within which
to choose, and that choice itself helps to define the occasion, then many different
outcomes are possible. A particular choice may say ‘I am an X just like you’ or
it may say ‘I am an X but you are a Y.” It may even be possible that a particular
choice may say ‘Up till now I have been an X but from now on you must regard
me as a Y,” as when, for example, someone pretends to be something he or she
is not and then slips up. However, it also seems that it is not merely a simple
matter of always choosing X rather than Y — for example, of never saying
singin’ but always saying singing. Rather, it may be a matter of proportion: you
will say singin’ a certain percent of the time and singing the rest of the time. In
other words, the social bonding that results from the linguistic choices you make
may depend on the quantity of certain linguistic characteristics as well as their
quality.

We have seen that ‘speech community’ may be an impossibly difficult concept
to define. But in attempting to do so, we have also become aware that it may
be just as difficult to characterize the speech of a single individual. Perhaps that
second failure follows inevitably from the first. We should be very cautious
therefore about definitive statements we may be tempted to make about how a
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particular individual speaks, the classic concept of ‘idiolect.” Just what kinds of
data should you collect? How much? In what circumstances? And what kind of
claims can you make? We will need to find answers to questions such as these
before we can proceed very far. Any attempt to study how even a single individual
speaks in a rather limited set of circumstances is likely to convince us rather
quickly that language is rather ‘messy’ stuff. For certain theoretical reasons it
might be desirable to ignore a lot of that mess, as Chomsky insists that we do;
but it would be unwise for sociolinguists always to do so since that is, in one
sense, what sociolinguistics is all about: trying to work out either the social
significance of various uses of language or the linguistic significance of various
social factors. The following three chapters will address some of these issues.

Discussion

1. Try to construct a network of your linguistic relationships in an attempt to
represent the different varieties of language you use and the relative propor-
tions of use among those varieties. What are some of the difficulties you
encounter in doing so? (The latter will probably have to do with taking into
account external factors such as place, occasion, participants, and so on. A
multi-dimensional network may seem necessary, something next to impos-
sible to represent on a two-dimensional surface.)

2. Blom and Gumperz (1972), Gal (1978, 1979), and Milroy (1980, 1987a) all
use the concept of ‘network’ in their investigations. What similarities and
differences do you find in their uses?

3. Keep a log of your linguistic usage over a day. Record such factors as the time
spent talking versus listening, reading versus writing, conversing, lecturing,
gossiping, asking and answering, complaining, requesting, stating, deliberately
being silent, singing, humming, being formal and being informal, and so
on. What are some of the difficulties you encounter in trying to do this kind
of thing? (Again, one of them is likely to be the difficulty of devising a
multi-dimensional system of classification.)

4. Most of us know someone who has a repertoire of linguistic abilities that
we admire, possibly envy. Try to specify some of these abilities that you
yourself seem to lack. Why does the other have these abilities and you do
not?

Further Reading

Two basic sources are Gumperz (1971) and Hymes (1974). Scherer and Giles
(1979) is a useful collection of articles on social markers in speech. See Patrick
(2002) for speech communities, Milroy (2002) for social networks, and Meyerhoff
(2002) for communities of practice.



Part II Inherent Variety

Variety is the spice of life.
William Cowper

He [John Milton] pronounced the letter R very hard — a certain sign of satirical
wit.
Jobn Aubrey

He likes the country, but in truth must own,
Most likes it, when he studies it in town.
William Cowper

Nothing is permanent but change.
Heraclitus

Since ’tis Nature’s law to change,
Constancy alone is strange.
John Wilmot, Earl of Rochester

Forward, forward let us range,
Let the great world spin for ever down the ringing grooves of change.
Alfred, Lord Tennyson






6 Language Variation

As we have seen in previous chapters, languages vary in many ways. One way of
characterizing certain variations is to say that speakers of a particular language
sometimes speak different dialects of that language. Although I have already
noted how difficult it is to define dialect, we may still find it useful to use the
term in our work in sociolinguistics, and even to extend its use from studies of
regional variation to those of social variation. In this way it would be possible
to talk about both regional dialects and social dialects of a language. Just as a
regional dialect marks off the residents of one region from those of other re-
gions, a social dialect would be a variety associated with a specific social class
or group, marking that class or group off from other classes or groups. How-
ever, if this further differentiation of varieties is to be successful, it will require
us to be able to find linguistic features which are associated with differences in
classes or groups and, of course, to define what we mean by these latter terms.

Sociolinguists today are generally more concerned with social variation in
language than with regional variation. However, if we are to gain a sound
understanding of the various procedures used in studies of social variation, we
should look at least briefly at previous work in regional dialectology. That work
points the way to understanding how recent investigations have proceeded as
they have. Studies of social variation in language grew out of studies of regional
variation. It was largely in order to widen the limits and repair the flaws that
were perceived to exist in the latter that investigators turned their attention to
social-class variation in language. As we will see, there may still be certain
limitations in investigating such variation but they are of a different kind. It is
also important to note that even if there are limitations to this kind of work,
many sociolinguists regard it as being essentially what sociolinguistics is — or
should be - all about (see pp. 14-15). In this view the study of language
variation tells us important things about languages and how they change. This
chapter and the two that follow deal with such matters.
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Regional Variation

The mapping of dialects on a regional basis has had a long history in linguistics
(see Petyt, 1980, Chambers and Trudgill, 1998, and Wakelin, 1977). In fact, it
is a well-established part of the study of how languages change over time, i.e.,
of diachronic or bistorical linguistics. Traditionally, dialect geography, as this
area of linguistic study is known, has employed assumptions and methods drawn
from historical linguistics, and many of its results have been used to confirm
findings drawn from other historical sources, e.g., archeological findings, popu-
lation studies, written records. In this view languages differentiate internally as
speakers distance themselves from one another over time and space; the changes
result in the creation of dialects of the languages. Over sufficient time, the result-
ing dialects become new languages as speakers of the resulting varieties become
unintelligible to one another. So Latin became French in France, Spanish in
Spain, Italian in Italy, and so on.

In this model of language change and dialect differentiation, it should always
be possible to relate any variation found within a language to the two factors
of time and distance alone; e.g., the British and American varieties, or dialects,
of English are separated by over two centuries of political independence and by
the Atlantic Ocean; Northumbrian and Cockney English are nearly 300 miles
and many centuries apart. In each case, linguists working in this tradition try to
explain any differences they find with models familiar to the historical linguist,
models which incorporate such concepts as the ‘family tree’ (Latin has ‘branched’
into French, Spanish, and Italian), phonemic ‘split’ (English /f/ and /v/ are now
distinctive phonemes whereas once they were phonetic variants, or allophones,
of a single phoneme) or phonemic ‘coalescence’ (English ea and ee spellings, as
in beat and beet, once designated different pronunciations), the ‘comparative
method’ of reconstruction (English knave and German Knabe come from the
same source), and ‘internal reconstruction’ (though mouse and mice now have
different vowel sounds, this was not always the case).

Dialect geographers have traditionally attempted to reproduce their findings
on maps in what they call dialect atlases. They try to show the geographical
boundaries of the distribution of a particular linguistic feature by drawing a line
on a map. Such a line is called an isogloss: on one side of the line people say
something one way, e.g., pronounce bath with the first vowel of father, and on
the other side they use some other pronunciation, e.g., the vowel of cat. Quite
often, when the boundaries for different linguistic features are mapped in this
way the isoglosses show a considerable amount of criss-crossing. On occasion,
though, a number coincide; i.e., there is a bundle of isoglosses. Such a bundle
is often said to mark a dialect boundary. One such bundle crosses the south
of France from east to west approximately at the 45th parallel (Grenoble to
Bordeaux) with words like chandelle, chanter, and chaud beginning with a sh
sound to the north and a k sound to the south. Quite often, that dialect bound-
ary coincides with some geographical or political factor, e.g., a mountain ridge, a
river, or the boundary of an old principality or diocese. Isoglosses can also show
that a particular set of linguistic features appears to be spreading from one
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[ik]
[makan]
[dorp]
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[maxan]
[dorf]
[das]

Slavic

Figure 6.1 The Rhenish Fan

location, a focal area, into neighboring locations. In the 1930s and 1940s
Boston and Charleston were the two focal areas for the temporary spread of
r-lessness in the eastern United States. Alternatively, a particular area, a relic area,
may show characteristics of being unaffected by changes spreading out from one
or more neighboring areas. Places like London and Boston are obviously focal
areas; places like Martha’s Vineyard — it remained 7-pronouncing in the 1930s
and 1940s even as Boston dropped the pronunciation — in New England and
Devon in the extreme southwest of England are relic areas. Wolfram (2004) calls
the dialect of such an area a remmnant dialect and, in doing so, reminds us that
not everything in such a dialect is a relic of the past for such areas also have
their own innovations. Huntley, a rural enclave in Aberdeenshire, Scotland,
where Marshall worked (2003, 2004) is also a relic area (see p. 211).

The Rhenish Fan is one of the best-known sets of isoglosses in Europe, setting
off Low German to the north from High German to the south. The set comprises
the modern reflexes (i.e., results) of the pre-Germanic stop consonants *p, *t,
and *k. These have remained stops [p,t,k] in Low German but have become the
fricatives [f,s,x]| in High German (i.e., Modern Standard German), giving variant
forms for ‘make’ [makon], [maxon]; ‘that’ [dat], [das]; ‘village’ [dorp], [dorf];
and T [ik], [ix]. Across most of Germany these isoglosses run virtually together
from just north of Berlin in an east-west direction until they reach the Rhine.
At that point they ‘fan’, as in figure 6.1. Each area within the fan has a different
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Figure 6.2 Intersecting isoglosses

incidence of stops and fricatives in these words, e.g., Dusseldorf has [ix], [makan],
[dorp], and [dat], and Trier has [ix], [maxon], [dorf], and [dat]. The boundaries
within the fan coincide with old ecclesiastical and political boundaries. The
change of stops to fricatives, called the Second German Consonant Shift, appears
to have spread along the Rhine from the south of Germany to the north. Political
and ecclesiastical frontiers along the Rhine were important in that spread as
were centers like Cologne and Trier. The area covered by the fan itself is some-
times called a transition area (in this case, between Low and High German)
through which a change is progressing in contrast to either a focal or relic area.

Very often the isoglosses for individual phonological features do not coincide
with one another to give us clearly demarcated dialect areas. For example, in
England the isogloss that separates stood or come pronounced with [u] rather
than [a] runs roughly east and west (with [u] to the north). It intersects the
isogloss that separates farm pronounced with or without the [r], which runs
roughly northwest to southeast (with [r] to the west, except for pockets of [r]
pronunciation in the West Midlands and Northeast). This gives us the four
distinct areas illustrated in figure 6.2: [r] and [u]; [r] and [a]; G, i.e., nothing and
[u]; and @ and [a]. These two quite different distributions, i.e., the ‘criss-cross’
pattern, are just about impossible to explain using traditional ‘family-tree’ type
models of linguistic change. We should also note that the [u] and [r] pronun-
ciations are ‘retreating’ before those with [A] and &, which are more and more
associated with the standard variety of the language. Isoglosses do cross and
bundles of them are rare. It is consequently extremely difficult to determine
boundaries between dialects in this way and dialectologists acknowledge this
fact. Hudson (1996, p. 39) draws a somewhat negative conclusion: ‘isoglosses
need not delimit varieties, except in the trivial sense where varieties each consist
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of just one item; and if we cannot rely on isoglosses to delimit varieties, what
can we use?” However, if we look at Trudgill’s book (1999) on English dialects
we can see the many positive results of this kind of work.

Dialect-atlas type approaches such as Trudgill’s take a particular linguistic
feature, which we will soon call a linguistic variable (see following section), and
show its distribution geographically. They also attempt to relate that distribution
to the historical development of the language, both internally, i.e., linguistically,
and externally, i.e., politically, socially, and culturally.

Because dialect studies grew out of historical studies of languages, it should
also come as no surprise that they have focused almost exclusively on rural
areas. Rural areas were regarded as ‘conservative’ in the sense that they were
seen to preserve ‘older’ forms of the languages under investigation. Urban areas
were acknowledged to be innovative, unstable linguistically, and difficult to
approach through existing survey techniques. When the occasional approach
was made, it was biased toward finding the most conservative variety of urban
speech. Ignoring towns and cities may be defensible in an agrarian-based soci-
ety; however, it is hardly defensible in the heavily urbanizing societies of today’s
world as the only way to study the language variation that exists there. An
alternative approach is called for.

One basic assumption in dialect geography is that regional dialects are really
quite easy to sample: just find one or two people in the particular location you
wish to investigate, people who are preferably elderly and untraveled, interview
them, and ask them how they pronounce particular words, refer to particular
objects, and phrase particular kinds of utterances. A sampling of such people
from various locations throughout a wide geographical area will allow the dia-
lect geographer to show where particular sounds, forms, and expressions are
used, and where boundaries can be drawn around these so that area A may be
described as an area in which linguistic feature X occurs (or is used) whereas
area B has no instances of that feature. If there are sufficient differences between
the linguistic features employed in areas A and B, then we may say that we
actually have two dialects, A and B, of the particular language in question.

While this kind of study of regional varieties of languages has a long and
respected history, it also has serious limitations. As I have said, it tends to ignore
densely populated areas, specifically large sprawling urban areas, because of the
complexities of both sampling and data evaluation. The selection of informants
also tends not to be very well controlled, often reflecting no more than the judg-
ment of the person collecting the data that a particular individual is ‘representat-
ive’ of the area being sampled. It certainly lacks the kind of scientific rigor that
sociologists have come to insist on in sampling any population. For example, the
informants chosen for the Linguistic Atlas of the United States and Canada were
of three types (Kurath, 1939, p. 44), chosen as follows:

Type I:  Little formal education, little reading, and restricted social contacts

Type II:  Better formal education (usually high school) and/or wider reading
and social contacts

Type III:  Superior education (usually college), cultured background, wide
reading, and/or extensive social contacts
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Each of these three types was then sub-categorized as follows:

Type A: Aged, and/or regarded by the field worker as old-fashioned
Type B: Middle-aged or younger, and/or regarded by the field worker as
more modern

We should also note that it was the field worker for the Atlas who decided
exactly where each informant fitted in the above scheme of things. A certain
circularity is obviously involved: the Atlas studies were intended partly to find
out how speech related to social class, but speech was itself used as one of the
criteria for assigning membership in a social class. The field worker alone judged
whether a particular informant should be used in the study, and Type IA inform-
ants were particularly prized as being most representative of local speech.

In England, the Survey of English Dialects carried out between 1950 and
1961 with informants from 313 localities in England and Wales employed sim-
ilar criteria (Orton et al., 1978, p. 3):

The selection of informants was made with especial care. The fieldworkers were
instructed to seek out elderly men and women — more often men, since women
seemed in general to encourage the social upgrading of the speech of their families
— who were themselves of the place and both of whose parents were preferably
natives also. They were to be over 60 years of age, with good mouths, teeth and
hearing and of the class of agricultural workers who would be familiar with the
subject matter of the questionnaire and capable of responding perceptively and
authoritatively.

Once again we see strong emphasis given to traditional speech forms as we
might expect in dialect studies which are a direct offshoot of historical, com-
parative work in linguistics.

Dialect-atlas studies attempted to relate variation in language to settlement
history and tended to ignore social-class factors. There was some recognition
of the latter, but it was relatively small owing to the inadequate systems of social
classification that were employed in most investigations. However, it is still
possible to make some observations. For example, in the southern and south
Midlands dialects of the United States, a form such as yowu-all is found in use
among all social classes, whereas I might could and a apple are found in use
only among speakers in the low and middle classes, and I seed and fistes, postes,
and costes (as plurals of fist, post, and cost) are found in use only among
speakers from the low class.

Since most of us realize that it is not only where you come from that affects your
speech but also your social and cultural background, age, gender, race, occupation,
and group loyalty, the traditional bias toward geographic origin alone now
appears to be a serious weakness. Then, too, the overriding model of language
change and differentiation is an extremely static one, and one that is reinforced,
rather than questioned, by the types of data selected for analysis. Speakers from
different regions certainly interact with one another; dialect breaks or boundaries
are not ‘clean’; and change can be said to be ‘regular’ only if you are prepared
to overlook certain kinds of irregularities as exceptions, relics, borrowings, ‘minor’
variations, and so on. Furthermore, the varieties of a language spoken within large
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gatherings of people in towns and cities must influence what happens to other
varieties of that language: to attempt to discuss the history of English, French,
or Italian while ignoring the influences of London, Paris, or Florence would
seem to be something like attempting to produce Hamlet without the prince!

All of this is not to say that this kind of individual and social variation has
gone unnoticed in linguistics. Linguists have long been aware of variation in the
use of language: individuals do speak one way on one occasion and other ways
on other occasions, and this kind of variation can be seen to occur within even
the most localized groups. Such variation is often ascribed to dialect mixture,
i.e., the existence in one locality of two or more dialects which allow a speaker
or speakers to draw now on one dialect and then on the other. An alternative
explanation is free variation, i.e., random ‘meaningless’ variation of no signific-
ance. However, no one has ever devised a suitable theory to explain either
dialect mixture or free variation, and the latter turns out not to be so free after
all because close analyses generally reveal that complex linguistic and social
factors appear to explain much of the variation.

There have been some recent developments in this kind of work which hold
promise for future discoveries. They result largely from our growing ability to
process and analyze large quantities of linguistic data. One, for example, is
Kretzschmar’s work on the Linguistic Atlas of the Middle and South Atlantic
States (LAMSAS). He shows (1996) how it is possible to use quantitative methods
to demonstrate the probability of occurrence of specific words or sounds in
specific areas. This kind of mapping clearly illustrates that when we call some-
thing dialect A and something else dialect B we are dealing with somewhat vague
concepts, for the realities are quite fuzzy; any concepts we may have about an
‘ideal speaker’ or a ‘dialect boundary’ reside at least as much in our heads as
they do in the data. In another approach to dialects, this one focusing on how a
specific dialect emerged, Lane (2000) used a variety of economic, demographic,
and social data from 3,797 residents of Thyboren, Denmark, covering the years
1890-1996, to reveal how the local dialect ‘is the result of a constant situation
that led to the formation of a new dialect as a result of massive in-migration . .. a
new system created largely out of materials selected from competing systems in
contact and from innovations that indexed the new local linguistic community’
(p. 287). It was clearly another triumph for an aspiration to achieve a local
identity. We can see a similar emphasis on using traditional dialect materials to
help us account for current language varieties in recent writings on new Englishes
(see Gordon et al., 2004, Hickey, 2004, and Trudgill, 2004).

I have deliberately not focused at length on dialect geography since it is not
one of our major concerns and I have already (in chapter 2) considered certain
issues related to dialects. Dialect geography does raise a number of issues, however,
which are important to our concerns. One is the kind of variation that we should
try to account for in language. Another has to do with sampling the population
among which we believe variation to exist. Still another is the collection, analysis,
and treatment of the data that we consider relevant. And, finally, there are the
overriding issues of what implications there are in our findings for theoretical
matters concerning the nature of language, variation in language, the language-
learning and language-using abilities of human beings, and the processes involved
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in linguistic change. It is to these issues that I will now turn, and in doing so,
focus on social rather than regional variation in language. The major conceptual
tool for investigation of such variation will be the ‘linguistic variable.’

Discussion

1. If you are unfamiliar with such concepts as the ‘family tree,” ‘phonemic split,’
the ‘comparative method of reconstruction,” and ‘internal reconstruction,” you
should consult a good introductory text on linguistics or historical linguistics.
The traditional concept of ‘dialect’ depends heavily on an understanding of
these concepts from historical linguistics. Try to demonstrate that this is so.

2. Look at how informants were selected for the work that went into the dialect
atlases of Germany, France, England, and New England. For example, note
that they were nearly always older men. Discuss the merits of this kind of
sampling. Look also at the kinds of questions that the informants were asked,
and how they were asked them. Do the atlases have any value beyond being
some kind of historical record, and a partly ‘idealized’ one at that?

3. In a discussion of the maps used in dialect atlases Le Page (1997, p. 18) says
that the ‘dialect areas outlined by the isoglosses on the maps were arti-
facts of the geographer; they had to be matched against such stereotypes as
“southern dialect” or “Alemmanic” or “langue d’oc,” concepts which often
related in the minds of outsiders to just one or two variables characterizing
a complete, discrete system.” How do you relate specific pronunciations,
word choices, and usages to certain regions? Are these characteristic of
all residents of the regions? Is there, therefore, such a being as a ‘typical
Cockney,” a ‘typical Australian,” and a ‘typical Texan’ so far as language is
concerned? (See Preston, 1989.)

4. You might try to find out what you can about how such matters as free
variation and dialect mixture are treated in a variety of introductory texts in
linguistics. How might a sociolinguist view the same range of phenomena?

5. Try to list the formative influences on the variety of English you speak and to
give relative weights to those influences. You might consider such factors as
when and where you learned English, your social and cultural background,
the range of occasions on which you use English, and any other relevant
matters. A comparison of your set of factors and the weights you assign
these with the sets and weights that others propose should prove interesting.

The Linguistic Variable

The investigation of social dialects has required the development of an array of
techniques quite different from those used in dialect geography. Many of these
derive from the pioneering work of Labov, who, along with other sociolinguists,
has attempted to describe how language varies in any community and to draw
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conclusions from that variation not only for linguistic theory but also sometimes
for the conduct of everyday life, e.g., suggestions as to how educators should
view linguistic variation (see chapter 14). As we will see, investigators now pay
serious attention to such matters as stating hypotheses, sampling, the statistical
treatment of data, drawing conclusions, and relating these conclusions to such
matters as the inherent nature of language, the processes of language acquisition
and language change, and the social functions of variation.

Possibly the greatest contribution has been in the development of the use of
the ‘linguistic variable,” the basic conceptual tool necessary to do this kind of
work (see Wolfram, 1991). As I have just indicated, variation has long been
of interest to linguists, but the use of the linguistic variable has added a new
dimension to linguistic investigations. Although not all linguists find the concept
useful in their work, it has nevertheless compelled most of its severest critics to
reconsider just what it is they are theorizing about when they talk of ‘language,’
of a speaker’s ‘knowledge’ of language, and of the relationship between such
knowledge and actual ‘use.’

A linguistic variable is a linguistic item which has identifiable variants. For
example, words like singing and fishing are sometimes pronounced as singin’
and fishin’. The final sound in these words may be called the linguistic variable
(ng) with its two variants [g] in singing and [n] in singin’. Another example of
a linguistic variable can be seen in words like farm and far. These words are
sometimes given r-less pronunciations; in this case we have the linguistic vari-
able (r) with two variants [r] and & (pronounced ‘zero’). Still another example
involves the vowel in a word like bend. That vowel is sometimes nasalized and
sometimes it is not; sometimes too the amounts of nasalization are noticeably
different. In this case we have the linguistic variable (¢) and a number of vari-
ants, [e], [E]', ..., [E]"; here the superscripts ' to "are used to indicate the degree
of nasalization observed to occur. We might, for example, find two or even three
distinct quantities of nasalization.

There are at least two basically different kinds of variation. One is of the kind
(ng) with its variants [g] or [n], or (th) with its variants [0], [t], or [f], as in with
pronounced as with, wit, or wif. In this first case the concern is with which quite
clearly distinct variant is used, with, of course, the possibility of &, the zero
variant. The other kind of variation is the kind you find above in (e): [E]', ...,
[]", when it is the quantity of nasalization, rather than its presence or absence,
which is important. How can you best quantify nasalization when the phenom-
enon is actually a continuous one? The same issue occurs with quantifying
variation in other vowel variables: quantifying their relative frontness or backness,
tenseness or laxness, and rounding or unrounding. Moreover, more than one
dimension may be involved, e.g., amount of nasalization and frontness or
backness. In such cases usually some kind of weighting formula is devised, and
when the data are treated it is these weights that are used in any calculations,
not just the ones and zeros that we can use in the case of (ng): [n] or [n], where
[p] =1 and [n] = 0.

Linguists who have studied variation in this way have used a number of
linguistic variables. The (ng) variable has been widely used. So has the (r) variable.
Others are the (h) variable in words like house and hospital, i.e., (h): [h] or G;
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the (t) variable in bet and better, i.e., (t): [t] or [?]; the (th) and (dh) variables
in thin and they, i.e., (th): [0] or [t] and (dh): [0] or [d]; the (I) variable in French
in il, i.e., (I): [1] or &; and consonant variables like the final (t) and (d) in words
like test and rold, i.e., their presence or absence. Vocalic variables used have
included the vowel (e) in words like pen and men; the (o) in dog, caught, and
coffee; the (e) in beg; the (a) in back, bag, bad, and half; and the (u) in pull.

Studies of variation employing the linguistic variable are not confined solely to
phonological matters. Investigators have looked at the (s) of the third-person sin-
gular, as in be talks, i.e., its presence or absence; the occurrence or nonoccurrence
of be (and of its various inflected forms) in sentences such as He’s happy, He
be happy, and He happy; the occurrence (actually, virtual nonoccurrence) of the
negative particle e in French; various aspects of the phenomenon of multiple
negation in English, e.g., He don’t mean no harm to nobody; and the beginnings
of English relative clauses, as in She is the girl who(m) I praised, She is the girl
that 1 praised, and She is the girl I praised.

To see how individual researchers choose variables, we can look briefly at
three studies. In a major part of his work in New York City, Labov (1966) chose
five phonological variables: the (th) variable, the initial consonant in words like
thin and three; the (dh) variable, the initial consonant in words like there and
then; the (r) variable, 7-pronunciation in words like farm and far; the (a) vari-
able, the pronunciation of the vowel in words like bad and back; and the (o)
variable, the pronunciation of the vowel in words like dog and caught. We should
note that some of these have discrete variants, e.g., (r): [r] or &, whereas others
require the investigator to quantify the variants because the variation is a con-
tinuous phenomenon, e.g., the (a) variable, where there can be both raising and
retraction of the vowel, i.e., a pronunciation made higher and further back in
the mouth, and, of course, in some environments nasalization too.

Trudgill (1974) also chose certain phonological variables in his study of the
speech of Norwich: three consonant variables and thirteen vowel variables. The
consonant variables were the (h) in happy and home, the (ng) in walking and
running, and the (t) in bet and better. In the first two cases only the presence
or absence of h-pronunciation and the [n] versus [n] realizations of (ng) were of
concern to Trudgill. In the last there were four variants of (t) to consider: an
aspirated variant; an unaspirated one; a glottalized one; and a glottal stop.
These variants were ordered, with the first two combined and weighted as being
least marked as nonstandard, the third as more marked, and the last, the glottal
stop, as definitely marked as nonstandard. The thirteen vowel variables were
the vowels used in words such as bad, name, path, tell, here, hair, ride, bird,
top, know, boat, boot, and tune. Most of these had more than two variants, so
weighting, i.e., some imposed quantification, was again required to differentiate
the least preferred varieties, i.e., the most nonstandard, from the most preferred
variety, i.e., the most standard.

The Detroit study (Shuy et al., 1968) focused on the use of three variables:
one phonological variable and two grammatical variables. The phonological
variable was the realization of a vowel plus a following nasal consonant as a
nasalized vowel, e.g., bin realized as [bi] rather than [bin]. The grammatical
variables were multiple negation, which I have already mentioned, and pronominal
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apposition, e.g., That guy, he don’t care. In a further study of Detroit speech,
Wolfram (1969) considered certain other linguistic variables. These included the
pronunciation of final consonant clusters, i.e., combinations of final consonants
in words like test, wasp, and left, th in words like tooth and nothing, final stops
in words like good and shed, and r-pronouncing in words like sister and pair.
So far as grammatical variables were concerned, Wolfram looked at matters
such as be talk/talks, two yearlyears, she nicel/she’s nice, he’s readylhe ready/he
be ready, and multiple negation as in He ain’t got none neither.

This brief sample indicates some of the range of variables that have been
investigated. The important fact to remember is that a linguistic variable is an
item in the structure of a language, an item that has alternate realizations, as
one speaker realizes it one way and another a different way or the same speaker
realizes it differently on different occasions. For example, one speaker may say
singing most of the time whereas another prefers singin’, but the first is likely
to say singin’ on occasion just as the second may be found to use the occasional
singing. What might be interesting is any relationship we find between these
habits and either (or both) the social class to which each speaker belongs or the
circumstances which bring about one pronunciation rather than the other.

Labov (1972b) has also distinguished among what he calls indicators, markers,
and stereotypes. An indicator is a linguistic variable to which little or no social
import is attached. Only a linguistically trained observer is aware of indicators.
For example, some speakers in North America distinguish the vowels in cot and
caught and others do not. Whether one distinguishes the vowels or not carries
little or no social significance. On the other hand, a marker does carry with it
social significance. In fact, markers may be potent carriers of social information.
People are aware of markers, and the distribution of markers is clearly related
to social groupings and to styles of speaking. Pronouncing car and cart in New
York City in their r-less varieties marks you as using a type of pronunciation
associated with lower-class speech in that city. New Yorkers are conscious of
this fact and may vary their use of 7 according to circumstances. A stereotype
is a popular and, therefore, conscious characterization of the speech of a par-
ticular group: New York boid for bird or Toitytoid Street for 33rd Street; Texas
‘drawling’ or Howdy Pardner; a Northumbrian Woz-cher (What cheer?) greeting;
the British use of chap; or a Bostonian’s Pahk the cabh in Hahvahd Yahd. Often
such stereotypes are stigmatized. A stereotype need not conform to reality; rather,
it offers people a rough and ready categorization with all the attendant problems
of such categorizations. Studies of variation tend therefore to focus on describing
the distributions of linguistic variables which are markers; they may explain how
stereotypes arise, but they merely note indicators. (See Johnstone, 2004, for a
discussion of stereotypes in Pittsburgh speech.)

Discussion
1. The word shibboleth is of biblical origin (see Judges 12: 4-6). In this case

information from a ‘survey’ concerning a particular linguistic variable was
put to immediate and, for many, drastic use. Explain.
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2. Try to devise a scale or some kind of quantification for the variants of the
variable (a) found in words like bat, bad, back, bag, and bang. You will
have to note quite fine phonetic differences. What difficulties arise? Try to
place your own pronunciations of the vowels in these words on the scale as
well as the pronunciations of some other people you know. In doing this
kind of task, what social judgments do you yourself make of the variants?

3. Which linguistic variables might be usefully investigated in the part of the
world in which you live; that is, what kinds of variation have you noticed
around you, and how might you characterize the variation using the con-
cept of the ‘linguistic variable’?

4. T have suggested that certain linguistic variables are particularly marked,
i.e., speakers and listeners are acutely aware of them. We immediately notice
either the presence or absence of something. One consequence is that all a
speaker must do is use a single instance of the ‘wrong’ variant, e.g., drop an
h when he or she should not, to reveal that the middle-class style being used
is actually overlaid on a working-class one. Can you think of other examples
of this phenomenon, when someone ‘gives himself or herself away’ by using
a linguistic feature in such a way? (Note that it is also possible to give away
your middle-class or upper-class origins while pretending to be working class.)

5. In his Prologue to The Canterbury Tales, Chaucer says the following of the
Knight:

He nevere yet no vileyne ne sayde
In al his lyf unto no maner wight.

This use of multiple negation was common in both Old English and Middle
English. Although it still persists, it is now highly marked as nonstandard.
Try to find out why this variant of negation has fallen into such disfavor
(and who actually disfavors it). See Crystal (1984), Bauer and Trudgill
(1998), and Wardhaugh (1999).

Linguistic and Social Variation

Once we have identified the linguistic variable as our basic working tool, the
next task becomes one of employing that tool in an effort to see how linguistic
variation relates to social variation. An early study of linguistic variation by
Gumperz (1958), but one cast in a ‘modern’ mold, shows some of the intricacies
involved in trying to relate linguistic variation to social variation. Because the
society he was studying is rigidly stratified on the basis of caste membership, the
problems are considerably fewer than those encountered in such cities as New
York, Detroit, or even Norwich, but they are still present. Gumperz shows how
rather small differences in speech can effectively distinguish sub-groups in society
from one another in a study of linguistic usage in the village of Khalapur, eighty
miles north of Delhi in India. The social structure of the village is determined
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by Hindu caste membership with Brahmans at the top, then Rajputs (warriors),
Vaishyas (merchants), and several groups of artisans and laborers lower down.
At the bottom are three untouchable castes: Chamars (landless laborers), Jatia
Chamars (leather workers and shoe makers), and Bhangis (sweepers). The latter
are restricted to living in certain neighborhoods and have less freedom to move
in the village than do members of the upper castes. Ten percent of the popula-
tion are not Hindus but Muslims; they are outside the caste system.

So far as language is concerned, certain characteristics of the Khalapur village
dialect are clear markers of social-group membership. For example, Bhangis do
not make certain phonological contrasts that speakers of all the other castes
make. Chamars and Jatia Chamars also lack certain phonological contrasts
made by all others, and some, in attempting to make such a contrast, actually
hypercorrect; that is, they over-extend a particular usage in trying to emulate
others. Jatia Chamars have a characteristic pronunciation of words that end
in [2] in all other village varieties. Each of the three untouchable castes there-
fore has speech characteristics that clearly set it off both from the other two
untouchable castes and from the touchable castes in the village. Muslim speech
resembles that of the touchable classes.

An anomaly is that the variety of village speech spoken by the lowest caste,
the Bhangis, is closest to the dialect of the region in which Khalapur is situated.
This fact constrains members of the upper castes in their use of the regional
dialect since using it would make them sound like untouchables. In their lin-
guistic usage therefore they are forced to innovate away from the regional variety.
Since untouchables apparently try to emulate the touchables, the direction of
innovation for all groups in Khalapur is away from the regional variety with
the innovations prompted, of course, by different needs: the touchables’ need
to signal their clear distinction from the untouchables, and the untouchables’
attempt to reduce that distinction as much as possible.

This study quite clearly shows a direct relationship between linguistic vari-
ation and caste membership. If we know certain things about one, we can predict
certain things about the other. It is just such connections or correlations that
interest sociolinguists working with the linguistic variable. What they seek are
measures of social variation to which they can relate the kinds of linguistic
variation they observe. However, caste, with its sharp social stratifications, is
useless as a measure of social variation outside a few non-Western societies.
Consequently, the problem becomes one of finding factors in society that show
a relationship to such matters as whether or not an individual says singing or
singin’, he go or he goes, or He doesn’t know anything or He don’t know nothing.

Once a linguistic variable has been identified, the next issue becomes that of
collecting data concerning its variants in such a way that we can draw certain
conclusions about the social distribution of these variants. To draw such conclu-
sions, we must be able to relate the variants in some way to quantifiable factors
in society, e.g., social-class membership, gender, age, ethnicity, and so on. As we
will see, there are numerous difficulties in attempting this task, but considerable
progress has been made in overcoming them, particularly as studies have built
on those that have gone before in such a way as to strengthen the quality of the
work done in this area of sociolinguistics.
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While it is fairly easy to relate the occurrences of the variants of a linguistic
variable to factors such as gender and age, relating them to factors such as race
and ethnicity is somewhat more troublesome since these are much more subjective
in nature and less easily quantifiable. But the most complicated factor of all is
social-class membership, if we consider ‘social class’ to be a useful concept to
apply in stratifying society — and few indeed would deny its relevance! Sociolo-
gists use a number of different scales for classifying people when they attempt
to place individuals somewhere within a social system. An occupational scale
may divide people into a number of categories as follows: major professionals
and executives of large businesses; lesser professionals and executives of medium-
sized businesses; semi-professionals; technicians and owners of small businesses;
skilled workers; semi-skilled workers; and unskilled workers. An educational
scale may employ the following categories: graduate or professional education;
college or university degree; attendance at college or university but no degree;
high school graduation; some high school education; and less than seven years
of formal education. Income level as well as source of income are important
factors in any classification system that focuses on how much money people
have. Likewise, in considering where people live, investigators must concern
themselves with both the type of housing and its location.

In assigning individuals to social classes, investigators may use any or all of
the above criteria (and others too) and assign different weights to them. Accord-
ingly, the resulting social-class designation given to any individual may differ
from study to study. We can also see how social class itself is a sociological
construct; people probably do not classify themselves as members of groups
defined by such criteria. Wolfram and Fasold (1974, p. 44) point out that ‘there
are other objective approaches [to establishing social groupings] not exclusively
dependent on socio-economic ranking. . . . An investigator may look at such things
as church membership, leisure-time activities, or community organizations.” They
admit that such alternative approaches are not at all simple to devise but argue
that a classification so obtained is probably more directly related to social class
than the simple measurement of economic factors. We should note that there is
a current emphasis on ‘lifestyle’ in classifying people, so obviously patterns of
consumption of goods and appearance are important for a number of people in
arriving at some kind of social classification.

Alternative approaches to using a somewhat simple social-class scale are,
however, still rather infrequent. What we find is that people are assigned to
social classes through the use of composite scores derived from various scales
which ‘measure’ some of the factors mentioned above. It is also the case that the
actual scales used must necessarily vary from community to community since
exactly the same characteristics cannot serve to classify people in England and
the United States or in New England and New Mexico. However, as I have
indicated, nearly all such scales take into account such matters as educational
achievement, professional training, occupation (sometimes parental occupation
too), ‘blue’- or ‘white’-collar work, salary or income level, source of that salary,
income, or wage (this difference also being important), gender, age, residential
area, race, and ethnicity. Weights are then assigned to each of these and some
kind of unitary scale is devised so that individuals can be fitted into slots
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carrying such designations as ‘upper class,” ‘middle class,” ‘lower working class,’
and so on. Sometimes the stratifications, or gradations, are few (‘upper’ vs.
‘middle’ class), but at other times they are many (‘upper middle’ vs. ‘middle
middle’ class). Most work in sociolinguistics has drawn on commonly used uni-
tary scales of this kind to designate the social-class membership of individuals
in an attempt to describe the characteristic linguistic behavior of various social
classes.

In his study of linguistic variation in New York City, Labov (1966) used the
three criteria of education, occupation, and income to set up ten social classes.
His class 0, his lower class, had grade school education or less, were laborers,
and found it difficult to make ends meet. His classes 1 to 5, his working class,
had had some high school education, were blue-collar workers, but earned
enough to own such things as cars. His classes 6 to 8, his lower middle class,
were high school graduates and semi-professional and white-collar workers who
could send their children to college. His highest class 9, his upper middle class,
were well educated and professional or business-oriented. In this classification
system for people in the United States about 10 percent of the population are
said to be lower class, about 40 percent working class, another 40 percent lower
middle class, and the remaining 10 percent fall into the upper middle class or
an upper class, the latter not included in Labov’s study. In his later study (2001)
of variation in Philadelphia Labov used a socio-economic index based on occupa-
tion, education, and house value.

In his study of linguistic variation in Norwich, England, Trudgill (1974) dis-
tinguishes five social classes: middle middle class (MMC), lower middle class
(LMC), upper working class (UWC), middle working class (MWC), and lower
working class (LWC). Trudgill interviewed ten speakers from each of five elec-
toral wards in Norwich plus ten school-age children from two schools. These
sixty informants were then classified on six factors, each of which was scored
on a six-point scale (0-5): occupation, education, income, type of housing,
locality, and father’s occupation. Trudgill himself decided the cut-off points
among his classes. In doing so, he shows a certain circularity. His lower working
class is defined as those who use certain linguistic features (e.g., he go) more
than 80 percent of the time. Out of the total possible score of 30 on his com-
bined scales, those scoring 6 or less fall into this category. Members of Trudgill’s
middle middle class always use he goes, and that behavior is typical of those
scoring 19 or more. His study is an attempt to relate linguistic behavior to social
class, but he uses linguistic behavior to assign membership in social class. What
we can be sure of is that there is a difference in linguistic behavior between
those at the top and bottom of Trudgill’s 30-point scale, but this difference is
not one that has been established completely independently because of the
underlying circularity.

Shuy’s Detroit study (Shuy et al., 1968) attempted to sample the speech of
that city using a sample of 702 informants. Eleven field workers collected the
data by means of a questionnaire over a period of ten weeks. They assigned each
of their informants to a social class using three sets of criteria: amount of
education, occupation, and place of residence. Each informant was ranked on
a six- or seven-point scale for each set, the rankings were weighted (multiplied
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by 5 for education, 9 for occupation, and 6 for residence), and each informant
was given a social-class placement. Four social-class designations were used:
upper middle class, those with scores of 20-48; lower middle class, those with
scores of 49-77; upper working class, those with scores of 78-106; and lower
working class, those with scores of 107-134.

There are some serious drawbacks to using social-class designations of this
kind. As Bainbridge (1994, p. 4023) says:

While sociolinguists without number have documented class-related variation in
speech, hardly any of them asked themselves what social class was. They treated
class as a key independent variable, with variations in speech dependent upon class
variations, yet they never considered the meaning of the independent variable. In
consequence, they seldom attempted anything like a theory of why class should
have an impact, and even more rarely examined their measures of class to see if
they were methodologically defensible.

Woolard (1985, p. 738) expresses a similar view: ‘sociolinguists have often
borrowed sociological concepts in an ad hoc and unreflecting fashion, not usu-
ally considering critically the implicit theoretical frameworks that are imported.’
She adds (p. 739), ‘However, to say that our underlying social theories are in
need of examination, elaboration, or reconsideration is not to say that the work
sociolinguists have done or the concepts we have employed are without merit.’
(See also Horvath’s comment cited on p. 11.)

Chambers (2003, ch. 2) wrestles with the problem of class as a category and
with what he calls the ‘fuzziness’ inherent in class boundaries. He admits (p. 44)
that sociolinguists ‘often rely on their intuitions in assigning social classes to
individuals in the sample population in their studies,” but avers (p. 44) that any
such ‘judgment sample’ made by an experienced sociolinguist familiar with the
region under investigation ‘carries few risks.” For Chambers it is apparently
enough that the sociolinguist has an intuitive grasp of the social-class compo-
sition of the group being investigated and chooses representative (or ‘prototypical’)
individuals using his or her own best judgment. He admits that this is not the
preferred sociological method and reveals an ‘abyss between the sampling methods
of sociolinguistic surveys and the type of survey represented by opinion polls’
(p. 45). He claims, however, that the particular sampling methods of sociolin-
guistic investigation have been justified by their results, adding (p. 54) that the
social stratification that interests sociolinguists is ‘often crystal clear.’

Chambers’ view is an optimistic one. ‘Class’ is not a transparent concept and
‘fuzziness’ is ever present (see Ash, 2002, for an extended discussion). Can you
clearly assign any John Doe or Jane Doe a class membership? Are the same
criteria applicable to all individuals in society, e.g., to both the black and white
inhabitants of northern cities in the United States, and to both recent immi-
grants to London and the residents of Mayfair? Is class structure the same in
both the industrialized and non-industrialized parts of the same society? Do the
criteria for classification apply equally to John Doe and Jane Doe? Are the
different generations fairly treated? Another way of looking at John Doe is to
try to specify what kinds of groups he belongs to and then relate his various uses
of language to membership in these groups. The obvious disadvantage of such
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an approach is the lack of generalizability of the results: we might be able to
say a lot about the linguistic behavior of John Doe vis-a-vis his membership in
these groups, but we would not be able to say anything at all about anyone
else’s linguistic behavior. We can contrast this result with the statements we can
make from using the aforementioned social-class designations: they say some-
thing about the linguistic usage of the ‘middle middle class’ without assuring us
that there is really such an entity as that class; nor do they guarantee us that
we can ever find a typical member.

One of the major problems in talking about social class is that social space
is multi-dimensional whereas systems of social classification are one-dimensional.
As we have seen, at any particular moment, an individual locates himself or
herself in social space according to the factors that are relevant to him or her
at that moment. While he or she may indeed have certain feelings about being
a member of the lower middle class, at any moment it might be more important
to be female, or to be a member of a particular church or ethnic group, or to
be an in-patient in a hospital, or to be a sister-in-law. That is, self-identification
or role-playing may be far more important than some kind of fixed social-class
labeling. There need not, of course, be serious conflict between the two ap-
proaches. Certain kinds of self-identification and roles to be played may correl-
ate quite closely with certain social-class labels, and they may be more ‘real’
and immediate to people, in the sense of accounting more accurately for their
behavior from moment to moment.

The work of Labov, Trudgill, and others tries to describe the speech charac-
teristics of members of social groups, that is, various sociolects. Traditionally,
linguists have been interested in idiolects, the speech characteristics and lin-
guistic behavior of individuals. They have also maintained that, once free variation
is taken into account, an idiolect is highly representative of the linguistic behavior
of all the speakers of that language. In fact, that is usually the approach linguists
adopt in studying an exotic language: they find a speaker who is willing to serve
as an informant, and they attempt to describe that speaker’s language using
appropriate field methods. They usually show little hesitation in generalizing
their statements about that speaker’s linguistic behavior to all speakers of the
language. Sociolects, however, are statements about group norms arrived at
through counting and averaging. To the extent that the groups are real, that is,
that the members actually feel that they do belong to a group, a sociolect has
validity; to the extent that they are not, it is just an artifact. In the extremely
complex societies in which most of us live, there must always be some question
as to the reality of any kind of social grouping: each of us experiences society
differently, multiple-group membership is normal, and both change and stability
seem to be natural conditions of our existence. We must therefore exercise a
certain caution about interpreting any claims made about ‘lower working-class
speech,” ‘upper middle-class speech,” or the speech of any other social group
designated with a class label — or any label for that matter.

Distinguishing among social classes in complex modern urban societies is
probably becoming more and more difficult. We are far removed from the caste
system described by Gumperz (1958) in his village of Khalapur in India, or the
clearly differentiated societies so often described by anthropologists. We are also
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considerably distanced from the rural societies favored by dialect geographers.
Cities like New York and London continue to change, and some would argue
that the process of change itself has actually speeded up — certainly the process
of social change has. If such is the case, the very usefulness of ‘social class’ as
a concept that should be employed in trying to explain the distribution of
particular kinds of behavior, linguistic or otherwise, may need rethinking.

It was for reasons not unlike these that Milroy (1987a) preferred to explore
network relationships and the possible connection of these to linguistic variation,
rather than to use the concept of ‘social class.” In her work, Milroy found that
it was the network of relationships that an individual belonged to that exerted
the most powerful and interesting influences on that individual’s linguistic
behavior. When the group of speakers being investigated shows little variation
in social class, however that is defined, a study of the network of social rela-
tionships within the group may allow you to discover how particular linguistic
usages can be related to the frequency and density of certain kinds of contacts
among speakers. Network relationships, however, tend to be unique in a way
that social-class categories are not. That is, no two networks are alike, and
network structures vary from place to place and group to group, e.g., in Belfast
and Boston, or among Jamaican immigrants to London and Old Etonians. But
whom a person associates with regularly may be more ‘real’ than any feeling
he or she has of belonging to this or that social class. I will have more to say
in the following chapter about this use of network structure in the study of lin-
guistic variation. We will also see how the concept of ‘communities of practice’
will be helpful in understanding differences in language behavior.

Discussion

1. How would you try to place individuals according to their social position
in the community in which you live? What factors would you consider to
be relevant, and how would you weight each? What class designations
would seem appropriate? Where would you place yourself?

2. Sociolinguists who have looked at variation in children’s speech often assign
each child to a social class. In doing so, they have almost always used
measures pertaining to the father rather than to the mother: his occupation,
income, education, and so on. Corresponding characteristics of the mother
may be used for classification only if they produce a demonstrably higher
rating for the child than those of the father. Would you recommend any
changes? If so, what changes and for what reasons?

3. For his study of certain varieties of American English, Fries (1940) differ-
entiated his subjects into social classes. Examine the criteria that Fries used
and discuss their adequacy for the purposes he had in mind. Was this study
by Fries also a study of linguistic variation?

4. Is there an upper working class (or any other class) because a number of
people exhibit similar patterns of behavior, and is this a suitable designation
for them within society as a whole, or because these same people have a
particular view of their place in that society and behave accordingly? That
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is, is social structure continuously created and re-created out of the behavior
of individuals, or is individual behavior fashioned to meet the requirements
of an ongoing social structure? Or is this just a riddle best left to philosophers?

Data Collection and Analysis

Once an investigator has made some decision concerning which social variables must
be taken into account and has formed a hypothesis about a possible relationship
between social and linguistic variation, the next task becomes one of collecting
data that will either confirm or refute that hypothesis. In sociolinguistics, this
task has two basic dimensions: devising some kind of plan for collecting relevant
data, and then collecting such data from a representative sample of speakers. As
we will see, neither task is an easy one.

An immediate problem is one that I have previously referred to (p. 19) as the
‘observer’s paradox.” How can you obtain objective data from the real world
without injecting your own self into the data and thereby confounding the
results before you even begin? How can you be sure that the data you have
collected are uncontaminated by the process of investigation itself? This is a
basic scientific quandary, particularly observable in the social sciences where, in
almost every possible situation, there is one variable that cannot be controlled
in every possible way, namely, the observer/recorder/analyst/investigator/theorist
himself or herself. If language varies as much as it does, the presence of an
observer will have some effect on that variation. How can we minimize this
effect? Even data recorded by remote means, e.g., by hidden cameras and sound
recorders, may not be entirely ‘clean’ and will require us to address additional
ethical issues. We know, too, that observations vary from observer to observer
and that we must confront the issue of the reliability of any observations that
we make. Sociolinguists are aware that there are several serious issues here, and,
as we will see, they have attempted to deal with them.

The usual kind of data collection device is a questionnaire designed to elicit
data illustrative of the use of the variable or variables that are being investi-
gated. Since experience has shown that the different variants of a variable occur
in different circumstances, the questionnaire must be designed to elicit data in
a variety of circumstances. Many studies have made a four-fold distinction in
categorizing those circumstances: (1) a casual situation, with sub-categories such
as speech outside the formal interview, or conversation with a third party (i.e.,
not the person doing the interviewing), or responses to general questions, or
recall of childhood rhymes, or the narration of a story about feeling one’s life
to be in peril; (2) an interview situation; (3) the reading aloud of a story; and
(4) the reading aloud of lists of words and of pairs of words like den and then.
A questionnaire which elicits these various kinds of linguistic behaviors will
cover very casual speech (the casual situation), more formal speech (the inter-
view situation), and the most formal speech of all (the different reading tasks).
A person who says shootin’ when explaining how he at some time felt himself
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to be in mortal danger may well read the same word presented on a list as shoot-
ing, and someone who pronounces caught and court as homophones during an
interview may well distinguish them in some way when the words appear in
contrast with each other on a list of pairs of words.

In his work in New York City, Labov (1966) investigated both careful and
casual speech. His four types of careful speech, from most to least careful, were:
reading lists of close pairs (e.g., den and then), reading lists of words, reading
a prose passage, and participating in a formal interview. His five types of casual
speech came from situations such as speech outside the formal interview, con-
versation with a third party, responses to questions, telling childhood rhymes,
and recounting an incident which might have proved fatal. This classification
gave Labov a total of nine contextual styles for analysis in his work. He also
insisted that each style had to be accompanied by appropriate channel cues. In
particular, casual style had to be marked by such cues. These cues involved
changes of speech pitch, volume, and rate of breathing, and perhaps such things
as outbursts of laughter. Labov regarded speech not accompanied by one or
more of these cues as formal rather than spontaneous and casual. Such cues
most often accompanied either the subject’s breaking away from the topic of the
recorded interview to deal with some situation in the immediate environment,
e.g., a family interruption, or a change of topic, particularly a change brought
about by Labov’s asking subjects to talk about a narrow escape from death.
Labov also included what he called a subjective reaction test in his question-
naire, requiring subjects to react to taped samples of speech containing the five
variables he was concerned with in his study. In this way he was able to com-
pare what informants said about their own and others’ usage with their actual
usage, note differences between the two, and hypothesize about the consequences
for such matters as linguistic change.

Trudgill’s questionnaire (1974, pp. 195-201) required his subjects to answer
certain questions, e.g., “What different parts of Norwich have you lived in?’ and
“Which schools did you go to?’ It also required that subjects read word lists aloud
‘as naturally as you can,” and later ‘as rapidly as you can,” and also to read pairs
of words. The word lists contained words like paper, baker, silly, you, avoid, and
girl; the pairs lists contained pairs like boot—boat, hair-bere, bust-burst, daze—
days, and moon—moan. Questions about individual local words were also asked,
e.g., ‘Do you know what a “dwile” is?” and questions about Norwich itself, e.g.,
‘What do you think of Norwich as a place to live?” Trudgill then asked his
subjects to read aloud a short story ‘as naturally as you can,” to make judgments
about Norwich speech (‘Do you like the way people in Norwich speak?’), to
listen to certain pronunciations of words and judge whether or not they them-
selves used those pronunciations, and to judge ten paired sets of words in order
to ‘tick which way you think is correct, and then . . . underline the way you say
it yourself, either if it’s the same or different.’

The other part of the linguist’s task is sampling: finding a representative group
of speakers. The conclusions we draw about the behavior of any group are only
as good as the sample on which we base our conclusions. If we choose the sample
badly, we cannot generalize beyond the actual group that comprised the sample.
If we intend to make claims about the characteristics of a population, we must
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either assess every member of that population for those characteristics or sample
the whole population in some way. Sampling a population so as to generalize
concerning its characteristics requires considerable skill. A genuine sample drawn
from the population must be thoroughly representative and completely unbiased.
All parts of the population must be adequately represented, and no part should
be overrepresented or underrepresented, thereby creating bias of some kind.

The best sample of all is a random sample. In a random sample everyone in
the population to be sampled has an equal chance of being selected. In contrast,
in a judgment sample the investigator chooses the subjects according to a set of
criteria, e.g., age, gender, social class, education, and so on. Sometimes, too, it
is the investigator who judges each of these categories, e.g., to which social class
a subject belongs. A judgment sample is obviously less adequate than a random
sample. However, it is the kind of sample preferred in most sociolinguistic
studies (see Chambers, 2003, pp. 44-5).

In sampling the speech of the Lower East Side in New York City, Labov did
not use a completely random sample because such a sample would have pro-
duced subjects who were not native to the area, e.g., immigrants from abroad
and elsewhere in the United States. He used the sampling data from a previous
survey that had been made by Mobilization for Youth, a random sample which
used 1,000 informants. Labov’s own sample size was eighty-nine. He employed
a stratified sample, i.e., one chosen for specific characteristics, from that survey.
He also wanted to be sure that he had representatives of certain groups which
he believed to exist on the Lower East Side. When he could not, for various
reasons, interview some of the subjects chosen in the sample, he tried to find out
by telephoning the missing subjects if his actual sample had been made unrep-
resentative by their absence. He was able to contact about half of his missing
subjects in this way and, on the basis of these brief telephone conversations, he
decided that his actual sample was unbiased and was typical of the total popu-
lation he was interested in surveying.

The Detroit study (Shuy et al., 1968) initially collected data from 702 inform-
ants in the city. However, the data used for the actual analysis came from only
thirty-six informants chosen from this much larger number. In selecting these
thirty-six, the investigators wanted to be sure that each informant used had been
a resident of Detroit for at least ten years, was ‘representative,” had given a
successful interview, and had provided an adequate amount of taped material
for analysis. In other words, to any initial biases that might have been created in
choosing the first set of 702 informants was added the possibility of still further
bias by choosing non-randomly from the data that had become available. This
is not to suggest that any such biases vitiate the results: they do not appear to
do so. Rather, it is to point out that the kinds of concerns sociolinguists have
about data and sources of data have not necessarily been the same as those of
statisticians.

Wolfram (1969) chose forty-eight black informants from those interviewed in
the Detroit study. These informants were evenly divided into four social classes
used in that study. Each group of twelve was further divided into three age
groups: four informants in the 10-12 age group, four in the 14-17 age group,
and four in the 30-55 age group. Wolfram also selected twelve white informants
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from the highest social class in the Detroit project, again by age and sex.
Wolfram’s study therefore used a total of sixty informants: twenty-four (twelve
white and twelve black) from the upper middle class and thirty-six who were
black and were members of the working classes, with equal numbers in each
such class. Such a sample is very obviously highly stratified in nature.

Studies employing the linguistic variable are essentially correlational in nature:
that is, they attempt to show how the variants of a linguistic variable are related
to social variation in much the same way that we can show how children’s ages,
heights, and weights are related to one another. We must distinguish between
dependent variables and independent variables. The linguistic variable is a
dependent variable, the one we are interested in. We want to see what happens
to language when we look at it in relation to some factor we can manipulate,
the independent variable, e.g., social class, age, gender, ethnicity, and so on:
as one of these changes, what happens to language? As Chambers (2003, p. 26)
expresses it, ‘Socially significant linguistic variation requires correlation: the
dependent (linguistic) variable must change when some independent variable
changes. It also requires that the change be orderly: the dependent variable must
stratify the subjects in ways that are socially or stylistically coherent.’

This kind of sociolinguistic investigation is often called quantitative sociolin-
guistics and it is, as I have indicated previously, for some sociolinguists the
‘heart of sociolinguistics’ (Chambers, 2003, p. xix). Quantitative studies must
therefore be statistically sound if they are to be useful. Investigators must be
prepared to employ proper statistical procedures not only in their sampling but
also in the treatment of the data they collect and in testing the various hypo-
theses they formulate. They must be sure that what they are doing is both valid
and reliable. In our case the issue of validity, that is, whether or not the
sociolinguist is really measuring what he or she is claiming to be measuring,
hardly ever arises. Such work certainly meets Lepper’s criterion (2000, p. 173):
‘the researcher must show that what is being described is accurately “named”
— that is, that the research process has accurately represented a phenomenon
which is recognizable to the scientific community being addressed.” However,
the issue of reliability, that is, how objective and consistent the measurements
of the actual linguistic data are, is a real and pressing one. There are well-known
procedures for making sure that the data we gather have been collected reliably,
and there are approved tests of that reliability. However, in some sociolinguistic
investigations little attention is paid to this issue. We are simply presented with
sums of informants’ responses or averages of one kind or another, and given
little or no account of how confident we can be concerning the actual items
summed or averaged. If only one person collected the data, how consistent was
that person in the actual collection? If two or more were involved, how consist-
ently and uniformly did they employ whatever criteria they were using? Bailey
and Tillery (2004, pp. 27-8) have identified a cluster of such issues, e.g., the
effects of different interviewers, elicitation strategies, sampling procedures, and
analytical strategies, and pointed out that these can produce significant effects
on the data that are collected and, consequently, on any results that are
reported. Therefore, there may still be room for improving the reliability of our
results.
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Serious empirical studies also require experimental hypotheses to be stated
before the data are collected, and suitable tests to be chosen to decide whether
these hypotheses are confirmed or not and with what degree of confidence. Such
tests often require that the data collected be treated quantifiably, so that the
variation in the actual distribution of the various responses is taken into account
in each category. It is not enough just to calculate simple means or averages. The
standard deviation, that is, the actual distribution of the various measurements
around those means, is critical if we wish to compare different means, which is
a standard procedure in sociolinguistics. Peculiar kinds of variations around
means, e.g., skewing or bi-modal distributions, must also be noted.

Petyt (1980, pp. 188-90) points out how the kinds of figures that sociolin-
guists use in their tables may be misleading in a very serious way. Sociolinguists
stratify society into sub-groups, the members of which are measured in certain
ways, and then these measurements are pooled. Individual variation is elimin-
ated. Petyt (p. 189) provides the data given in table 6.1. The data come from
an investigation of h-dropping in West Yorkshire, and the table shows the means
for five sub-groups, i.e., social classes. Petyt points out that, if the range of vari-
ation within each sub-group is also acknowledged to be of consequence, there
is a considerable overlap among the performances of individuals, so that ‘it is
not the case that this continuum can be divided in such a way that the members
of each social class fall within a certain range, and members of other classes
fall outside this.” He indicates the range of individual scores in table 6.2, and
adds that ‘in the case of Classes Il and V the bracketed figures indicate what the
range would have been had there not in each case been one individual whose
speech was markedly “status incongruent.” If these two individuals had not
formed part of the sample the figures would look more “regular,” but there
would still not be “discrete groups which are relatively unified in their linguistic
behavior.”” There is considerable overlap.

In cases like this it is quite obvious that if we look only at means we are
tempted to say one thing, whereas if we consider the distribution of responses

Table 6.1 H-dropping: means for five social groups

I n 111 IV 14

96 64 43 21 17

Source: Petyt (1980, p. 189)

Table 6.2 H-dropping: within-group ranges for five social groups

I II 111 v 1%
8§1-100 7-100 2-100 0-86 0-80
(40-100) (0-37)

Source: Petyt (1980, p. 189)
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Amount of X

Number of individuals

Figure 6.3 X for two groups, A and B

within each class we may draw some other conclusion. But the overriding issue
is that there are approved procedures to help investigators to decide how far
they can be confident that any differences that they observe to exist among the
various classes, that is, among the various means, are due to something other
than errors in measurement or peculiarities of distribution. Such procedures
require an investigator not only to calculate the means for each class, but also
to assess the amount of variation in the responses within each class, and then
to test pairs of differences of means among the classes using a procedure which
will indicate what likelihood there is that any difference found occurs by chance,
e.g., one chance in twenty.

Most social scientists employing statistical procedures regard this last level
of significance as a suitable test of a hypothesis. In other words, unless their
statistical procedures indicate that the same results would occur by chance in
fewer than one case in twenty, they will not say that two groups differ in some
respect or on a particular characteristic; that is, they insist that their claims be
significant at what they call the 0.05 level of significance. We are also much more
likely to find two means to be significantly different if they are obtained from
averaging a large number of observations than a small number.

Figure 6.3 provides a further illustration of the problems inherent in compar-
ing populations in this way. The two groups A and B that are compared there
for characteristic X produce different mean scores and that difference may even
be statistically significant. However, there is an enormous overlap among indi-
viduals in groups A and B — the shaded area. The majority of individuals in the
two groups overlap in their X-ness, whatever that may be. It would be very
unsafe indeed to make claims about the X-ness of the next person you meet
from either group A or group B.

Whenever you look at results reported by sociolinguists, you should keep
in mind the above-mentioned issues concerning the formulation of hypotheses
and the collection, analysis, and interpretation of data. Statisticians certainly keep
them in mind in assessing the claims they make. In examining individual socio-
linguistic investigations, therefore, you must ask what exactly are the hypotheses;
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how reliable are the methods used for collecting the data; what is the actual sig-
nificance of results that are reported on a simple graph or histogram; and what
do the findings tell us about the initial hypotheses. Anyone who attempts to do
serious work in sociolinguistics must address himself or herself to such issues.
Likewise, anyone who wishes to draw conclusions about either the structure of
language or how language varies within groups or between groups must ask the
same questions of data that someone presents to support this or that conclusion.
Some sociolinguists have tended not to be very rigorous in their statistical treat-
ments, but this has not stopped them from drawing very strong conclusions,
which seem ‘obvious’ and ‘interesting’ to them; whether these conclusions are
‘significant’ in the sense of having met an appropriate statistical test of a well-
stated hypothesis may not be a concern.

Milroy and Gordon (2003, p. 168) are aware that there may be problems
here. However, they ask: ‘should we equate failure to achieve statistical signific-
ance with sociolinguistic irrelevance?’ Their answer is that ‘statistical tests, like
all quantitative procedures are tools to provide insight into patterning in varia-
tion. They must be used critically.” Dealing with a critic of Labov’s work, Milroy
(1992, p. 78) says:

It is not surprising that an anti-quantitative linguist should advocate confirmatory
statistical testing, but it is very important to understand the proposition put forward
here is simply wrong. If Labov’s interpretations were suspect (and of course they
are not), this would not arise from the fact that he failed to test for significance.
There was no reason for him to do so because the claims he wished to make were
quite simple .. .and because in his analysis the same patterns were repeated for
every variable studied.

According to Milroy, since this kind of sociolinguistic inquiry is ‘exploratory’
in nature, it can be likewise ‘exploratory’ in its quantitative approach. Labov’s
most recent work (2001) is still exploratory in nature but it is also extremely
sophisticated in its sampling, data collection, and hypothesis-testing. Sociolinguists
now make increasing use of VARBRUL, a set of computer programs specifically
designed to deal with the kinds of problems encountered in studies of variation
(see Bayley, 2002, particularly pp. 124-34).

Discussion

1. Look at the sampling techniques employed in studies of linguistic variation
in large cities. How different is the sampling from the dialect-atlas type
studies? What weaknesses, if any, still exist? Look particularly at the work of
such investigators as Labov, Trudgill, Shuy, Wolfram, and Fasold. You might
also care to look at Sivertsen’s study (1960) of ‘Cockney phonology,” using
mainly four old ladies, Viereck’s study (1966) of the English of Gateshead-
upon-Tyne, using mainly a dozen old men, and DeCamp’s study (1958-9)
of San Francisco English, using a judgment’ rather than a random sample.

2. Sankoff (1974, p. 22) has described the problem of sampling in sociolin-
guistic surveys as follows:
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Table 6.3 Percentage of non-RP forms for three consonants

(ng):[n] (1):[°] (h):0
MMC 31 41 6
LMC 42 62 14
UwC 87 89 40
MWC 95 92 59
LWC 100 94 61

Source: Trudgill (1995, p. 36)

A speech community sample need not include the large number of individuals
usually required for other kinds of behavioural surveys. If people within a
speech community indeed understand each other with a high degree of efficiency,
this tends to place a limit on the extent of possible variation, and imposes a
regularity (necessary for effective communication) not found to the same extent
in other kinds of social behaviour. The literature as well as our own experi-
ence would suggest that, even for quite complex speech communities, samples
of more than about 150 individuals tend to be redundant, bringing increasing
data handling problems with diminishing analytical returns. ...It is crucial,
however, that the sample be well chosen, and representative of all social sub-
segments about which one wishes to generalize.

Keeping these words in mind, how might you go about trying to sample the
population of some town or city with which you are familiar so that you
will be able to account for any linguistic variation that exists there?
Wells (1982, pp. xviii—xix) provides the following set of 24 ‘keywords’ for
use in dialect studies in either Britain or North America: kit, dress, trap, lot,
strut, foot, bath, cloth, nurse, fleece, face, palm, thought, goat, goose, price,
choice, mouth, near, square, start, north, force, and cure. All the sounds in
these words are relevant. Foulkes and Docherty (1999) add happy, letter,
horse, and comma to this list but only for their final unstressed vowels. Ask
people you know who come from different parts of the English-speaking
world to pronounce these words and record the different pronunciations
you find.

Given information of the kind contained in table 6.3, and no supporting
explanations of how each mean (expressed as a percentage) was determined,
what can you say with confidence about the linguistic behavior of members
of each of the groups mentioned and about the reported differences in
behavior between the various groups? Can you be more confident of some
conclusions than of others? You might consider questions such as the fol-
lowing: How important are the differences among the various working
classes (UWC, MWC, and LWC)? Between the middle classes (MMC and
LMC)? Between the middle classes as a whole and the working classes as
a whole? Between the LMC and the UWC? How does performance on the
(h) variable appear to be different from performance on the (ng) and (t)
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variables in all social classes? Is there any difference in performance on the
(ng) and (t) variables? What other kinds of information would you require
to strengthen any conclusions you would wish to draw?

Further Reading

Highly recommended for coverage of issues discussed in this chapter and the
two following chapters are Chambers et al. (2002), Milroy and Gordon (2003),
and Chambers (2003). Linn (1998) is also useful and Wolfram and Schilling-
Estes (1998) contains a very useful appendix on American English entitled
‘An Inventory of Socially Diagnostic Structures.’” For the use of statistics in
linguistics see Sankoff (1978, 1983).



7 Some Findings and Issues

Having looked briefly at some of the problems investigators face in using the
concept of the ‘linguistic variable’ to examine linguistic variation in society, I
can now turn to some representative quantitative studies. I will look at only a
few, and then at only certain of their findings; to deal with all such studies at
length would require several book-length treatments. I will comment on various
parts of the studies selected to show something of the range of concerns that
investigators have had and to indicate the kinds of problems they have faced.
I will also look at certain claims that have been made concerning the relevance
these studies have to achieving a better understanding of the structure of lan-
guage and of its acquisition and use.

An Early Study

One of the earliest studies of variation was Fischer’s study (1958) of the (ng) vari-
able, i.e., pronunciations like singing [g] versus singin’ [n]. We should observe
that there is a long history of both the [g] and [n] variants in the language, that
stigmatization of the [n] variant is a phenomenon of the nineteenth and twentieth
centuries, and that even today in some circles in the United Kingdom, necessarily
privileged ones, people still go huntin’, shootin’, and fishin’, not hunting, shoot-
ing, and fishing.

As part of a study of child-rearing practices in a New England community,
Fischer conducted interviews with young children, twelve boys and twelve girls,
aged 3-10. He noted their use of [g] and [n] in a very formal situation during
the administration of the Thematic Apperception Test, in a less formal interview,
and in an informal situation in which the children discussed recent activities.
Table 7.1 shows that boys used more -in’ forms than girls in the most formal
situation.

Fischer also compared the use of [g] and [n] of a boy described by his teachers
as a ‘model’ boy with that of a boy described as a ‘typical’ boy. The model boy
worked well in school and was described as being popular, thoughtful, and
considerate; the typical boy was described as being strong, mischievous, and
apparently unafraid of being caught doing something he should not be doing.
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Table 7.1 Preferences for -ing and -in’ endings, by sex

-ing > -in’ -ing < -in’
Boys S 7
Girls 10 2

Source: Fischer (1958, p. 48)

Table 7.2 Preferences of two boys for -ing and -in’ endings

-ing -in
‘Model’ boy 38 1
“Typical’ boy 10 12

Source: Fischer (1958, p. 49)

Table 7.3 Preferences for -ing and -in’ endings, by formality of situation

Most Formal Informal
formal interview interview
-ing 38 33 24
-in’ 1 35 41

Source: Fischer (1958, p. 50)

In the most formal situation these two boys produced the numbers of instances
of -ing and -in’ reported in table 7.2. However, Fischer further observed that
the model boy also used -in” more as the formality of the situation decreased,
as can be seen in table 7.3. He observed several more interesting facts. As chil-
dren relaxed in the most formal situation they produced more instances of -in’.
Such usage was also associated with specific verbs, so that verbs like biz, chew,
swim, and punch, i.e., verbs describing everyday activities, were much more
likely to be given -in’ endings than more ‘formal’ verbs like criticize, correct,
read, and wvisit. Fischer’s conclusion (p. 51) is that ‘the choice between the -ing
and the -/’ variants appears to be related to sex, class, personality (aggressive/
cooperative), and mood (tense/relaxed) of the speaker, to the formality of the
conversation and to the specific verb spoken.’

Fischer’s study, then, is a very simple account of the common linguistic vari-
able (ng). It covers very few subjects, and employs very informal, even casual,
methods of data collection. There is also no attempt to subject the findings to
statistical testing. But there is also, of course, no attempt to make any profound
claims!



164 Some Findings and Issues

Discussion

1. If you were interested in the same phenomenon as Fischer, the (ng) variable
among young children, how would you design an investigation so that you
would be in a position to make much stronger claims than Fischer was able
to make?

2. What particular difficulties do you think there are in investigating children’s
language that do not exist in investigating adults’ language? How might you
try to get around these difficulties?

3. Do you see any problems with the concepts of a ‘model’ boy and a “typical’
boy; e.g., do you see some danger of circularity in the definitions?

New York City

Labov’s work in New York City is usually regarded as setting the pattern for
quantitative studies of linguistic variation. Labov raised many of the issues that
are still addressed and devised many methods for tackling these issues. One of
his earliest studies of linguistic variation was a small-scale investigation of the
(r) variable (Labov, 1966). Labov believed that 7-pronunciation after vowels was
being reintroduced into New York speech from above, was a feature of the
speech of younger people rather than of older people, was more likely to occur
as the formality level in speech increased, and would be more likely at the ends
of words (floor) than before consonants (fourth). He set out to test these hy-
potheses by walking around three New York City department stores (Saks,
Macy’s, and S. Klein), which were rather clearly demarcated by the social-class
groups to which they catered (high, middle, and low, respectively), and asking
the location of departments he knew to be situated on the fourth floor. When
the shop assistant answered, Labov would seek a careful repetition of ‘fourth
floor’ by pretending not to hear the initial response.

Table 7.4 shows the incidence of 7 use that Labov found among individuals
employed in the three stores (Labov, 1972b, p. 51). The table shows that 32 and
31 percent of the personnel approached in Saks and Macy’s respectively used
in all possible instances but only 17 percent did so in S. Klein; 79 percent of the
seventy-one employees in S. Klein who were approached did not use 7 at all, but
only 38 percent of the sixty-eight employees approached in Saks and 49 percent
of the 125 employees approached in Macy’s were r-less.

So far as the position of occurrence of r-pronunciation was concerned
(i.e., before consonant vs. word final, and first response vs. repeated response),
Labov found the distribution reported in figure 7.1. This figure shows that
r-pronunciation was favored in Saks to a greater extent than in Macy’s but much
less so in S. Klein. Careful repetition of the utterance nearly always increased
r-pronunciation, and pronunciation of the 7 was found more often in floor than
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Table 7.4 Percentage of r-use in three New York City department stores

Saks (%) Macy’s (%) S. Klein (%)
All [r] 32 31 17
Some [r] 30 20 4
No [r] 38 49 79
Number 68 125 71
Source: based on Labov (1972b, p. 51)
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Figure 7.1 Percentage of (r); [r] in first (I) and second (II) utterances of fourth
(white) and floor (solid) in three New York City department stores

Source: based on Labov (1972b, p. 52)
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in fourth in all circumstances. Labov did not test his findings for statistical
significance but the data clearly reveal the patterns I have just mentioned.

A further analysis of the department store data showed that in Saks it was
older people who used r-pronunciation less. However, the data from S. Klein on
this point were quite inconclusive, and the results from Macy’s pointed in a
direction completely opposite to that predicted: r-pronunciation actually increased
with age. This fact led Labov to conclude that members of the highest and
lowest social groups tend not to change their pronunciation after it becomes
fixed in adolescence but members of middle social groups sometimes do, pos-
sibly because of their social aspirations. He tested this last hypothesis later in a
more comprehensive study of New York City speech and found good confirma-
tion for it.

Labov claims that today in New York City pronunciations of words like
car and guard with the r pronounced are highly valued. They are associated
with the upper middle class even though members of that class do not always
use such pronunciations, nor do they use them on all occasions. We should note
that 7-pronunciation has not always been highly valued in New York City. New
York City was r-pronouncing in the eighteenth century but became r-less in
the nineteenth, and r-lessness predominated until World War II. At that time
r-pronunciation became prestigious again, possibly as a result of large population
movements to the city; there was a shift in attitude toward 7-pronunciation, from
apparent indifference to a widespread desire to adopt such pronunciation.

This desire is clearly demonstrated on subjective reaction tests carried out in
the 1960s. These tests required subjects to evaluate speech with and without
r-pronunciation by asking subjects to judge the job prospects of people who
differed only in their pronunciation of words containing r, and to say which of
two pronunciations they used of words containing 7. The tests showed that New
Yorkers in the upper middle class and under the age of 40 almost unanimously
approved r-pronunciation even though fewer than half actually used r in all pos-
sible instances. People below the age of 20 also used more r-pronunciation than
people between the ages of 20 and 40, a fact that would suggest »-pronunciation
to be on the increase. Above the age of 40, approval fell off to about 60 percent
and use showed a dramatic decline to less than 10 percent. Other classes exhibited
much the same pattern of approval and use, though, in all cases except one, at
much lower levels. In one case — that of the lower middle class — the use of r
actually exceeded such use in the upper middle class in certain circumstances.
Not only did lower middle-class speakers approve of #-pronunciation, but they
also tended to exceed what appear to be the norms for its use in the next highest
class in reading word lists and in pronouncing minimal pairs of words.

We should look at this last finding in more detail because Labov makes
particularly strong claims concerning it. Figure 7.2 shows the use of 7 by various
social classes in different styles of speech, from the most casual type of speech
(e.g., telling about a narrow escape from death) to the most formal type (e.g.,
reading aloud a list of pairs of words like bit and bid and pa and par) (Labov,
1966, p. 240). As we can see, the amount of r use increases by social class
and by formality of style. But there is one noticeable exception: Labov’s lower
middle-class speakers out-perform his upper middle-class speakers on word lists
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Figure 7.2 R-pronunciation in New York City by social class and style of speech
Source: Labov (1966, p. 240)

and pairs. This is the finding I mentioned in chapter 6. Labov calls this a cross-
over in the graph and explains it as an instance of hypercorrection. Hypercorrec-
tion occurs when individuals consciously try to speak like people they regard as
socially superior but actually go too far and overdo the particular linguistic
behavior they are attempting to match. Here, lower middle-class speakers know
how prestigious r-pronunciations are and, in reading word lists and lists of
pairs, i.e., when they are placed in situations which require them to monitor
their speech closely, they out-perform their reference group, in this case the next
highest social class, the upper middle class.

Labov makes much of this phenomenon of hypercorrection, particularly because
it appears to relate to changes that are taking place in the language. However,
a word of caution is necessary (see earlier remarks on pp. 157-8). Such displays
as we find in figure 7.2 are displays of group means. We have no information
about the amount of variance about the means so we cannot be sure how
comparable they are. We do know they are based on quite small numbers of
informants in each case. In addition, we cannot be sure that any two means
which differ do so significantly in the statistical sense. The cross-over shown in
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figure 7.2 could, theoretically at least, be the result of the way the data have
been treated. However, the fact that it occurs for both word lists and pairs
provides us with some assurance of the correctness of Labov’s claims.

(If you need to be convinced that using group means drawn from small
groups can lead to claims that may not always be valid, consider what you
could possibly say about two groups, each of five subjects, who produced the
following scores on some test or other: scores of 30, 70, 75, 80, and 85 in the
one case and of 75, 76, 77, 78, and 79 in the other. The first group mean is 68
and the second 77. It would be very dangerous indeed to make any claims about
overall group behavior other than that the performance of the members of the
second group appears to be more homogeneous, i.e., to contain less variance,
than the performance of members of the first.)

Labov also investigated the (th) variable in New York City, focusing on the
pronunciation of the initial consonants in words like thing and three. There are
three possible variants: [t], [t0], and [0], the last being the standard pronuncia-
tion, the first being the most nonstandard (something like #ing and #ree), and
the middle an intermediate variant. Labov shows the distribution of scores on
what he calls the (¢h) index, our figure 7.3. The higher the index score, the greater
the incidence of nonstandard usage in the particular style of speech. Labov
(1972b, pp. 238-40) observes that in every context members of the speech
community are differentiated by the use of the variable, but nevertheless every
group behaves in the same way, as indicated by the parallel slope of style-
shifting. However, individuals are not consciously aware of this general pattern
for all groups because each individual is limited in his or her social contacts. The
same linguistic variable signals both social and stylistic stratification.

Finally, what is impressive is the striking regularity of the overall pattern,
which emerges from samples with as few as five individuals in any sub-group,
using no more than five or ten utterances in a given style for each individual.
Labov adds that other variables show similar distributions, e.g., the (dh) vari-
able in New York City, i.e., the pronunciation of the initial consonants in words
like this and then, and the distribution of the (ng) variable in a variety of
studies. He also adds that the (th) variable indicates that there is a sharp break
in linguistic behavior between working-class groups and middle-class groups, as
we can see in figure 7.2. He calls a distribution with such a sharp break in the
pattern sharp stratification.

Discussion

1. In both the United States and the United Kingdom it is possible to hear
pronunciations of words like cart and car with or without the 7 pronounced.
However, r-pronunciation (or the lack of it) is differently valued on the two
sides of the Atlantic. Explain some of the complexities, linguistic and social,
of r-pronunciation in the two countries. Consider where r is found in the
two countries, how rs are actually pronounced (and by whom), and also
such pronunciations as Shah(r) of Iran, idea(r) of it, cab but car is, and the
different pronunciations of the 7 in very. You might also refer, if you can,
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Source: Labov (1966, p. 260)

to the same phenomenon in other parts of the English-speaking world, e.g.,
Canada and Australia.

2. Labov’s major study of New York City is based on a sample from the Lower
East Side. Labov (1966, pp. 4-5) claims that this area ‘exemplifies the
complexity of New York City as a whole with all its variability and apparent
inconsistencies.” Try to assess this claim.

3. Labov has been criticized for what some see as a simplistic approach to
quantification. For example, Hudson (1996, p. 181) criticizes Labov’s method
of studying variation because:

it loses too much information which may be important. Information about the
use of individual variants is lost when they are merged into variable scores,
and information about the speech of individuals is also lost if these are
included in group averages. At each stage the method imposes a structure on
the data which may be more rigid than was inherent in the data, and to that
extent distorts the results — discrete boundaries are imposed on non-discrete
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phonetic parameters, artificial orderings are used for variants which are related
in more than one way, and speakers are assigned to discrete groups when they
are actually related to each other in more complex ways.

(See also Davis, 1983, pp. 97-101.) How justified are such criticisms? For
Labov’s views, see Labov (1969, p. 731): ‘We are not dealing here with
effects which are so erratic or marginal that statistical tests are required to
determine whether or not they might have been produced by chance.’

4. Hypercorrect linguistic behavior is not at all unusual. What examples do
you know of? Who gives evidence of such behavior, and on what occasions?

Norwich and Reading

Trudgill (1974) investigated sixteen different phonological variables in his work
in Norwich, England. He demonstrates, in much the same way as Labov does
in New York City, how use of the variants is related to social class and level of
formality. Trudgill’s analysis of the variables (ng), (t), and (h) shows, for example,
that the higher the social class the more frequent is the use of the [p], [t], and
[h] variants in words like singing, butter, and hammer rather than the cor-
responding [n], [?], and & variants. However, whereas members of the lower
working class almost invariably say singin’, they do not almost invariably say
ammer. Moreover, although members of the lower working class say singin’
when they are asked to read a word list containing words ending in -ing, they
pronounce the (ng) with the [p] variant on the majority of occasions. The data
also suggest that, so far as the (ng) variable is concerned, its variant use is
related not only to social class but also to gender, with females showing a greater
preference for [p] than males, regardless of social-class membership.

Trudgill (1995, pp. 93-4) uses data such as those in table 7.5 to demonstrate
two very important points: first, when style is kept constant, the lower the social
class the greater the incidence of the nonstandard variant; second, when class is
kept constant, the less formal the style the greater the incidence of the nonstand-
ard variant. The figures therefore increase in table 7.5 in every column from top
to bottom and in every row from left to right. Some increases are negligible and
some are considerable. For example, middle middle-class speakers always avoid
-in’ pronunciations in the two most formal styles but ‘relax’ considerably more
in casual style. Upper working-class speakers make a very sharp differentiation
between the two reading styles and the two speaking styles. Lower working-
class speakers make no real distinction between the two speaking styles and
use -in’ pronunciations almost exclusively in both; however, just like middle
working-class speakers, they are conscious that -ing pronunciations are used in
reading styles and do manage to introduce them on many occasions.

In an investigation of linguistic variation in Reading, England, Cheshire (1978)
focused on the (s) variable in the speech of three groups of boys and girls. The
(s) variable in this case is the extension of third-person singular verb marking
to all other persons, e.g., I knows, you knows, we has, and they calls. The
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Table 7.5 Percentage use of -in’ in four contextual styles of speech in
Norwich

Style®
Social class® WLS RPS ES CS
MMC 0 0 3 28
LMC 0 10 15 42
UwC 5 15 74 87
MWC 23 44 88 95
LWC 29 66 98 100

* Social class: MMC (middle middle class), LMC (lower middle class), UWC (upper
working class), MWC (middle working class), LWC (lower working class).

> Style: WLS (word list), RPS (reading passage), FS (formal), CS (casual).

Source: based on Trudgill (1995, p. 94)

subjects were thirteen boys and twelve girls aged 9-17. They came from three
groups of friends: an all-male group (Orts Road boys), a small group of three
boys (Shinfield boys), and an all-female group (Shinfield girls). Members of all
groups used nonstandard forms with verbs like kzow and call on just over half
of the possible occasions for use. They used the nonstandard has, e.g., we has on
about a third of the possible occasions and the nonstandard does on just under
a quarter of the possible occasions for use. The situation with do and does is
complicated by the fact that the nonstandard he do is slightly preferred over be
does. With have, Cheshire found that the has form occurred only as a full verb
(“‘We has a muck around in there’) or before an infinitive (‘I has to stop in’) but
never as an auxiliary (so ‘I have got,” not ‘I has got’).

Further investigation showed that, if a verb took a finite complement, i.e., if
it was followed by a clause in which the verb is marked for tense, then there
was no use of this -s ending with persons other than third-person singular.
Consequently, we find ‘Oh, I forget what the place is called’ and ‘I suppose they
went to court’ in contrast to ‘I just lets her beat me’ and ‘I knows how to stick
in the boot.” Moreover, ‘vernacular’ verbs, i.e., commonly used verbs, like go,
kill, boot, and learn, were much more likely to take the -s ending in all forms
than other verbs, to the extent that use of goes, kills, boots, and learns is almost
mandatory with such verbs. Cheshire calls these two conditions constraints on
usage and points out that they work in opposite directions. Consequently, a verb
stem always takes the -s when it is used in the third-person singular, the -s
ending is favored in all persons when the verb is a ‘vernacular’ verb, but the
-s is not used at all if the verb has a complement in which the verb in the
complement is marked for tense (Cheshire, 1978, p. 62).

Some social factors operate, too, in the pattern of variation. Cheshire devised
an index based on ambition, degree of ‘toughness’ (as indicated by such things
as ability to fight and steal), and peer-group status in order to assess the strength
of an individual’s membership in the boys’ vernacular culture. She found that high
frequencies of -s usage went with high index scores and low frequencies with
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low index scores. Girls” vernacular culture had to be defined differently because
the girls had different interests from the boys. Girls used the -s ending as much
as boys, but did not exhibit the same correlation between frequency of use and
index scores. They also shifted their use of the (s) variable toward Standard
English norms in formal situations to a greater extent than the boys. Cheshire
concluded (p. 68) that ‘variation is controlled by both social and linguistic factors.
In boys’ speech, variation is governed by norms that are central to the vernacular
culture, and are transmitted through the peer group. Variation in the girls’ speech
appears to be a more personal process, and less rigidly controlled by vernacular
norms.” She added that both boys and girls ‘are subject to two linguistic con-
straints on the form of regular present-tense verbs, of which one favours the use
of the non-standard verb form, and the other favours the use of the standard
form.” Nonstandard forms are not without their attraction; they are said to have
covert prestige in contrast to the obvious overt prestige of standard forms. They
signal that those who use them have no hesitation in identifying with the local
community through laying claim to local loyalties. Not for them the attractions
of some other identity, which the use of standard forms might indicate.

Cheshire further observes that ‘variation in the forms of have and do appears
to be due to linguistic changes in progress.” In the next chapter I will have more
to say on this last point and on how studies of variation have been used to
indicate not just how much variation exists in a language, but also how such
variation can be interpreted to show changes that are occurring.

Discussion

1. Table 7.6 is based on a similar table in Trudgill (1974, p. 94). The table
shows us how his sixty subjects in Norwich performed on the (ng) variable.
A score of 000 indicates exclusive use of [n] pronunciation, e.g., singing,
whereas a score of 100 indicates exclusive use of [n]| pronunciations, e.g.,
singin’. What kinds of conclusions might you be tempted to draw from this
kind of display? How confident can you be about your conclusions? Trudgill
himself finds the 017 recorded under casual style for male lower middle-
class speakers hard to explain. Why do you think he has this difficulty?

2. What similarities and differences do you find in the work of Fischer and
Cheshire?

3. In what ways is Cheshire’s study more focused than those of Labov and
Trudgill that are reported here? What advantages and disadvantages result
from narrowing the focus of investigation?

A Variety of Studies

The Detroit study (Shuy et al., 1968) and Wolfram’s follow-up to that study (1969)
have some findings which are worthy of comment in the present context. For
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Table 7.6 The (ng) variable in Norwich

Style
Social class® No. Sex WLS RPS ES CS
MMC 6 M 000 000 004 031
F 000 000 000 000
LMC 8 M 000 020 027 017
F 000 000 003 067
UwC 16 M 000 018 081 095
F 011 013 068 077
MWC 22 M 024 043 091 097
F 020 046 081 088
LWC 8 M 066 100 100 100
F 017 054 097 100

* Social class: MMC (middle middle class), LMC (lower middle class), UWC (upper
working class), MWC (middle working class), LWC (lower working class).

> Style: WLS (word list), RPS (reading passage), FS (formal), CS (casual).

Source: based on Trudgill (1974, p. 94)

example, the Detroit study investigated the use of multiple negation as a linguistic
variable in that city. The study showed that there is a very close relationship
between the use of multiple negation and social class. Whereas upper middle-
class speakers used such negation on about 2 percent of possible occasions, the
corresponding percentages for the other three social classes were as follows: lower
middle class, 11 percent; upper working class, 38 percent; and lower working
class, 70 percent. From such figures we can make a further observation: it is not
that members of the upper middle class always avoid multiple negation and
members of the lower working class always employ it; it may be our impression
that such is the case, but the facts do not confirm that impression. No class uses
one variant of the variable to the exclusion of the other, regardless of circum-
stances. Speech in any social class, therefore, is inherently variable, just as it is
in society as a whole. However, the analyses of the different variables that
were investigated in Detroit clearly show that, although individuals exhibit a
certain amount of inconsistency in their linguistic behavior, there is nevertheless
a pattern to that behavior. For example, as the situation becomes more formal,
an individual’s linguistic usage comes closer to standard usage, and the higher
the social class of the speaker, the more standard too is the speaker’s behavior.
Moreover, children are less standard in their linguistic behavior than adults with
similar social backgrounds, and males are less standard than females.
Wolfram’s study was an attempt to show how the distribution of linguistic
variables correlated with such factors as social class, gender, age, and racial
origin in Detroit. Wolfram wanted to identify varieties of speech which might
be associated with specific social groups in the city, e.g., upper middle-class
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Table 7.7 Informants used in Wolfram’s (1969) study

White Black
Social class Age Male Female Male Female
Upper middle 10-12 2 2 2 2
14-17 2 2 2 2
30-55 2 2 2 2
Lower middle 10-12 2 2
14-17 2 2
30-35 2 2
Upper working 10-12 2 2
14-17 2 2
30-35 2 2
Lower working 10-12 2 2
14-17 2 2
30-35 2 2

whites or lower working-class blacks. His work is based on data collected from
forty-eight black subjects drawn from 702 subjects used initially in the Detroit
study, plus another twelve white subjects. They were selected to conform as
closely as possible to the criteria shown in table 7.7.

Having identified his groups, Wolfram then attempted to show characteristic
differences in linguistic behavior. He investigated four phonological variables:
word final consonant cluster simplification; medial and final th, as in nothing
and path; syllable final d; and the occurrence of » after vowels. He also invest-
igated four grammatical variables: the zero copula, as in He tired; invariant
be, as in He be tired; the -s suffixes, as in girls, boy’s, and goes; and multiple
negation. Figure 7.4, for example, shows group means for the absence of the
third-person singular tense-marking (z). A close inspection of the figure shows
that, whereas it is quite possible that the differences between the two groups at
each of the ends, i.e., between the upper middle and the lower middle classes
and between the upper working and the lower working classes, may not be sig-
nificant, there being only twelve subjects in each group, the difference between
the top two groups as a whole and the bottom two groups as a whole, i.e.,
between the middle class and the working class, almost certainly is, and probably
at a very high level of significance. There does therefore appear to be a great differ-
ence in usage of the (z) between middle-class and working-class people in Detroit.

We can contrast this graph with another from the same study, this one con-
cerned with (r) absence (Wolfram, 1969, p. 110). Figure 7.5 gives us the informa-
tion we need. Here we find a progressive step-like set of differences. However,
without statistical testing we cannot be sure that there is a significant difference
between adjacent means, particularly when the groups are small (twelve sub-
jects) and the difference in means is of the order of 61.3 and 71.7 percent. That
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Figure 7.4 Percentage of (z) absence in third-person singular present tense agreement
in Detroit black speech
Source: based on Wolfram (1969, p. 136)

there is a significant difference between the two groups at each end does seem
very likely, but we cannot be sure of the significance of the difference between
any adjacent pairs. The data do, however, fall into a very clear pattern and it
is such patterns that sociolinguists seek to explain.

Wolfram and Fasold (1974, pp. 80-1) argue that in the case of (r) absence in
figure 7.5 we have an example of what they call gradient stratification, i.e., a
regular step-like progression in means which matches social groupings. In the
previous case of (z) we have sharp stratification, i.e., a clear break between a
particular pair of social groupings. The first kind of stratification is said to be
typical of the distribution of phonological variables; the second kind to be
typical of grammatical variables.

Wolfram’s general findings in Detroit were that social status was the single
most important variable correlating with linguistic differences, with the clearest
boundary being between the lower middle and upper working classes. In each
class, however, females used more standard-language forms than males. Older
subjects also used fewer stigmatized forms than did younger subjects. Finally,
reading style showed the fewest deviations of all from standard-language forms.
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So far I have mentioned several factors that correlate with linguistic variation:
social class, age, and gender. Another study which looked at all of these is
Macaulay’s study (1977) of five variables in Glasgow: the vowels in words such
as hit, school, hat, and now and the occurrence of glottal stops as replacements
for [t] in words like better and get. Macaulay surveyed sixteen adults, sixteen
15-year-olds, and sixteen 10-year-olds, with equal numbers of males and females
represented in each group. His forty-eight subjects were equally divided among
four social classes: professional and managerial; white-collar; skilled manual;
and semi-skilled and unskilled manual. In the case of children, the occupation
of the father was used unless the mother was (or had been) in a ‘higher’ occupa-
tional group. Macaulay counted equal numbers of occurrences of each variable
from each speaker as a further control for volubility.

Macaulay found a clear correlation between variation and social class, but in
addition he was able to make certain further interesting observations. He found
his two lowest classes to be much alike in behavior. With males, the greatest
difference between classes was between his top class (professional and managerial)
and the second-highest class (white-collar), whereas with females the greatest
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difference was between the two intermediate classes (white-collar and skilled
manual). Increase in age also seemed to be associated with an increase in the
difference between social classes, this difference showing itself to be clearly
established in the 15-year-olds surveyed (but apparent also in the 10-year-olds).
Finally, Macaulay found that, when individual rather than group behavior was
plotted for each variable, a continuum of behavior was exhibited in each case.
That is, there was considerable variation within each of the four classes, with
the behavior of certain individuals in each class overlapping the behavior of
individuals in neighboring classes; however, the means for most classes, except
the two lowest as noted above, were clearly different from each other.

We can conclude from Macaulay’s study that the linguistic behavior of indi-
viduals forms a continuum in the same way that social organization is continu-
ous. Social classes are constructs imposed on this continuum. If linguistic variation
is correlated with the ‘average’ behavior of individuals in these classes, it will
show class differences. This is what we should expect, and it is what happens.
However, the linguistic behavior of certain individuals in one class will overlap the
linguistic behavior of certain individuals in neighboring classes. What is import-
ant in this view is that there is still a certain homogeneity of behavior within the
classes. The majority of speakers within the various classes behave like one another
even though some individuals do not. This behavior has its own distinctive qual-
ity, and its characteristics are not just the result of some individuals behaving like
individuals ‘above’ them and other individuals behaving like individuals ‘below’
them in the social hierarchy. That is, the members of each social class exhibit
certain ranges of behavior on the linguistic variables and, even though the ranges
overlap, each social class has a distinctive range for each variable.

Kiesling’s research (1998) on the use of the (ng) variable among a small group
of fraternity men at a university in the United States shows how it might be
possible to account for individual differences in usage. He recorded conversa-
tions in a variety of settings and found, predictably, that the use of -in’ was
closely related to the type of activity: 75 percent in socializing, 53 percent in
interviews, 47 percent in meetings, and 54 percent in reading aloud. The big
difference here is between the first activity and the other three. Kiesling focused
on the two extremes, socializing and meetings, and was drawn to try to account
for the language behavior of three participants who diverged from the usual
pattern of decreasing their use of -in’ as the social situation became more
formal, i.e., the difference between casual socializing on the one hand and a
formal meeting on the other. He concluded that each of the individuals achieved
a personal objective in using -in’ so frequently: for ‘Speed’ the use of -in’ sym-
bolized, among other things, values such as hard work, practicality, and freedom
as well as a certain rebelliousness and independence; for “Waterson’ its use was
likewise emblematic of hard work but was also an appeal to camaraderie and
a claim to shared physical power; for ‘Mick’ the use of -in” made the same claim
to hard work but also served as an expression of authority and power. Kiesling
says that the (ng) variable is here being used to create identity. Although these
men are college students they look to working-class modes of behavior in order
to express themselves as ‘hard working,” ‘rebellious,’ ‘casual,’ or ‘confrontational,’
and they do this through their language choices.
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Two studies of the French spoken in Montreal are of interest because they
suggest some of the complexities we face in trying to describe the distribution
of variants of a variable in one case and the persistence of a rare variant in
another. The first study is by Sankoff and Cedergren (1971), who report on the
(I) variable in Montreal French, i.e., the presence or absence of [I] in expres-
sions such as ‘he does,’ [il fe] or [i fe], and ‘he is,” [il €] or [y e]. They found
that in 94 percent of the cases when the (I) was followed by a consonant or a
glide it was not produced phonetically, but it went phonetically unrealized in only
57 percent of the cases when it was followed by a vowel. Therefore, before a
consonant or glide the (1) is generally not pronounced, but it is pronounced
before vowels about two times out of five. However, there is a further con-
straint. When the (1) is part of an impersonal pronoun, e.g., the [ in il pleut (‘it’s
raining’) or il y a (‘there is/are’), that (l) is almost never realized before a
consonant or glide; in contrast, a personal il (‘he’) in the same circumstances
finds the () not realized phonetically about 80 percent of the time. What we find
here is that the distribution of the variants of the (1) variable in Montreal French
is related to both phonological and grammatical factors, not just social ones.
The (1) is affected by its relationship to the following phonological segment and
whether it occurs in either a personal or impersonal pronoun, when these are
even of identical form, i.e., il.

The second example from Montreal French is Sankoff and Vincent’s study
(1977) of the use of the negative particle ne. They found that ne is very rarely
used at all in Montreal; in fact, it is not used in about 99.5 percent of the cases
in which it would be required in formal written French. This same deletion is
also found in Standard Continental French with estimates from Paris, where the
phenomenon is also advanced, running between 25 and 86 percent for deletions.
The deletion phenomenon is even more advanced in Montreal, for among the
sixty subjects whose speech was analyzed, the woman who deleted least still
realized only 8 percent of the nes required by ‘standard’ treatments of French.
However, ne has not disappeared entirely from Montreal French. Its use is
characteristic of a certain style or effect that speakers wish to achieve. Sankoff
and Vincent observe (p. 303) that ‘ze appears in contexts where speakers are
most likely to be aware of speech itself, and to be monitoring their own speech.
The topics of language, instruction, discipline, and religion tend to spirit people
back to a normative world in which “proper language” becomes very salient.’
When speakers do use ne, they also tend to use other forms that are rare in
Montreal French, e.g., nous instead of on as a subject; alors rather than donc
or cg fait que as a conjunction; and nonreduced forms of elle and elles. Sankoff
and Vincent claim that ne persists in Montreal French as a syntactic and stylistic
resource which speakers can employ as they see fit. Although many linguists
seem to believe that, when a linguistic change has progressed to the point that
ne deletion has progressed in Montreal, it is best to regard it as lost altogether,
Sankoff and Vincent do not agree, claiming that, even at its present extremely
low level of use in Montreal, e still has a function to serve. It is still, therefore,
a variable feature of Montreal French. Today, when you learn French as a
foreign language, you learn to use ze. You must use it in writing French. How-
ever, as you become increasingly skilled in listening to spoken French, you will
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Table 7.8 Percentage of vowels assimilated in casual speech in Teheran
Persian

Male Female

Education Univ. Second. Prim. Nomne Univ. Second. Prim. None

Scores 7 24 46 71 S 21 33 55

12 28 48 77 5 22 38 60

13 32 53 81 6 23 39 67

14 36 56 81 6 28 43 68

18 41 57 82 6 29 48 73

Average 13 32 52 78 6 24 40 65
Standard

deviation 3 6 4 4 0 3 §) 6

Source: Hudson (1996, p. 179); based on a study by Jahangiri (1980)

find that you rarely hear ne. Your own je ne sais pas is likely to give way to je
sais pas as you become more and more confident about any ‘French’ identity
you take on as you learn the language.

The investigation of some variables occasionally produces results which appear
to verge on the amazing. For example, Hudson (1996, pp. 178-80) reports on a
study (Jahangiri, 1980) of the pronunciation of certain words in Teheran Persian.
In such words, e.g., /bekon/Do!’, the vowel in the first syllable varies between
[e] and [o] as it assimilates to the second vowel, i.e., comes to resemble it in
pronunciation. In this study forty speakers, divided equally between males and
females and assigned to groups on the basis of amount of education, produced
the individual percentages of assimilated vowels in casual speech shown in
table 7.8. In this table the average (i.e., mean) for each group is given as well as
the measure of the amount of internal variation within each group, the standard
deviation. The latter indicates how homogeneous each group is. What is re-
markable here is how little overlap there is between groups. There is no overlap
within a particular gender grouping, so that all members of the university-
educated male group use less assimilation than all members of the next group,
those with secondary education, and those, in turn, less than the men with primary
education, and so on. The same situation is true of females. The figures show
overlap between the genders, but even here the pattern is entirely consistent in
that males always overlap the next lowest group of females. That is, if vowel
assimilation is dispreferred, being associated with low educational attainment,
males show the consequences of this just a little less than do females. The display
in figure 7.6 reorganizes the data of table 7.8 to show this effect. In the following
chapter we will see that this situation is more complicated still because assimilation
can also be shown to depend on the actual word in question, so that although
it may occur in /bekon/‘Do!” it need not necessarily occur in /bebor/‘Cut!’
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Figure 7.6 Percentage of vowels assimilated in casual speech in Teheran Persian

Discussion

1. In his study in Glasgow, Macaulay found that social-class differences in
linguistic behavior seemed to increase with age, i.e., the group means grew
further apart as the age of the subjects increased. What might this suggest
to you about the social structure of Glasgow, about the process of social-
ization there, and about the process of language acquisition?

2. Evidence exists from studies of language behavior in various communities
that forms found in local and lower-class speech are used to signal solidarity.
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Labov’s work in New York City and Trudgill’s in Norwich, England, cer-
tainly show this. But it has also been a common finding among such diverse
groups as speakers of Canadian French in Quebec, Lowland Scots, and
Catalan in Spain, to cite but a few examples. In an era of language standard-
ization, which has the support of many public agencies and the mass media,
there is a remarkable persistence of both regional and lower-class speech used
to demonstrate group solidarity and antipathy toward outside influences.
What do you see as the implications, if any, of this phenomenon for public
education?

3. Assuming you have learned Standard French ‘by the book,” what kinds of
unlearning would you have to undergo if you had as your goal ‘speaking
Montreal French like a native’> What kinds of abilities would be involved
in the ‘unlearning’ process?

4. T have described the study of vowel assimilation in Teheran Persian as
producing results which ‘verge on the amazing.” Look at table 7.8 and figure
7.6 and make several predictions about how different speakers in Teheran will
pronounce /bekon/ and what you can tell about the educational attainment of
a speaker if you hear him or her pronounce /bekon/ a number of times.
Note the kind of certainty claimed for these predictions. Does it seem to be
justified? (You should note that Hudson (1996, p. 184) voices some caution
about these findings: ‘the words and speakers were specially selected in
order to illustrate this point as clearly as possible, and . .. the pattern for
the research as a whole. . .is much messier.” See also pp. 216-17.)

Belfast

The Milroys took a rather different approach to variation in their study (Milroy
and Milroy, 1978, and Milroy, 1980, 1987a) of certain aspects of speech in
three working-class areas in Belfast, Northern Ireland. Many studies conducted
in Northern Ireland (and elsewhere) stress the importance of social networks.
Such networks, which originate in kinship ties, determine an individual’s access
to employment and to other resources. People develop close and continuing
relationships with each other, and they help one another, first their kin and then
their co-religionists. Belfast has been called an assemblage of urban villages in
which the inhabitants see a need for strong ties because of the external threats
they perceive to exist. Furthermore, in spite of other differences, Protestants and
Catholics are alike in the importance they place on networks of relationships.

The Milroys were able to show how a stable set of linguistic norms emerges
and maintains itself in a community. Lesley Milroy calls these vernacular norms,
norms which are ‘perceived as symbolizing values of solidarity and reciprocity
rather than status, and are not publicly codified or recognized’ (1980, pp. 35—
6). These norms contrast with middle-class norms, the ones most of us would
view as being characteristic of any wide social standard. Consequently, the
Milroys looked at working-class speech in three stable inner-city working-class
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communities in Belfast: Ballymacarrett, in East Belfast, a Protestant area with
little male unemployment (because of the stability provided by work in the local
shipyard), close male relationships, and a sharp differentiation between men’s
and women’s activities with men working within the area and women working
outside; the Hammer, in West Belfast, also a Protestant area; and the Clonard,
also in West Belfast, a Catholic area. In both the Hammer and the Clonard there
was considerable male unemployment (about 35 percent), male relationships
were less close than in Ballymacarrett, and there was no sharp differentiation
between men’s and women’s activities. Consequently, both the Hammer and the
Clonard exhibited less strong social networks within them than did Ballymacarrett,
particularly for males.

The Milroys used a modified participant-observer technique, i.e., Lesley Milroy
became part of the system she studied, being introduced into it as ‘a friend of
a friend,” and the analysis is based on data collected from forty-six working-
class speakers of both sexes with approximately one-third from each community.
Being interested in social networks, the Milroys tried to place each informant
on a six-point scale which characterized that person’s participation in networks.
All speakers did so participate, because each of the communities exhibited a
pattern of dense and multiplex ties. As I indicated on p. 129, dense refers to the
fact that many people share the same social contacts, and multiplex to the fact
that people are linked to one another in several ways simultaneously, e.g., as
kin, neighbors, or fellow employees. The Milroys’ six-point scale for scoring
individual network strength used the following factors: membership in a high-
density, territorially based cluster; kinship in the immediate neighborhood;
working with at least two people of the same sex from the same area; and
voluntary leisure-time association with workmates.

The Milroys examined eight linguistic variables and found significant cor-
relations between network strength and linguistic usage on five of these, two at
p < .01 (i.e., there is less than one chance in a hundred that there is no such
relationship) and three at p < .05 (i.e., there is less than one chance in twenty
that there is no such relationship). The two strongest correlations were with
the vowel in words like hat, man, and grass (with the vowel being pronounced
rather like that of father) and the deletion of the fricative th [8] in mother and
brother. The less strong correlations were with the vowel in words like pull,
shove, and foot (with the vowel being pronounced rather like that of bur and
shut), and the vowel in either monosyllabic words like peck, bet, and went or
in the accented syllables of polysyllabic words like accént and sécond.

However, a closer inspection of the results by community showed that, with one
exception, it was only in Ballymacarrett that there was a significant correlation
between the variables and network strength. The greater the network strength,
the greater the incidence of the variants identified with the Belfast vernacular.
There was also in Ballymacarrett a significant difference between men and women
in their use of the vernacular, with men showing a much greater incidence of
vernacular usage. The two other communities showed no similar significant dif-
ferences between men’s and women’s usage, both ranking below those found in
Ballymacarrett, with one exception: young women in the Clonard seemed to prefer
certain vernacular variants and seem to be in the vanguard of extending vernacular
norms into that sub-group.
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What we see in these working-class communities in Belfast, then, is that the
stronger the social network, the greater the use of certain linguistic features of
the vernacular. The results support Milroy’s (1980, p. 43) hypothesis that ‘a
closeknit network has the capacity to function as a norm enforcement mechan-
ism; there is no reason to suppose that linguistic norms are exempted from this
process. Moreover, a closeknit network structure appears to be very common . . . in
low status communities.” She adds that ‘the closeknit network may be seen as
an important social mechanism of vernacular maintenance, capable of operating
effectively in opposition to a publicly endorsed and status-oriented set of legitim-
ized linguistic norms.” Once again, we see how low-status varieties of a language
maintain themselves in the face of heavy competition from ‘above’: they enable
those who use them to show their solidarity with one another and achieve some
kind of group identity.

Discussion

1. Milroy (1987a) says: ‘In modern urban society, large socially and geograph-
ically mobile sections of the population will lack the conditions necessary
for the formation and maintenance of reciprocity networks . . . individual
mobility produces inequality of wants, as well as a collapse of well established
territorial rights.” What limit does this statement suggest that there might be
to the use of networks in the study of linguistic variation? How might you
try to make allowances for these?

2. People use language to unify and band together. Try to find some common
words with variant pronunciations and attempt to show how individuals
may use these variants to identify themselves with others. Here are a few
words you might begin with: breathing, buoy, data, falcon, herb, kiln,
mischievous, and relevant.

3. Speakers have been observed to modify their speech to make it more like
that of their listeners (see Bell, 1984, and Trudgill, 1986, pp. 8-9). Can you
find some examples? How might this phenomenon of ‘accommodation’
complicate work in sociolinguistics?

Controversies

In a previous section I noted that linguistic variables may show correlations not
only with social variables but also with other linguistic features, i.e., they may
be linguistically constrained too, as with the deletion of / in Montreal. In their
discussion of linguistic variation, Wolfram and Fasold (1974, pp. 101-5) present
data from an earlier study by Fasold (1972) to show that it is possible to state
how two or more factors, or constraints, interact to affect the distribution of a
variable. In this case they are concerned with deletion of final stops in clusters,
e.g., the d in a word like cold, in speech among blacks in Washington, DC.
The data showed that the parenthesized stops were deleted as follows: san(d)
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Table 7.9 Final cluster simplification among black speakers in Washington,
DC

% deleted Example Environment

83.3 san(d) castle after sonorant, before non-vowel
68.8 fas(t) car after non-sonorant, before non-vowel
34.9 wil(d) elephant after sonorant, before vowel

25.2 lif(t) it after non-sonorant, before vowel

Source: based on Wolfram and Fasold (1974, p. 102)

castle, 83.3 percent deletion; fas(t) car, 68.8 percent deletion; wil(d) elephant,
34.9 percent deletion; and [if(t) it, 25.2 percent deletion. If we look closely at the
environments of these stops, we will find that sometimes the stop is preceded by
a sonorant (a nasal or /) and sometimes by a non-sonorant (a stop or a fricative),
and it is followed sometimes by a vowel and sometimes by a consonant (or
non-vowel). We can see this distribution more clearly in table 7.9. Wolfram
and Fasold point out that the constraint of appearing before a non-vowel has a
greater effect than the constraint of appearing after a sonorant, i.e., appearance
of the stop before a non-vowel leads to a greater amount of deletion than
appearance after a sonorant. When both constraints are present we find the
highest percentage of deletions: 83.3 percent in san(d) castle. When neither
constraint is present we have the least: 25.2 percent in /[if(z) it. In the intermedi-
ate cases, appearing before a non-vowel is more important than appearing after
a sonorant. Wolfram and Fasold, therefore, call appearing before a non-vowel
a first-order constraint and appearing after a sonorant a second-order con-
straint. That is, the former exercises a greater influence on a person’s linguistic
behavior than does the latter.

Constraints may also mix phonological and grammatical features. Wolfram
(1969, pp. 59-69) explains a situation in Detroit in which black speakers also
delete final stops in clusters, but in this case make a distinction according to
the grammatical function of the stop. In the final cluster in cold the d has no
independent grammatical function — it is part of a single unit of meaning — but
in burned it marks past tense and is grammatically the -ed ending, and therefore
has its own meaning. The data are distributed as in table 7.10. In this variety
of English the first-order constraint is once again appearance before a vowel or
non-vowel (here consonant). Appearance before a vowel inhibits cluster simpli-
fication in all cases and appearance before a consonant encourages it. The
second-order constraint is appearance as the -ed ending. That is, such appear-
ance has a lesser effect than whether or not the following sound is a vowel or
consonant. Consequently, the greatest loss of [d] in these examples occurs when
the following sound is a vowel and the [d] does not represent the -ed grammat-
ical ending. The least loss occurs when the [d] is followed by a vowel and it is
the -ed ending. This situation is the same for all social classes, but the actual
amounts of deletion vary from class to class.
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Table 7.10 Final cluster simplification among black speakers in Detroit

Social class

Upper  Lower Upper Lower

middle middle working working Example Environment

0.07 0.13 0.24 0.34 burn(ed) up  -ed, before vowel

0.28 0.43 0.65 0.72 col(d) out not -ed, before vowel
0.49 0.62 0.73 0.76 burn(ed) coal -ed, before consonant
0.79 0.87 0.94 0.97 col(d) cuts not -ed, before consonant

Source: based on Wolfram (1969, pp. 59-69)

Table 7.11 Final cluster simplification among black youth in
New York City

Simplification

(%) Example Environment

24 pass(ed) eleven -ed, before vowel

59 pas(t) eleven not -ed, before vowel

74 pass(ed) five -ed, before non-vowel

91 pas(t) five not -ed, before non-vowel

Source: based on Labov (1972b, p. 222)

Further study of this phenomenon by Labov (1972b, p. 222) showed that
different sub-groups in society may order two constraints differently. Among
black speakers in New York City, Labov found that, whereas more adolescent
groups order the above constraints in the way reported in table 7.10, upper
working-class adults reverse the order. With most adolescents the situation is as
in table 7.11; however, with upper working-class adults we have the situation
shown in table 7.12. In this example the first-order constraint is the status of the
[t]: whether or not it represents the -ed ending; the second-order constraint is
the next phonological segment: whether or not it is a vowel. Whereas adolescents
are inhibited in their simplification of final clusters, first by whether the following
segment is a vowel and only then by the nature of the [t], adults are inhibited
in their simplification first by the status of the [t], i.e., they are reluctant to omit
it if it represents -ed, and only then by the presence of a following vowel.

Using information similar to the kind just presented, Wolfram and Fasold
(1974, pp. 133-4) go on to show how it is possible to take a phenomenon like
cluster simplification and predict certain kinds of linguistic behavior. They dis-
tinguish between speakers of Standard English (SE), white nonstandard English
(WNS), and what they call Vernacular Black English (VBE). They consider four
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Table 7.12  Final cluster simplification among black upper working-class
adults in New York City

Simplification
(%) Example Environment
9 pass(ed) eleven -ed, before vowel
19 pass(ed) five -ed, before non-vowel
40 pas(t) eleven not -ed, before vowel
90 pas(t) five not -ed, before non-vowel

Source: based on Labov (1972b, p. 222)

Table 7.13 Final cluster simplification in several varieties of English

Variety of English Cluster simplification
SE sometimes always always always
tes’ program  test idea testing risking
Most VBE and some  usually or sometimes  always always
WNS speakers always tes’ idea testing risking
tes’ program
Some WNS always always always always
Some VBE speakers tes’ program  tes’ idea testing risking
Some WNS always always usually usually
Some VBE speakers tes’ program  tes’ idea or always  or always
testing risking
Some VBE speakers always always always always
(especially Deep tes’ program  tes’ idea tessing 7isSing

South children)

Source: Wolfram and Fasold (1974, p. 134)

environments in which cluster simplification can occur: (1) before a word begin-
ning with a consonant (test program); (2) before a word beginning with a vowel
(test idea); (3) before a suffix such as -ing (testing); and (4) involving a final
consonant other than # (e.g., k) before a suffix such as -ing (risking). They report
their findings (p. 134) as in table 7.13, with ‘always,” ‘sometimes,” and ‘usually’
in that table referring to the pronunciation which they predict will occur.
According to such a display, tes’ idea (for test idea) is not a feature of SE; there
is a considerable overlap between features found in WNS and VBE; but it is only
in the latter that you find tessing (for testing) and rissing (for risking). Tes’
program (for test program), however, is found in all varieties of English but with
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a different incidence of usage: only ‘sometimes’ in SE, but ‘usually’ or ‘always’
in the other varieties.

From the foregoing discussion we can see that it may be possible to predict
certain kinds of linguistic behavior if we know the various constraints that
operate in connection with a particular variable and the relationships between
that variable and factors such as social class, level of formality, age, gender, and
race. Labov has suggested that we should attempt to state what we know by
writing variable rules. A variable rule is a modified version of the kind of rule
found in grammars modeled on Chomsky’s ideas. It recasts such a rule in the
form of a statement that introduces probabilities: do this or that at a certain
frequency or frequencies according to the presence or absence of factors a, b,
¢, . ..n. Wolfram and Fasold (1974, p. 110) actually hypothesize that speakers
‘can identify variable rules, which linguistic factors favor rule operation, the
hierarchical order in which they are ranked, the extent to which higher-order
constraints are stronger than lower-order ones, and the probabilities toward rule
operation contributed by each.’

In practice we face considerable difficulties in trying to write even a single
variable rule. For example, what kind of rule could cover all instances of the
variable (h)? Some people nearly always say happen and after, while instances
of ’appen are rare indeed. Others show considerable use of “appen, and still
others never say anything but appen. None of these say hafter for after. Not a
few say ’appen and after, but occasionally some of these say happen and also
hafter. That is, there are h-pronouncers, h-droppers, and h-inserters. Yet one
variable rule is supposed to cover all speakers; either that, or there are two
variable rules which interact. But this latter proposal would suggest that people
communicate not through the same set of rules but through intersecting sets. It
would therefore raise still other issues.

One very serious criticism is that, while the concept of ‘probability’ is often
useful in life in explaining the chances of certain things happening, it offers no
guide to conduct in specific instances. Categorical rules, i.e., rules which say ‘if
X then Y,” do offer a guide to, and therefore an explanation of, conduct, but
variable rules do not and cannot. They do no more than summarize general
trends, tendencies, or probabilities found within groups. Variable rules are stat-
istical generalizations based on surveys of language use and they indicate trends
or norms in populations.

Additional concerns have been voiced about the concept of ‘variability’ as
some kind of rule-governed behavior that can also be ascribed to individuals.
We must ask what kinds of mental processes would be necessary to handle that
kind of statistical information and how children could acquire it during their
language learning (see Kay and McDaniel, 1979). More recently, Fasold (1991,
p. 9) has admitted that, ‘Variable rules were proposed as a way of understanding
how variation works within a theory of human language.” He adds (p. 18) that
in reality the variable rule ‘was never any more than a display device.” In recent
years there has been throughout linguistics a general decline in rule-writing;
sociolinguistics has seen much less of it too.

Bailey (1973) and Bickerton (1971) have been particularly critical of such
attempts to use variable rules. They acknowledge variability in language but



188 Some Findings and Issues

insist that it can be explained if we look closely at the environments in which
variation occurs and are prepared to relate the environments to one another
using some kind of scale. We must note, of course, that they are concerned with
individual speech behavior, what they call the isolect, whereas Labov and others
have been concerned with group behavior, the sociolect, insisting that such
behavior is important in studies of how people actually use language not only
to communicate verbally but for a variety of other purposes too.

Bailey and Bickerton have proposed that each individual controls an isolect
of the language, an individual array of linguistic usages which others may or may
not share. Each isolect is a lect. The lects of a language differ from one another
along a continuum, which forms a polylectal or panlectal grid such that there
is an implicational relationship among the various lects: that is, if lect A has
feature X, then it will also have features Y and Z, but if lect B has feature Y
but not feature X, it will still have feature Z. Lect C may have only feature Z
and it could not acquire feature X until it first acquired feature Y. As Petyt (1980,
p. 190) points out, if a Yorkshireman pronounces grass with the first vowel of
father [a:], he will pronounce cut with [a]. According to the theory, this ‘dynamic’
view of language structure is valid both synchronically, i.e., as a description of
the structure of a language at any specific moment in its history, and diachronically,
i.e., over an extended period of time. It is a new variation of the old wave theory
of linguistic change, but one that incorporates synchronic matters.

The theory proposed by Bailey and Bickerton tries to reduce the amount of
variation in language that linguists must consider by requiring an investigator
to look at individual lects and consider all linguistic behavior as categorical, i.e.,
fully determined by this or that factor or set of factors. They claim that, when
the linguistic behavior of an individual is graphed for a particular linguistic
variable, that behavior is far more likely to show an ‘all-or-none’ characteristic,
i.e., to be categorical in nature, than to show some kind of statistical distribu-
tion around a mean, i.e., to be variable in nature, if the particular circumstances
that occasion the behavior are known. Individual lects may then be arranged on
various continua that can be related implicationally to one another. At any
moment it should also be possible to say exactly what the status of any linguistic
variable is, i.e., how speakers are using it over a period of time, in regional or
social space, and along various dimensions of the latter, i.e., according to social
class, age, gender, ethnicity, and so on. Such panlectal grammars therefore would
account for variation; moreover, Bailey and Bickerton suggest that much of the
variation that sociolinguists actually talk about is a creation of the methods they
employ, i.e., is a methodological artifact.

Bailey and Bickerton also appear to be making a claim which Labov does not
make. Their dynamic model suggests that all variation in language results from
changes in progress: variation is the mark of linguistic change. On the other
hand, Labov does not regard every bit of linguistic variation as being associated
with changes in progress. While some variation is associated with changes in
progress, he regards variation as an inherent property of language, i.e., you
cannot have language without variation but only part of that variation ‘goes
somewhere,’ i.e., results in change.
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The kinds of variation we have seen raise important issues about the very
nature of language itself. Labov and others have argued that the kinds of gram-
mars preferred by Chomsky and his associates must be modified to recognize vari-
ation and, particularly, that the famous (or notorious) competence—performance
distinction (see pp. 2-3) made in such grammars must be reformulated, weak-
ened, or abandoned. Chomsky himself has never appeared to find much value
in Labov’s work: for him it is a study of linguistic performance and has very
little to offer to a better understanding of language.

There is no denying, however, that recent studies employing the linguistic vari-
able have added an important new dimension to our understanding of language.
It is now well documented that variation is a linguistic fact and that it is not
haphazard. Previously, dialect geographers had amply documented the differ-
ential but systematic distribution of linguistic forms, and the new techniques of
investigation have revealed similar patterns that can be related to a variety of
social and even linguistic factors. It is also apparent that people are aware, some-
times consciously and sometimes not, that certain variants have more (or less)
prestige than others. They are also able to modify their speech to reflect chang-
ing circumstances, and do so quite systematically.

The distribution of the variants of variables also seems to be clearly related
to changes that languages undergo. No longer is it possible to separate synchronic
and diachronic matters into two mutually exclusive domains; descriptive and
historical matters are interrelated. Moreover, some findings, such as Labov’s dis-
covery of the cross-over phenomenon, appear to indicate not only the direction
of change but possibly also some of its motivation. We will turn our attention
to some of these matters in the chapter that follows.

Discussion

1. Try to devise a small-scale study focusing on the pronunciations of final
clusters before words beginning with vowels and consonants and controlling
for the grammatical function of the final stop in the cluster, e.g., past five,
passed five; past eleven, passed eleven. Try to collect data from subjects having
different social backgrounds and attempt to vary the formality of usage. Do
your results correspond in any way to those reported in this chapter?

2. In comparison with sociologists, linguists who have studied linguistic
variation have used very simple ways of determining the social-class mem-
bership of individuals. They have argued that more sophisticated approaches
are hardly necessary since the results they have achieved have been ‘very
satisfactory’ (see Chambers and Trudgill, 1998, p. 49, and Chambers, 2003,
pp. 47-54). How justified is such a claim about their methodology in gen-
eral? In thinking through your answer, consider how linguists are inclined to
treat specialists in other disciplines who treat linguistic data with a similar
elementary approach.

3. The rule that tells you to pronounce the ¢ at the beginning of top with a
little puff of air, as [t"], is a categorical rule, as is the rule that tells you to
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pluralize man as men; such a rule always operates. The rule that allows you
to pronounce the first vowel in either to resemble that in beet or in bite is
an optional rule. However, the rule that allows you to say singing on one
occasion and singin’ on another is a variable rule. Try to clarify the concept
of ‘rule’ in each case. Look for other kinds of behavior in which the same
kinds of distinction can be made. Try to assess the compatibility of these
different notions of ‘rule’ within a single theory of behavior.

Further Reading

The journals Language in Society, Journal of Sociolinguistics, and Language
Variation and Change often report studies conducted in this ‘quantitative’
tradition.
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Recent work in sociolinguistics has raised once again a long-standing question:
can linguistic change be observed while it is actually occurring? In modern
linguistics the answer to that question has usually been a resounding negative.
Following the example of two of the founders of the modern discipline, Saussure
(1959) and Bloomfield (1933), most linguists have maintained that change itself
cannot be observed; all that we can possibly hope to observe are the consequences
of change. The important consequences are those that make some kind of dif-
ference to the structure of a language. At any particular time, it certainly may
be possible for linguists to observe variation in language, but that variation is
of little importance. Such variation must be ascribed either to dialect mixture,
that is, to a situation in which two or more systems have a degree of overlap,
or to free variation, that is, to unprincipled or random variation. Linguists
therefore attached little or no theoretical importance to variation. Only in recent
decades have some of them seen in it a possible key to understanding how lan-
guages change.

The Traditional View

In what I will call the traditional view of language change, the only changes that
are important in a language are those that can be demonstrated to have struc-
tural consequences. Consequently, over a period of time a distinction between
two sounds may be lost in a language, as occurred historically in most varieties
of English in the vowels of meet and meat or horse and hoarse. In most dialects
these vowels have fallen together (or coalesced). Alternatively, a distinction may
be gained where there was none before, as in a house with an [s] but to house
with a [z], or finally in thin and thing, the [n] and [p]. In each of these cases
a single phonological unit became two: there was a structural split. So we can
find instances of phonemic coalescence, situations in which a contrast existed at
one time but later was lost, and instances of phonemic split, situations in which
there was no contrast at one time but a contrast developed. According to this view
of change, that is all we can really say because it is structural considerations
alone that are all-important (i.e., do units A and B contrast or do they not?).
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Variation is either controlled by circumstances, e.g., allophonic (as when the p in
pin is aspirated but the p in spin is not), or it is free, i.e., random. Internal
change in a language is observed through its consequences.

Such change, of course, is not restricted to phonology. The morphology and syn-
tax of a language change in the same way. It is possible, therefore, to write internal
histories of languages showing the structural changes that have occurred over
periods of time through use of this principle of ‘contrast vs. lack of contrast.’

A second kind of change in a language is external in nature. This is change
brought about through borrowing. Changes that occur through borrowing from
other dialects or languages are often quite clearly distinguishable, for a while at
least, from changes that come about internally. They may be somewhat idiosyn-
cratic in their characteristics or distribution and appear, for a while at least, to
be quite ‘marked’ in this way, e.g., the schl and schm beginnings of Schlitz and
schmuck, or Jeanne with the | pronounced like zh. There are often good social or
cultural reasons for borrowing, and the items that are borrowed are usually words
used to describe ‘exotic’ objects, e.g., pajamas, tea, perfume, and kangaroo, or
learned or scientific words.

Speakers of different languages may have different views about borrowing.
English speakers borrow almost indiscriminately from other languages, but
speakers of French, German, Modern Hebrew, and Icelandic are far more dis-
criminating. Speakers of Hindi, cultivated ones at least, look to Sanskrit for
borrowings, and speakers of Urdu look to Arabic. As we will see in the follow-
ing section, there is also some borrowing — or spread, at least — of phonological
and grammatical items through certain areas, but this phenomenon is much
more limited — and undoubtedly much harder to explain — than the borrowing
of words to describe objects.

Of these two kinds of change, internal and external, linguists view the former
as being far more important even though it is the latter that is inclined to come
to public attention, as when efforts are made to ‘purify’ languages. People tend
to react to the consequences of external change by complaining about ‘falling
language standards,’ resisting new usages, and trying to constrain variation. The
traditional linguistic approach to change has not been very helpful when con-
troversies have arisen. An approach which says that it is languages that change
and not speakers that change languages has little to contribute to a better public
awareness of what is happening. As we will see too, it may also be an unreward-
ing approach to take.

The traditional view of language change also favors a ‘family tree’ account of
change and of the relationships among languages. Linguists tend to reconstruct
the histories of related languages or varieties of a language in such a way that
sharp differentiations are made between those languages or varieties, so that
at one point in time one thing (that is, a language itself, or a variety, or even
a specific linguistic item) splits into two or more, or is lost. More rarely, there
is coalescence. The alternative ‘wave’ account of change and relationships is
much less easy to work with. In this approach the various changes that occur
must be seen as flowing into and interacting with one another. It is not at all
easy to reconcile the need to find contrasts with the desire to maintain a certain
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fluidity in boundaries. A variant of this latter view of change is that particular
changes diffuse throughout a language, sometimes in rather idiosyncratic ways.
One extreme version of this last view is the claim that ‘each word has its own
history,” a claim that would seem to reduce historical linguistics to etymology,
the science of tracing the origins of individual words.

It is in the last view of change, through use of the concepts of ‘wave’ and
‘diffusion,’ that we see the possibilities that the study of variation opens up to us
for understanding the process of change. The ‘family tree’ view focuses on the
consequences of change and, particularly, on internal change. But if we believe
that languages are changing all the time — and all linguists do hold that belief
— we should also be able to see change in progress if we can recognize it. If we
can interpret the variation we see, or some of it at least, as a wave of change
going through a language, and if we can see changes apparently diffusing through
sets of similar linguistic items, we may also want to recast or even abandon the
traditional Saussurean and Bloomfieldian view of language. To do so, however,
we will have to be sure that what we are observing is change and not just
random fluctuation. That will be our major concern in the rest of this chapter.

Discussion

1. The English language has changed considerably during its history, as even
a cursory glance at the language of the Anglo-Saxon Chronicle, Chaucer,
Shakespeare, and T. S. Eliot will confirm. But you might look at a few
details to get an indication of some precise changes. For example, why do
we say cat and cats but wife and wives and goose and geese? Why do we
have voiced sounds at the beginning of this, then, and there but voiceless
ones at the beginning of thin, through, and think? How alive is the subjunct-
ive in Modern English? What did the following words once mean: cunning,
stench, earl, meat, doctor, lord, and lady? From which languages have we
borrowed the following words: tea, biology, sauerkraut, pajamas, perfume,
sputnik, muskrat, blitz, and aria? What can you say about changes in the
relative and personal pronouns since the time when the beginning of the
Lord’s prayer was translated as ‘Our Father, which art in Heaven, Hallowed
be Thy name’?

2. Much recent attention has been focused on the adverb hopefully, particu-
larly on its ‘misuse’ in sentences such as Hopefully, he won’t succeed. Try
to find out what is happening here. Is this a small linguistic change in
progress? You will have to look at similar adverbs (e.g., personally, inter-
estingly, confidentially), at the function that hopefully has in the overall
pattern of adverb use, and at the possibility that people select items to
stigmatize somewhat arbitrarily (see Crystal, 1984, and Wardhaugh, 1999).

3. Are you aware of any special pronunciations or other linguistic usages which
seem to be ‘creeping in’ to the language? If you are, are they approved or
disapproved? Does that approval (or disapproval) depend at all on who is
using the linguistic item in question?
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(beg) caught

bag/(hat) hot/(cot)

Figure 8.1 Northern Cities Shift

Changes in Progress

Before discussing changes in language, we must distinguish between variation
and change for not all variation is a sign of, or leads to, change. There is what
Labov (2001, p. 85) calls ‘long-term stable variation,” e.g., the distribution of
the (ng), (th), and (dh) variables previously discussed and such alternatives as
the ask-aks alternation, the latter as old as the language. Schools sometimes
devote considerable time and effort — very often wasted — in attempts to eradicate
nonstandard variants of stable variables (see Wolfram and Schilling-Estes, 1998,
for a list of examples from American English). Socio-economic class, age, and
gender in that order appear to be the factors that affect the distributions of these
variables and they continue to operate over long periods of time. Labov adds
that his work in Philadelphia showed that the ‘primary determinant of the stable
sociolinguistic variables is. .. social class: the higher the position of a speaker
in the social scale, the smaller . . . the frequency of nonstandard forms’ (p. 112).
However, Dubois and Horvath (1999, p. 298) warn that their work among
Cajuns in Louisiana showed that a ‘set of variables cannot be prejudged to be
stable sociolinguistic variables because they happen to be stable in the English
language as a whole or even in a surrounding dialect.” What appears to be an
instance of a stable linguistic variable may actually be a local innovation.

In contrast, change has a direction, being both progressive and linear. For
example, the Great Vowel Shift in English took centuries and is still incomplete,
and the Northern Cities Shift (NCS) in the United States has lasted several
generations and shows no sign of weakening (see Gordon, 2002, pp. 254-64).
This last change is a vowel change found in cities settled in a westward move-
ment of people from New York State, and centered in places such as Buffalo,
Detroit, Chicago, and spreading to smaller urban centers. A major part of it
involves a chain shift in vowels apparently set in motion by the raising of the
vowel in words like bag to resemble the vowel in beg. The vowel in hot fronts
to resemble the vowel in hat and the vowel in caught lowers to resemble the
vowel in cot, as in figure 8.1. The NCS proceeds in a very narrow band as it
moves east to west. While its effects are apparent in Detroit, Windsor in Canada
across the river is unaffected. Likewise, barely thirty miles to the west of Detroit,
Ypsilanti is also largely unaffected because of its large population of migrants
from Appalachia. The resultant ‘tight Appalachian social network in Ypsilanti
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serves as an inhibitor to adopting features of the NCS’ (Evans, 2004, p. 162).
Not participating in the NCS appears to be potent identity marker in each case.

Labov points out that language change can be readily observed today: ‘In
spite of the expansion and homogenization of the mass media, linguistic change
is proceeding at a rapid rate...so that the dialects of Boston, New York,
Chicago, Birmingham, and Los Angeles are more different from each other than
they were a century ago’ (p. xii). The problem therefore is one of identifying
changes that are occurring and then of trying to account for them: what sets
them in motion; how they spread; and how they are maintained. These issues
have been his concern in his two most recent books (1994, 2001).

Various linguists have observed and reported on what they consider to be
changes in progress. For example, Chambers and Trudgill (1998, pp. 170-5)
describe the spread of uvular 7 in western and northern Europe. All the languages
of this part of the world once had either an apical (i.e., tongue-tip), trilled, or
flap 7, but from the seventeenth century on a uvular » spread from Paris to
replace these other varieties. This new 7 crossed language boundaries, so that it
is now standard in French, German, and Danish, and is also found in many
varieties of Dutch, Swedish, and Norwegian. It did not cross the Channel into
England, nor has it penetrated into Spain or Italy. What you find, though, when
you plot the progress of uvular 7, is the importance of cities in its spread. Uvular
7 seems to be adopted initially by city dwellers, e.g., residents of Bergen and
Kristiansand in Norway, The Hague in the Netherlands, Cologne and Berlin in
Germany, and Copenhagen in Denmark, and then the new use diffuses out-
wards. Therefore, the strong internal links in the uvular 7 area are those between
cities, which form a kind of network. Apparently, uvular » spreads from city to
city and later into the countryside surrounding each city.

Another phonetician, Gimson (1962, pp. 83-5) observed that in mid-twentieth-
century Received Pronunciation (RP) the first part of the diphthong in a word
like home was tending to become increasingly centralized and the whole diph-
thong itself monophthongized. He found such pronunciations mainly among
the younger members of fairly exclusive upper-class social groups, but they also
appeared in less exclusive varieties of RP, e.g., in the variety favored by BBC
announcers of that era. Numerous observers of late twentieth-century speech in
England (see particularly Foulkes and Docherty, 1999, 2000) have pointed out
the spread of such pronunciations as dwink for drink, be’er for better, bruvver
for brother, and ’appy for happy. Such pronunciations apparently originated in
southeast England among younger non-RP speakers but are now found in most
urban areas and across a wide spectrum of social groups. Bailey (1973, p. 19)
has pointed out that in the western United States the distinction between the
vowels in such pairs of words as naughty and knotty, caught and cot, and Dawn
and Don is disappearing. For many young speakers the vowel distinction is
almost entirely gone, so that even hawk and hock are homophonous on many
occasions. For older speakers, there may be complete loss of the vowel distinc-
tion before ¢ followed by a vowel, but there is less likely to be such loss before
a word final # or 7, and most such speakers still preserve it in the hawk-hock
pair, i.e., before the velar k. There is good reason to believe that this merger is
now widespread in North America.
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Zeller (1997) has described a sound change apparently now in progress in and
around Milwaukee, Wisconsin: many speakers pronounce words like haggle and
bag to rhyme with Hegel and beg, and bank like benk. This is another instance
of the NCS. Zeller’s investigation showed how it is both age- and gender-related.
The younger speakers she recorded, both male and female, have shifted completely
and have lost the vowel contrast in such words. Older males and females are
also participating in the change with older females leading so that older males
are more likely to retain the vowel contrast than older females. The evidence
strongly suggests a change in progress: the loss of a contrast in these vowels
before a voiced velar stop or nasal.

All the above are instances of a change diffusing through space. (See Britain,
2002, for a general discussion.) Density of population and the influence of large
population centers appear to be important factors. This gravity model of diffu-
sion holds that large, culturally important cities influence smaller cities they
dominate and eventually changes filter down to surrounding rural areas through
even smaller towns and communities. A change may even spread directly from
one city to another leapfrogging, as it were, for a while at least, smaller inter-
vening communities. The actual scale may vary, for it is the relative densities of
the various places that are important not their absolute size, i.e., city > town >
village, with later filling of gaps. For example, Britain (pp. 612-16) describes
how in the Fens of England such a model explains the diffusion pattern in an
area in which there are only two towns, King’s Lynn and Wisbech, with
populations over 20,000 and only fourteen miles apart. These towns influence
the areas that surround them because of the road, rail, and waterway infrastucture
and the social services they provide to rural residents. There is actually a dialect
divide between the two areas because there are still physical barriers to prevent
spatial diffusion.

A physical barrier such as a river or a range of hills can prevent diffusion. (Of
course, a river can also become an axis for diffusion.) National boundaries may
also act as barriers. The NCS meets a national boundary in Detroit; it does not
cross the river to Windsor in Canada. Boberg (2000) has shown that so far as
vowel systems are concerned, “Windsor is just as Canadian as Toronto’ (p. 13).
Chambers (2003) points to one very interesting consequence of a national bor-
der as a barrier to diffusion. He reports that even though children in southern
Ontario (and Toronto) may call the final letter of the alphabet ‘zee’ for a while
(influenced no doubt by pre-school television broadcasts originating in the United
States), they give up this pronunciation for ‘zed’ by the time they reach adult-
hood and this ‘declining use of “zee” as people grow older repeats itself in
succeeding generations’ (p. 207). A triumph of Canadian identity over gravity!

In some of the examples just cited the factor of age seems to be important:
younger speakers are observed to use the language differently from older speakers.
We might consider such differential use as offering us the key we seek if we
want to understand how languages change. But, as we will see, age differences
of this kind may be quite misleading. We must be sure that something we view
as linguistic change because older people say one thing and younger people say
something else is not just the phenomenon of age-grading, of using speech
appropriate to your age group. How can we be sure that in each of the examples
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given above the younger people will not change their linguistic ways as they get
older, with those changes being in the direction of the use of the groups which
are presently described as being older? The just cited use of ‘zee—zed’ in Canada
is clearly an instance of age-grading. There are at least two ways of answering
that question. The first way is to survey the same younger people twenty to
thirty years later when they become middle-aged to see if they maintain the
innovations and really stay quite unlike the present older people; this would be
a panel study. If there was no change in behavior we could be sure that we had
eliminated age-grading as an explanation. The second way is to survey carefully
chosen samples drawn from the same population at periods of twenty to thirty
years to see if comparable groups have changed their behavior; this would be
a trend study. As Eckert (1997, p. 153) says:

Community studies of variation frequently show that increasing age correlates with
increasing conservatism in speech. With just the evidence from apparent time, it is
ambiguous whether the language patterns of the community are changing over the
years or whether the speakers are becoming more conservative with age — or both.
Without evidence in real time, there is no way of establishing whether or not age-
stratified patterns of variation actually reflect change in progress.

(See also Bailey et al., 1991, Chambers 2003, pp. 212-25, Chambers and Trudgill,
1998, pp. 149-51, and Labov, 1994, pp. 76-7, for various points of view on
these issues.)

One study which was able to make use of roughly comparable sets of data
from two periods of time is Labov’s study (1963) of certain sound changes
in progress on Martha’s Vineyard. In this work Labov found that the survey
conducted for the Linguistic Atlas of New England thirty to forty years before
provided him with rich sources of data about the phenomena in which he was
interested. The data collection methods of the two surveys, the Linguistic Atlas
survey and Labov’s, differed, but it was possible for Labov to make allowances
for these differences in order to achieve the necessary measure of comparability.
Although Labov would have preferred to have worked with sound recordings,
that possibility did not exist. (However, it does now for future work.)

Martha’s Vineyard is a small island lying three miles off the coast of Massa-
chusetts. At the time of Labov’s investigation it had a small permanent population
of about 6,000 people, but each summer many more thousands came to stay for
varying periods of time. Most of the permanent residents lived in the eastern part
of the island, the Down-island part, but this area was also the one most favored
by the summer visitors. The western part of the island, the Up-island part, was
still quite rural with its center Chilmark. The permanent population consisted
of Yankees, Portuguese, and native peoples (i.e., Amerindians). The Yankees
were descendants of early settlers; the Portuguese were fairly recent newcomers
in comparison with the Yankees but had been on the island for several genera-
tions; the native peoples, who lived on a remote headland, Gay Head, were
descended from the original occupants of the island.

Labov concentrated his attention on the way native Vineyarders pronounced
the vowels in the two sets of words: out, house, and trout and while, pie, and
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Table 8.1 Degree of centralization of (ay) and (aw) by age level on
Martha’s Vineyard

Age (ay) (aw)
75+ 25 22
61-75 35 37
46-60 62 44
31-45 81 88
14-30 37 46

Source: Labov (1972b, p. 22)

night. He observed that the first parts of the diphthongs in such words were
being centered: [au] to [ou] and [a1] to [a1], with that centering more noticeable
in the first set of words than in the second. He called the variable in the first
set the (aw) variable ([au] or [ouU]) and the variable in the second set the (ay)
variable ([a1] or [a1]). He set out to collect a large quantity of (aw)s and (ay)s
to find out who used the variants of each. He plotted his findings from his sixty-
nine natives of Martha’s Vineyard on various graphs to examine the relation-
ships between the degree of centralization and such factors as age, ethnicity,
occupation, and place of residence. The survey conducted in the 1930s for the
Linguistic Atlas of New England provided Labov with data for the earlier lin-
guistic situation on the island.

By age level, Labov (1972b, p. 22) found the distribution of the centralized
variants shown in table 8.1. This table shows that centralization is most obvious
in the 31-45 age group. The change was also a little more advanced in those
of Yankee descent than among those in the other two groups with which Labov
was concerned, but not by much. It was more advanced among those who made
a living from fishing than among those who worked in occupations and businesses
serving the summer visitors. It was also much more typical of Up-island speech,
particularly around Chilmark, the center of the fishing industry, than Down-
island speech, as table 8.2 shows. The change was therefore most advanced in people
in their thirties and early forties who were fishermen living in the Up-island area.

The explanation that Labov offers is that the change was merely an exaggera-
tion of an existing tendency to centralize the first part of the diphthong. This
exaggeration is particularly characteristic of those who identified most closely with
the island. At the time of the survey for the Linguistic Atlas, it appeared that
this centralizing tendency was being eliminated. It was virtually extinct in (aw)
and in only moderate use in (ay). What had happened apparently was that,
instead of eliminating the tendency, residents exaggerated it to show their solid-
arity and their difference from the summer population. The more you identified
with the island, the more you centralized the first part of the diphthong. As
Labov says (1972b, p. 36): “‘When a man says [rait] or [hoaus], he is unconsciously
establishing the fact that he belongs to the island: that he is one of the natives to
whom the island really belongs.” As further evidence of this fact, Labov divided
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Table 8.2 Geographical distribution of centralization on Martha’s Vineyard

(ay) (aw)
Down-island 35 33
Edgartown 48 55
Oak Bluffs 33 10
Vineyard Haven 24 33
Up-island 61 66
Oak Bluffs 71 99
N. Tisbury 35 13
West Tisbury 51 51
Chilmark 100 81
Gay Head 51 81

Source: Labov (1972b, p. 25)

Table 8.3 Degree of centralization and orientation toward Martha’s
Vineyard

Persons (ay) (aw)
40 Positive 63 62
19 Neutral 32 42

6 Negative 09 08

Source: Labov (1972b, p. 39)

his informants into three groups according to their feelings about the island:
positives, negatives, and neutrals. He found a very striking relationship between
such feelings and centralization (p. 39), as shown in table 8.3.

If we go back to the original distinction by age, which showed the 31-45 age
group in the vanguard of this change, we can see that it is they who had most
to gain by identifying with the island. Many of the young were still ambivalent
in their feeling: some wanted to leave (and were not inclined to centralize) and
some wanted to stay (and did centralize). The very old followed older ways,
which did not involve as much centralization. But a person between 31 and 45
was likely to have had to come to terms with life quite recently. That coming
to terms quite often meant staying on Martha’s Vineyard and showing that
commitment by exaggerating centralization, even to the extent of pushing cen-
tralizing in (aw) to surpass that in (ay). There was also some evidence that those
who had been to the mainland and had returned to the island to live were
among the strongest centralizers. Centralization indicated ‘Islander’ status and
local loyalty and solidarity. It had also been fixed on by the Portuguese and
native peoples, but in their case as marking some kind of equality with the
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Yankees. Here we can quite clearly see the social motivation of a sound change;
in this case, the change is one motivated by a desire to show loyalty to a
particular place and solidarity with the people who live there.

Blake and Josey (2003) replicated Labov’s study forty years later and, in
doing so, took ‘into account recent methodological and theoretical develop-
ments, both acoustic and social, that have been incorporated into sociophonetic
studies’ (p. 452): specifically, they measured formant frequencies and used the
VARBRUL statistical package. They found that Martha’s Vineyard had become
an even more popular recreational destination so that the locals had become
almost entirely dependent on tourism. Fishing had declined in importance. As
they became wealthier, the locals no longer sought to separate themselves from
tourists and /ay/ lost its earlier meaning as a local social identifier. Locals are
now willing to sound just like tourists.

A situation similar to the one Labov found in Martha’s Vineyard in the 1960s
exists still on Ocracoke Island off the coast of North Carolina (Wolfram, 1997,
pp. 116-17, Wolfram and Schilling-Estes, 1995, 1997). In this case a local
‘poker game network’ consisting of a small, indigenous group of men who meet
twice a week to play poker project their ‘island’ identity by employing largely
symbolic choices such as hoi toide for high tide, words like dingbatter ‘outsider’
and mommuck ‘to annoy,” and expressions like She was a-fishing. Not all is-
landers behave in this way. Middle-aged men, particularly those who socialize
together on a daily basis, provide strongest evidence of this island ‘brogue.’
Their wives, the young, and even the old are less frequent users of these dialect
features. Change is occurring and the dialect is being lost, but those with strong
island identity resist the encroachment of the outside world by emphasizing use
of the traditional ‘brogue.” They mark themselves off in this way from tourists
and all other outsiders. The difference here though is that these speakers cling
to traditional speech ways, sometimes even exaggerated, in order to resist changes
being introduced from outside the older island community.

One goal of Labov’s work on the (r) variable in the speech of New York
City was to achieve some understanding of sound change there. Labov (1994,
pp. 86-94) tells how in 1986 Fowler replicated Labov’s earlier study in three
stores (actually substituting May’s for S. Klein since S. Klein had gone out of
business). Fowler’s trend study revealed that the stratification of the (r) variable
was stable. The figures for 7-use were actually somewhat higher in 1986, indi-
cating that a real change was occurring and could be shown in all classes, age
groups, and styles. Labov concludes (p. 91) that, ‘Under the pressure of the new
r-pronouncing norm, New York City speech is changing slowly.” His earlier
study had led him to conclude that lower middle-class speakers cross-over, i.e.,
behave hypercorrectly, so far as the use of 7 is concerned. That is, they tend to
‘over-produce’ r sounds when they try to emulate what they perceive to be the
kinds of pronunciation favored by those they aspire to equal. Within this lower
middle-class behavior it is also the middle-aged who are at the leading edge of
this hypercorrective behavior with women rather than men in the vanguard. Labov
had expected that such hypercorrect behavior would hasten the process of sound
change. Fowler’s findings, however, lead him to conclude (1994, p. 91) that,
‘Contrary to what I originally expected, the hypercorrect behavior of the lower
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middle class, reflected in the pattern of Macy’s employees, has not resulted in
any sudden advance of r-pronunciation as a whole.’

Labov (1981, p. 185) points out that, when found, such behavior is a char-
acteristic of the second-highest status group in a society. It is found in that group
when its members adopt a formal style, and it is also found when they self-
report their linguistic usage, and respond to subjective reaction tests that require
them to evaluate their own and others’ linguistic usages. Such tests seem to tap
what speakers believe are the norms that operate in society. Moreover, women
usually out-perform men in their tendency to adopt or support ‘correct’ behavior;
according to Labov, they do this because, in relation to men, ‘women are con-
sidered a second highest status group.’

As we have observed, r-pronunciation has always been present to some extent
in New York City speech. What has happened in New York City recently is that
for various reasons r-pronunciation in words like farm and car has become pres-
tigious (or, alternatively, that pronunciation of such words without the 7 has
become stigmatized). New Yorkers often try to abandon stigmatized features,
for New York speech is often considered to be a ‘sink of negative prestige,” not
just by outsiders but also by those who live there. There has therefore been a
recent re-evaluation of 7-pronunciation along the eastern seaboard of the United
States; whereas in England it is 7-less pronunciation which is in the ascendancy,
in the United States it is the r-full variety that is on the increase. What is
important is that it is the women of a particular social class who seem to be in
the vanguard of change so far as r is concerned in New York City. In this case,
the change seems to be motivated by a desire to be like those who have higher
social prestige.

Trudgill’s (1972) work in Norwich, England, also shows certain changes in
progress. For example, Trudgill found that the distribution of the variants of the
(ng) variable showed that there were very marked differences between the usage
of working-class males and working-class females: males favored the [n] variant
(i.e., pronunciations such as singin’ rather than singing) much more than did
females. He found similar results with other variables, with women showing
much stronger preferences for standard forms than men.

Trudgill offers (pp. 182-3) several possible explanations for women using forms
associated with the prestige standard more frequently than men. He suggests
that women may be more status-conscious because they are less secure and have
less well-developed social networks than men. Their social position is usually
inferior to men and they are usually subordinate to them. Men are also judged
by what they do, whereas women are rated on how they appear, and an important
part of that appearance is their speech. Women have a much greater need to use
language to signal their social status than do men. Another important factor in
this differential usage is that working-class speech has connotations of ‘mascu-
linity” and women often want to dissociate themselves from it for that reason,
preferring types of speech which are regarded as more refined. Consequently,
Trudgill devoted a considerable part of his research effort to investigating
working-class speech and what he calls the ‘hidden values associated with
non-standard speech [which may be] particularly important in explaining the sex
differentiation of linguistic variables’ (p. 183).
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Table 8.4 Percentages of informants overreporting and underreporting
variants in Norwich

(er) (o) (a)

Total Male Female Total Male Female Total Male Female

Overreport 43 22 68 18 12 25 32 22 43
Underreport 33 50 14 36 54 18 15 28 0
Accurate 23 28 18 45 34 57 53 50 57

Source: based on Trudgill (1972, p. 187)

Trudgill employed a self-evaluation test to find out what residents of Norwich
thought about speech in the city. He asked his informants whether or not they
used certain pronunciations and compared the responses they gave him with the
actual pronunciations that his informants used. He reports on three variables:
(er) as in ear, bere, idea; (0) as in road, nose, moan; and (a) as in gate, face,
name. His findings are shown in table 8.4. In that table ‘overreporting’ refers
to informants claiming to use a prestige variant more often than they are actually
observed to use it; ‘underreporting’ is, of course, the opposite. The percentages
show that for two of the variables, (er) and (a), speakers in Norwich overreport
their usage; they underreport (6). However, although the percentages differ for
each variable, in all three cases men tend to underreport and women tend to
overreport their usages. A further analysis showed that both middle-class and
working-class speakers produced very much the same levels of under- and over-
reporting, so the phenomenon appears to be gender-linked rather than social-
class-linked. The same kinds of results appeared when people were asked to make
judgments about two pronunciations of better ([beto] or [be?s]); in this case
women showed a stronger preference than men for the standard pronunciation.

Trudgill maintains that linguistic changes in a direction away from the stand-
ard norms are led by men from the upper working class and middle working
class, at least in Norwich. In the working class, too, young females aged 10-29
underreported their use in some cases, particularly on the (6) variable. His
general conclusion, therefore, is that nonstandard working-class speech forms are
highly valued by males, and by females under 30, but these values are expressed
covertly rather than overtly; that is, people may tell you they do one thing but
they actually do something else. Trudgill emphasizes that, though it may be correct
that in certain communities middle-aged middle-class women and the young are
in the forefront of change toward the standard norm, ‘in Norwich, at least,
there appears to be a considerable number of young WC [working-class] men
marching resolutely in the other direction’ (p. 194). They find a certain ‘covert
prestige,” their own form of solidarity, in such behavior. (For somewhat similar
behavior among young people in Japan, see Haig, 1991.)

A further instance of younger women behaving like men in their use of
nonstandard linguistic forms comes from Chambers and Trudgill (1998, p. 86).
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They report on a piece of research carried out in Trondheim, Norway. In
Norwegian it is nonstandard usage to stress loan words on the first syllable
rather than on the last (i.e., to use dvis rather than avis, ‘newspaper’); this use
of stress is associated with lower-class behavior. However, whereas Trondheim
men of all ages instance approximately two-thirds nonstandard usages of such
words, the percentages of such usages in Trondheim women vary directly with
age: women over 63 use less than 10 percent; between 37 and 62 about 25 percent;
and younger women almost 60 percent, a percentage not significantly different,
it would appear, from men of the same — or of any — age. These figures do not
unequivocally indicate that there is a change in progress, for it is quite possible
that the women’s linguistic behavior is age-graded, i.e., a behavior that changes
with age. But certainly young women, in Trondheim at least, have a different
attitude from older women toward such linguistic behavior. It remains to be seen
if that attitude will change, that is, if the behavior is age-graded, or if it stays
unchanged, and is therefore indicative of a linguistic change in progress.

Trudgill (1995, pp. 77-9) notes an interesting case which, on the surface at
least, goes counter to the principle that, in a social setting of the kind exemplified
by Norwich, women generally lead the way in changes toward the standard and
men tend to march in the opposite direction. He observes that working-class
men exhibit higher scores than working-class women in the use of RP-like vowels
in words like top, hot, and dog. He points out that in Norwich it is middle-
class women who usually introduce RP vowels. The vowel being introduced
by the men is actually not an RP vowel, but one from the neighboring area of
Suffolk and used there in working-class speech. It happens to have the same
quality as the RP vowel but is introduced as a working-class solidarity marker
and not at all in imitation of RP. As a working-class solidarity marker, it is not
very acceptable to working-class women, who prefer the unrounded non-RP
local vowel, so appearing to be less receptive to the RP vowel than they actually
are.

We must accept Trudgill’s explanation cautiously. He presents only raw percent-
ages of use in support of his claim and the actual differences are small. For example,
the different percentages of usage of the standard vowel in the lower working class
are 20 percent for men and 17 percent for women and in the middle working class
they are 30 percent for men and 29 percent for women. Even in the upper working
class the differences are only 56 percent for men and 32 percent for women.
There is certainly an ‘interesting’ difference here, but not a conclusive one.

Trudgill (1988) reports on a follow-up in 1983 of his earlier study of variation
in Norwich. He replicated his original study as far as he could with seventeen
additional informants born between 1958 and 1973 and therefore aged between
10 and 25 in 1983. This follow-up study showed that certain changes he had
noted earlier had progressed: the vowels in beer and bear had merged entirely;
gate and face were pronounced with [zi] rather than [e:]; a new variety of  had
emerged; and words like thin and fin were no longer always distinguished, both
being pronounced like fin by about 30 percent of younger people. Trudgill also
reports (1986, pp. 35-7) that only children born in Norwich with parents who
were also born in Norwich produce a particular local distinction between the
vowels of moan and mown. This learning constraint is extremely difficult to
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explain; it is also one that seriously restricts the ‘heritability’ of this particular
distinction.

Young people are sometimes found to speak somewhat differently from their
parents and the surrounding community. Williams and Kerswill (1999), for
example, investigated the speech of preadolescent children in Milton Keynes,
a fast-growing new town in England within easy reach of London, Oxford,
Cambridge, Coventry, and Leicester. The town has a young, mobile population
drawn mainly from southeast England, is socially fluid, and lacks close net-
works. Children born in Milton Keynes speak neither like their parents nor like
people from the surrounding area. Their speech provides strong evidence for
dialect leveling as they produce distinctive local forms that tend toward standard
pronunciation but at the same time show the influence of the fairly widespread
youth culture of southeast England. While it is not clear how lasting such changes
will be, they do clearly serve to differentiate the young in Milton Keynes from
all others.

Cheshire’s (1978) finding in Reading, England, that lower-class boys use more
nonstandard syntax than lower-class girls, further supports the thesis that change
may be motivated by a desire for identity and solidarity. The ‘tougher’ the boy,
the more nonstandard his use of the -s ending on verbs in the present tense. Boys
who were not regarded as tough produced a lesser incidence of such nonstandard
use. With girls, the more conformist to middle-class values, the lesser the incidence
of -s endings where they are not found in Standard English. What Reading boys
appear to have done is take a particular nonstandard usage in their language,
one that actually has a long history in the local dialect but a history which shows
that it is being replaced by the usage found in Standard English, and make it
into a solidarity marker.

We might actually argue that what we see here is not so much a change in
progress but an unconscious resistance to a change being brought in from Standard
English. Lacking real-time data, that is, evidence concerning the same phenomenon
gathered at two distinct points in time, we cannot be absolutely sure that we are
seeing no more than the latter. Cheshire herself acknowledges such a possibility,
being prepared to go no further than to say (p. 58) that: ‘Patterns of variation
in the forms of the present tense have and do show that variation in the use of
these forms may reflect on-going linguistic changes in the morphology of the
verbs.” She adds that whatever change has occurred, it has apparently progressed
further with have than with do.

Even if some groups march in the opposite direction or fight rearguard actions,
there seems to be a consensus among investigators that linguistic change often
seems to originate in the lower middle class, with women in the vanguard of
such change. This is the social group that tries to emulate its ‘betters.” In addi-
tion, because of their roles as mothers and sometimes as teachers, women in this
group tend to have an influence far beyond their numbers. However, there is
a strong countervailing force: the nonstandard speech of lower-class males has its
own appeal to many men and sometimes even to young women. We cannot ignore
this factor of solidarity. It is also apparent in Milroy’s account (1980, 1987a)
of how the vernacular is maintained in Belfast, where the stronger the network,
the greater is the influence of the vernacular, and the weaker the network, the
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greater the influence of outside factors, especially non-working-class norms.
What is especially interesting is that in the working class it is apparently males
of all ages and sometimes young females who choose solidarity, whereas older
females opt often for prestige.

‘Linguistic marketplace’ forces may also be at work here: what do individuals
want and what will they accept or reject linguistically to satisfy these wants? As
the introduction to Bourdieu (1991) says:

Linguistic utterances or expressions are always produced in particular contexts or
markets, and the properties of these markets endow linguistic products with ‘value.’
On a given linguistic market, some products are valued more highly than others;
and part of the practical competence of speakers is to know how, and to be able,
to produce expressions which are highly valued on the markets concerned.

The linguistic marketplace refers to how language is used in the give-and-take
of social interaction. Language is not just a neutral medium of exchange; its uses
take on symbolic value. Some uses are highly valued and others are lowly
valued. These values are assigned through the various power relationships that
exist. RP in England had (and may still have) a high symbolic value. Standard
English is more highly valued than nonstandard varieties. High language forms
are valued highly in diglossic situations and low language forms are valued not
at all. Traditionally, male language uses have been valued more highly than
female language uses. (There are many other such marketplaces that we are
involved in as humans, e.g., accommodations, dress, food and drink preferences
choices of entertainment, and so on.) As we will see in chapter 14, proponents
of critical discourse analysis question the legitimacy of the power relationships
that exist in all of the above.

Labov (1981, p. 184) makes an interesting observation about the role that
women play in linguistic change. He points out that, whenever there is stratifica-
tion by style and class in linguistic usage, you can also expect differences
between men and women, with women showing higher values for preferred
variants than men, that is, a preference for forms that have more prestige in
society. He adds the following corollary: ‘[it is] important to bear in mind that
this shift of women toward higher prestige forms . . . is limited to those societies
where women play a role in public life.” He adds that studies in Teheran and
India showed a reverse tendency. Apparently, then, if a woman’s status is fixed
unalterably, she has no motivation to change linguistically; only in a society in
which status can be changed does the necessary motivation exist. Returning to
the just mentioned concept of the ‘linguistic marketplace,” we can say that in
such cases there are simply no market pressures to change so the status quo is
maintained.

We can actually see what happens when traditions change in a society and
women begin to take a more assertive role in what goes on. For example, in a
study of how the inhabitants of Oberwart, a Hungarian enclave in Austria since
1921, are shifting from a pattern of stable bilingualism in German and Hungar-
ian to the sole use of German, Gal (1978, 1979) showed how young women are
in the forefront of the change there. As Oberwart, about 100 kilometres south
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of Vienna, grew from a village of 600 to a town of over 5,000 inhabitants, the
indigenous bilingual population decreased as a fraction to about a quarter of the
total, and many of these, at least until recently, were peasant farmers. German
has become the language of social opportunity and social status, and it is the
young women from the bilingual community who have shown most willingness
to participate in social change. Hungarian is symbolic of peasant status, and
most young people do not want to be peasants. Young bilinguals want to pass
as monolingual Germans, and children of mixed marriages — in this case, of a
bilingual parent and a monolingual German-speaking parent — do not learn to
speak Hungarian.

An analysis of language use in Oberwart shows that Hungarian is most likely
to be used by older people in networks involving many peasant contacts. As the
number of peasant contacts decreases and the participants become younger, the
amount of German used increases. German is now used in more situations in
which Hungarian was once used, and it is also used more and more, even by
older bilinguals. Young men with strong peasant networks still use Hungarian
a great deal, but young women with similar strong peasant networks use German
even within these networks. They reject the use of Hungarian, for it is a clear
indicator of peasant status in the community. Young peasant women also prefer
not to marry peasant men. They prefer non-peasant, German-speaking workers
as spouses. But the effect of this is to force the bilingual peasant men also to
marry German-speaking peasant women from neighboring villages. The offspring
of both kinds of marriage are German-speaking children. However, it is the
young women’s desire to participate in the social change that is occurring in
Oberwart and seek the higher status which the use of German alone seems to
offer that is hastening the change from bilingualism to monolingualism in the
community.

In a similar study involving a Spanish community, Holmquist (1985) describes
how women show preferences for a standard variety of a language rather than
a nonstandard one and for marital partners who speak that standard variety. In
Ucieda, a small village near Santander in Spain, the women opt for prestigious
Castilian pronunciations and look for men who use them as possible husbands.
Consequently, local men cannot find women in the village to marry and must
look for Castilian-speaking wives. Both kinds of marriage erode the Uciedan
dialect.

What we have seen in all of the above studies are attempts made to isolate
the kinds of changes that appear to be occurring in specific places. A close
examination of the social context of each change also reveals the particular
segment of the community which is most involved in that change and possible
motivation for the involvement. These motivations can be various: to try to be
like a ‘higher’ social group or less like a ‘lower’ one; to mark yourself off from
‘outsiders’; to achieve a feeling of ‘solidarity’ with others; or to react to the pres-
sures of the ‘linguistic marketplace.” Women may be more active participants
than men in some changes, but the situation may be reversed in others. Although
the young are usually in the vanguard of most changes, in some it is the not-
so-young who lead. In the next section we will look more closely at the issue
of motivation and the actual process of change.
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Table 8.5 Differences between men’s and women’s speech
UMC LMC uwcC LWC
Percentage of multiple negation
in Detroit speech
Male 6.3 32.4 40.0 90.1
Female 0.0 1.4 35.6 58.9
Percentage of non-prevocalic /r/
in Detroit Negro speech
Male 66.7 52.5 20.0 25.0
Female 90.0 70.0 44.2 31.7
Percentage of -in’ forms
in Norwich speech
Male 4 27 81 100
Female 0 3 68 97

Source: based on Trudgill (1995, pp. 69-70)

Discussion

1.

Table 8.5 shows three instances of differences between men’s and women’s
speech in Detroit and Norwich. What relevance, if any, have data such as
these to understanding any aspect of linguistic change?

For a very different view of the pronunciation of final -ing, see Mathisen
(1999), who reports on the incidence of the actual pronunciation of the final
g in Sandwell, West Midlands. Young women are leaders but this time in
the pronunciation of a nonstan